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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

Announcement of the 1997 Election

In accordance with the provisions of the bylaws, the following Nomi-
nating Committee was appointed to prepare a slate for the election to take
place on 6 June 1997:

Jiri Tichy, Chair John Erdreich
Ira Dyer Christy K. Holland
David M. Green Alexandra I. Tolstoy

The bylaws of the Society require that the Executive Director publish
in theJournalat least 90 days prior to the election date an announcement of

the election and the Nominating Committee’s nominations for the offices to
be filled. Additional candidates for these offices may be provided by any
Member or Fellow in good standing by letter received by the Executive
Director not less than 60 days prior to the election date, and the name of any
eligible candidate so proposed by 20 Members or Fellows shall be entered
on the ballot.

Biographical information on the candidates and statements of objec-
tives of the candidates for President-Elect and Vice President-Elect will be
mailed with the ballots.

CHARLES E. SCHMID
Executive Director

The Nominating Committee has submitted the following slate:

FOR PRESIDENT-ELECT

FOR VICE PRESIDENT-ELECT

William J. Cavanaugh James E. West

Gilles A. Daigle William M. Hartmann

1 1J. Acoust. Soc. Am. 101 (1), January 1997 0001-4966/97/101(1)/1/11/$10.00 © 1997 Acoustical Society of America



FOR EXECUTIVE COUNCIL

Frederick H. Fisher receives IEEE award

The IEEE Oceanic Engineering Society Distinguished Technical
Achievement Award was awarded to Frederick H. Fisher in October 1996
for his outstanding contributions to the field of Ocean Acoustics.

Fred Fisher is a Fellow of the Acoustical Society of America~ASA!
and served as its President from 1983–84. He has also held the offices of
President-Elect~1982–83!, Vice President~1980–81!, and Vice President-
Elect ~1979–80! and served as a Member of the ASA Executive Council
~1976–79!. Dr. Fisher has served on several ASA Committees and was
Chair of the Fall 1990 meeting held in San Diego.

Fred Fisher received B.S. and Ph.D. degrees in 1949 and 1957 from
the University of Washington. He became head of a research group at the
Marine Physical Laboratory~MPL! of the Scripps Institution of Oceanogra-
phy, University of California, in 1958, became Associate Director of MPL
in 1974, and was Deputy Director of MPL from 1989 to 1994. He was
Scientific Officer and codesigner of the manned ocean buoy, FLIP, and was
responsible for working out the ‘‘flipping’’ operation with 350-ft-long 1/10
scale models.

Since 1965 Dr. Fisher has been a Principal Investigator for National
Science Foundation grants devoted to high-pressure measurements related to
the physical chemistry of sound absorption in seawater due to magnesium
sulfate and other salts. He has also been a Principal Investigator on various
Office of Naval Research contracts related to measurements of sound propa-
gation in the ocean.

James Flanagan receives honorary doctorate
in computer science

Dr. James Flanagan, former President of the Society and ASA Gold
Medalist, was awarded Doctor Honoris Causa from the University of Paris-
Sud in ceremonies at the Orsay campus on 4 October 1996. President of the
University, Dr. Alain Gaudemer, noted Flanagan’s research and academic
contributions in bestowing the degree. Flanagan currently serves as Vice
President for Research at Rutgers University, New Brunswick, NJ. Earlier
this year he was presented the National Medal of Science by President
Clinton in ceremonies at the White House. He was cited ‘‘for his contribu-
tions to research in speech communication and for leadership in applications
to telecommunications.’’

Regional Chapters news

Delaware Valley:The Delaware Valley Chapter held the first dinner
meeting of the season on Wednesday, 16 October 1996 at Williamson’s in
Bala Cynwyd, PA, with 12 members and guests in attendance. Dr. John
Barry of the Philadelphia Office of OSHA discussed the new NIOSH rec-
ommendation for changes in the OSHA noise standards. This involves low-
ering the threshold to 85 dB and changing from a 5- to 3-dB exchange rate
for computing exposure. He showed that the noise dose grows very rapidly

Joseph W. Dickey Uwe J. Hansen William A. Kuperman

Sigfrid D. Soli Janet M. WeisenbergerJulian D. Maynard

2 2J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Acoustical News—USA



with level increase with the 3-dB rule. The difficulties in obtaining noise
dosimeter data for emergency response workers under field conditions were
discussed; a major problem was with radio transmitters which caused large
errors in some dosimeters. Some interesting slides of fire stations and equip-
ment were shown.

JON SANK

Greater Boston:‘‘The 25th Anniversary Celebration of the Greater
Boston Chapter of the Acoustical Society of America~GBC-ASA! was held
at Northeastern University in Boston, Massachusetts. About 70 members
attended a dinner and lecture, including pioneers of the Chapter such as
Dick Bolt and Leo Beranek. Professor Kenneth Stevens presented a fasci-
nating lecture entitled, ‘‘Human and Machine Generation of Speech.’’ Fol-

lowing a lively discussion, he was awarded a life membership to the Greater
Boston Chapter of ASA~see Fig. 1!. William Cavanaugh was also honored
with life membership for his untiring dedication to the Chapter. The celebra-
tion was sponsored by GBC-ASA, the Department of Speech–Language
Pathology and Audiology at Northeastern University, and the Communica-
tion Digital Signal Processing center at Northeastern University.

MARY FLORENTINE

Madras: The birth of the Madras Regional Chapter of the Acoustical
Society of America took place at I.I.T., Madras, India in April 1995. Hari
Paul, Department of Mathematics, I.I.T.~M!, is the Chapter’s Chair and
serves also as Chapter Secretary~see Fig. 1!. Patrons are Prof. N. V. C.
Swamy and Prof. R. Natarajan.

Chapter supporters are D. P. Raju, K. Natarajan, S. N. Majhi, C. P.
Vendhan, S. Narayanan, N. Muthiyalu, A. Namasivayam, K. S. Subrama-

nian, Baldev Raj, and Gautan Suri. Thirty other Indian scientists joined in
the formation of the chapter. Twenty-seven papers were presented in the
first technical sessions on 19 August 1995, which included invited papers, a
distinguished lecture on Vedhic Acoustics, and a music concert.

HARI S. PAUL

Position Open
Director of Research:Central Institute for the Deaf~CID! seeks a

Director of Research to head the department of research. This position offers
exciting opportunities to lead this growing department through new research
frontiers. CID is a major research and education center founded in 1914 to
address the needs of the hearing impaired and is an affiliate of Washington
University Medical Center. Current research programs involve applied stud-
ies in childhood deafness, sensory neuroscience, speech and hearing, noise,
and sensory electrophysiology. The successful candidate will be expected to
organize the department into centers of excellence. The center for childhood
deafness and oral rehabilitation is already well organized and is ongoing.
Three new faculty members are currently being recruited for the second
center emphasizing molecular and cellular approaches to degeneration, res-
cue, and repair. A third center focused on complex auditory cognition is
planned. Additionally, the Director will be responsible for overseeing re-
search programs and obtaining external funding. A full-time research ad-
ministrator will assist the Director in administering departmental policies.
Teaching in the professional education program is an option. Maintenance
of an independent research program is expected. Candidates must have a
doctoral degree in hearing sciences or related field and have an outstanding
record of scientific accomplishments and other achievements, a strong
record of research funding, excellent communication skills, knowledge of
research techniques, methodology and equipment, and the capacity to pro-
vide leadership essential to the continued development of research and cre-
ative activity at the Institute.

We offer a competitive salary commensurate with experience and
qualifications along with an excellent benefit package. The position is avail-
able immediately. Please send a letter of interest, curriculum vitae, and
names and address of three references to:

Search Committee
Research Director Position
Donald W. Nielsen, Ph.D., Chair
Central Institute for the Deaf
818 S. Euclid
St. Louis, MO 63110

EOE/M/F/H/V

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1997
27–28 Feb. Penn State Ultrasonic Transducer Engineering Work-

shop, Newport Beach, CA@Donna Rode, SPIE, P.O.
Box 10, Bellingham, WA 98227-0010, Tel.: 360-676-
3290; E-mail: donnar@mom.spie.org or K. Kirk Shung,
231 Hallowell Bldg., Penn State Univ., University
Park, PA 16802, Tel.: 814-865-1407; E-mail:
kksbio@engr.psu.edu#.

13–16 April 23rd International Symposium on Acoustical Imaging,
Boston, MA @Sidney Lees, Bioengineering Dept., For-
syth Dental Ctr., 140 Fenway, Boston, MA 02115;
FAX: 617-262-4021; E-mail: slees@forsyth.org#. 7/96

12–14 May Third AIAA/CEAS Aeroacoustic Conference, Atlanta,
GA @Dr. Stephen Engelstad, Lockheed Martin Aeronau-
tical Systems, D/73-47, Z/O-685, Marietta, GA 30063,
Tel.: 770-494-9178; FAX: 770-494-3055; E-mail:
sengelstad@fs2.mar.1mco.com#.

15–20 June Eighth International Symposium on Nondestructive
Characterization of Materials, Boulder, CO
@Debbie Harris, The Johns Hopkins University, Ctr. for
Nondestructive Evaluation, 102 Maryland Hall,
3400 N. Charles St., Baltimore, MD 21218, Tel.:
410-516-5397; FAX: 410-516-7249, E-mail:
cnde@jhuvms.hcf.jhu.edu#.

FIG. 1. Professor Kenneth Stevens~center! is awarded life membership in
the Greater Boston Chapter of the Acoustical Society of America by
Mary Florentine and William Cavanaugh.

FIG. 1. Robert Apfel~l, ASA President 1995–96! congratulates Hari S. Paul
~r! on organization of Madras Regional Chapter of the Acoustical Society of
America.
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15–17 June NOISE-CON 97, State College, PA@Institute of Noise
Control Engineering, P.O. Box 320, Arlington Branch,
Poughkeepsie, NY 12603, Tel.: 914-891-1407; FAX:
914-463-0201#.

16–20 June 133rd meeting of the Acoustical Society of America,
State College, PA@ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

9–13 July International Clarinet Association, Texas Tech Univ.,
Lubbock, TX @Keith Koons, Music Department, Univ.
of Central Florida, P.O. Box 161354, Orlando, FL
23816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

7–11 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;
FAX: 703-683-5100#.

22–24 Sept. Second Biennial Hearing Aid Research and Develop-
ment Conference, Bethesda, MD@National Institute
of Deafness and Other Communication Disorders,
301-970-3844; FAX: 301-907-9666; E-mail:
heaingaid@tascon.com#. Deadline for abstracts is 15
March.

1–5 Dec. 134th meeting of the Acoustical Society of America,
San Diego, CA@ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

1998
22–26 June 135th meeting of the Acoustical Society of America/

16th International Congress on Acoustics, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; FAX: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;
FAX: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.org#.

Revision to Membership List
New Associates
Absher, Richard G., 2 Crescent Road, Burlington, VT 05405
Acosta, Luis M., 11510 Victory Boulevard, North Hollywood, CA 91606
Akahane-Yamada, Reiko, Dept. 1, ATR Human Information Processing,
Research Labs., 2-2 Hikaridai, Seika-cho, Soraku, Kyoto, 619-02 Japan

Alach, D. Robert, Alactronics, Inc., 192 Worcester Street, Wellesley Hills,
MA 02181

Alpizar, Javier, N y E Omicron S.A. de C.V., Irapuato #14, Col. Condesa,
Mexico DF C.P., 06170 Mexico

Apelian, Chahe V., 6660 Zelzah Avenue, Reseda, CA 91335
Appelbaum, Irene, Philosophy Dept., Washington University, Campus Box
1073, One Brookings Drive, St. Louis, MO 63130

Arrieta, Lisa L., Code 130B, Coastal Systems Station, 6703 West Highway
98, Panama City, FL 32407-7001

Ball, Martin J., School of Behavioural & Communication Sciences, Univ. of
Ulster, Jordanstown, Newtownabbey BT37 0QB, N. Ireland

Bautista, Edgar O., 35-50 169th Street, Flushing, NY 11358
Betancourt, Octavio L., Computer Science, CUNY, 138th Street & Convent
Avenue, New York, NY 10025

Bi, Ning, Systems Engineering, Qualcomm, Inc., 6455 Lusk Boulevard, San
Diego, CA 92121

Bishop, Joseph R., Ocean Acoustics Division, NOAA/AOML, 4301 Rick-
enbacker Causeway, Miami, FL 33149

Blihi, Said, Expandable Polystyrene, Shell Research, Avenue Jean Monnet
1, Ottignies, Lovain 1a Neuve, B-1348 Germany

Bobrovnitskii, Yuri I., Russian Academy of Sciences, Inst. of Engineering
Research, Lab. of Structural Acoustics, Griboedov Street 4, Moscow
101830, Russia

Breed, David S., Automotive Technologies, Inc., P.O. Box 8, Denville,
NJ 07834

Burgemeister, Kym A., Uve Arup & Partners, Arup Acoustics, P.O. Box
Q116, Q. V. B. Post Office, Sydney, NSW 1230, Australia

Burlage, Kirk G., Digisonix, Inc., 8401 Murphy Drive, Middleton,
WI 53562

Bushek, Don, St. Croix Medical, 5155 East River Road, Minneapolis,
MN 55421

Carlson, Thomas J., Land & Water Resources, Pacific Northwest National
Lab., MSIN:K6-85, Battelle Boulevard, Richland, WA 99352

Carroll, Linda M., 133 West 78th Street, Suite 2, New York, NY
10024-6748

Cazals, Yves A. G., Lab. d’Audiologie Experimentale, Univ. de Bordeaux 2,
Hopital Pellegrin, Bordeaux 33076, France

Chan, Daisy W. Y., B/2, 12/F 905 King’s Road, Quarry Bay, Hong Kong
Chapman, Robert C., 11721 West Brandt Avenue, Littleton, CO 80127
Choi, Myoung S., Hanbit Apt. 103-1002, Eun-Dong, Yusong-gu, Taejon
305-333, Korea

Choi, Min Joo, College of Medicine, Dept. of Biomedical Engineering,
Seoul National Univ., 28 Yongon-Dong, Chongno-gu, Seoul 110-744, Ko-
rea

Connolly, Sean M., David L. Adams Associates, 1701 Boulder Street,
Denver, CO 80211

Creamer, Dennis B., Naval Research Lab., Code 5583, 4555 Overlook Av-
enue, South, Washington, DC 20375

Crocker, Steven E., 7695 White Oak Lane, Delavan, IL 61734
D’Angelo, William R., U. S. Airforce Armstrong Lab., AL/CFBA Bldg,
441, 2610 7th Street, Wright-Patterson AFB, OH 45433

Davies, Peter O. A. L., Inst. of Sound and Vibration Research, Southampton
Univesrity, Highfield, Southampton S017 1BJ, U.K.

de Cheveigne, Alain, CNRS/Univ. Paris 7, Case 7003, 2 place Jussieu, Paris
75251, France

De Leon, Phillip L., Klipsch School of Electrical and Computer Engineer-
ing, New Mexico State Univ., Box 30001/Dept. 3-0, Las Cruces, NM
88003-8001

Delannoy-Arriagada, Jaime, Acoustics, Univ. Tecnologica Vicente, Perez
Rosales, Brown Norte 290, Santiago, Nunoa, Chile

Drzewiecki, Tadeusc M., Defense Research Technologies, Inc., 354 Hun-
gerford Drive, Rockville, MD 20850

Dunn, Margaret H., 25 Clark Street, New Haven, CT 06511
Dymkin, Gregory Ya., Ultrasonic Nondestructive Testing, Bridge Research
Inst., Fontanka 113, St. Petersburg 190031, Russia

Ebbini, Emad S., Electrical Engineering & Computer Science, Univ. of
Michigan, 1301 Beal Avenue, Ann Arbor, MI 48109-2122

Eldridge, Mark C., 1656 Birchmont Lane, Keller, TX 76248
Elias, Bartholomew, AL/OEBN, 2610 Seventh Street, Wright-Patterson
AFB, OH 45433-7901

Elias-Juarez, Alfredo A., Acoustics & Vibration Div., Centro Nacional de
Metrologia, Rm. 4.5 carr. a los cues, Queretaro 76000, Mexico

Engdahl, Bo L., Velandsgt. 54-4, Oslo 0457, Norway
Fetridge, Guild A., 507 Old Country Road, Elmsford, NY 10523
Fink, Rainer J., Engineering Technology, Texas A & M University, Fermier
Hall 111B, College Station, TX 77843

Flemming, Edward S., Dept. of Linguistics, Stanford University, Building
460, Stanford, CA 94305-2150

Flynn, Patrick J., Electrical Engineering & Computer Science, Washington
State University, Pullman, WA 99164-2752

Fung, Wai Shun, 15 Watson Road, Victoria Centre, 35th Floor, Flat B,
Block 2, Hong Kong

Gallotta, Richard A., Marine Acoustics, Inc., 2345 Crystal Drive, Suite 901,
Arlington, VA 22202

Garrison, Laurie F., AT&T, Voice Quality Assessment Lab., 101 Crawfords
Corner Road, Room 3D501A, Holmdel, NJ 07733

Gatehouse, Stuart, 6 Bedale Road, Garrowhill, Glasgow G69 7LU, U.K.
Gavin, Joseph R., 166 Litton Avenue, Groton, CT 06340
Giangrande, Janice, 2301 South Congress Avenue, #1613, Boynton Beach,
FL 33426

Goacher, Geoffrey K., Sound Advice Acoustical Consultants, 15625 Alton
Parkway, Suite B, Irvine, CA 92718

Godfrey, Richard D., Science & Technology, Owens-Corning, 2790 Colum-
bus Road, Route 16, Granville, OH 43023-1200
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Gonzalez Suarez, Mercedes, Marques De La Ensenada No, 3-3-1a, Castel-
lon de la Plana 12003, Spain

Goold, John C., 24 Gwel Eryri, Llandegfan, Anglesey LL59 5PY, U.K.
Gow, David W., 24 Dearborn Road, Medford, MA 02155
Grieser, George A. M., Andre Grieser Arquitetura & Consultoria, Acustica
Ltda., Av. Senador Virgilio Tavora 50, Sobreloja 3, Fortaleza, Ceara
60170-250, Brazil

Han, Ruijing, MEMC Electronic Materials, Inc., 501 Pearl Drive, St. Peters,
MO 63376

Handel, Stephen J., Psychology Dept., Univ. of Tennessee, Austing-Peay
Bldg., Knoxville, TN 37996-0900

Hauenstein, John R., JRH Acoustical Consulting, Inc., 312 West 51st Street,
#1R, New York, NY 10019

Hayward, Gordon, Electronics & Electrical Engineering, The Univ. of
Strathclyde, 204 George Street, Glasgow G11XW, Scotland, U.K.

Hill, Ryan B., Espey, Huston & Associates, Inc., 206 Wild Basin Road,
Suite 300, Austin, TX 78746

Hirobayashi, Shigeki, Dept. of Electrical & Computer Eng., Kanazawa Uni-
versity, 2-40-20 Kodatsuno, Kanazawa-shi, Ishikawa-ken, 920 Japan

Hoefler, Jeffrey J., EPD, Bose Corporation, The Mountain, Mail Stop 2,
Framingham, MA 01701

Homola, Christopher A., Mechanical Engineering, Byers Engineering Com-
pany, 1621 Euclid Avenue, Suite 300, Cleveland, OH 44115

Hu, Qiang, Dept. of Mechanical Engineering, Wayne State Univ., Detroit,
MI 48202

Hudig, J. Mauritz, 44 Edgemore Road, Montclaire, NJ 07042
Ike, Frank W., 156 Cardinal Road, Chalfont, PA 18914
Imhof, Matthias G., MIT Ear Resources Lab., E34-370, 42 Carleton Street,
Cambridge, MA 02142-1324

Johnson, Ralph R., NRaD, Code 44213, 53245 Patterson Road, San Diego,
CA 92152

Kalb, Joel T., 735 Marian Drive, Aberdeen, MD 21001
Kallistratova, Margarita A., Udaltsova 10, ap. 131, Moscow 117415, Russia
Kato, Hiroaki, ATR Human Information Processing, Research Labs., Dept.
1, 2-2 Hikaridai, Seikacho, Sorakugun, Kyoto, 619-02 Japan

Kennedy, Rodney A., Telecommunications Engineering, Australian Na-
tional University, Canberra, ACT 0200, Australia

Kennedy, Joel A., St. Croix Medical, 5155 East River Road, Minneapolis,
MN 55421

Kessel, Ronald T., 95 Caton Place, Victoria, BC V9B 1L1, Canada
Kidd, Dennis E., 6141 Archer, NE, Rockford, MI 49341
Kim, Bong-Chae, Physical Oceanography Div., Korea Ocean Research &
Development Inst., 1270, Sa-Dong, Ansan-Shi, Kyounggi-Do 425-170,
Korea

Kim, Tae-Gun, International Processional Associates, International Business
Dept., c/o Smart Cargo Service, 1302 Mahalo Place, Campton, CA 90220

Kitagawa, Hiroo, Research and Development Center, Ricoh Co. Ltd., 415
Research Group, 3-2-3 Shin-yokohama, Kohoku-ku, Yokohama, 222 Ja-
pan

Kompis, Martin, Goldenthalweg 16, Oberwill BL 4104, Switzerland
Korber, Dennis J., Glass Engineering, PPG Industries, P.O. Box 11210,
Guys Run Road, Pittsburgh, PA 15238-0472

Kroll, Kai, St. Croix Medical, 5155 East River Road, Suite 418, Minneapo-
lis, MN 55421

Kwok, Chung Wai, Mechanical Engineering, Hong Kong Univ. of Science
and Technology, Clear Water Bay, Kowloon, Hong Kong

Kyriakakis, Chris, 1250 Elizabeth Street, Pasadena, CA 91104
Labrozzi, Danielle M., 118 Bell Vista Drive, Cary, NC 27513
Lage, Maria Oti’Lia P., Inst. Politecnico do Porto, Ser. de Documentacao e
Publicaocoes, Rue dr. Roberto Frias, Porto 4200, Portugal

Lai, Peter C.-C., 2335-F Collins Drive, Sidney, OH 45365
Lally, Michael J., The Modal Shop Inc., 1776 Mentor Avenue, Suite 170,
Cincinnati, OH 45212

Landis, Donald H., Epic Metals Corp., 11 Talbot Avenue, Rankin, PA
15104

Langley, Robin S, Dept. of Aeronautics and Astronautics, Univ. of
Southampton, Southampton, Hamsphire SO17 1BJ, England

Large, Edward W., Inst. for Research in Cognitive Science, Univ. of Penn-
sylvania, 3401 Walnut Street, Suite 301C, Philadelphia, PA 19104

Lee, James J., 44785 Glengarry Road, Canton, MI 48188
Lee, Robert A., AL/OEBN, Noise Effects Branch, Armstrong Laboratory,
2610 Seventh Street, Wright-Patterson AFB, OH 45433-7901

Lei, Ming, 9308 Macallan Road, NE, Albuquerque, NM 87109

Lenzi, Arcanjo, Rue Dos Jasmins, NO. 539, Corrego Grande, 88037-140
Florianopolis SC, Brazil

Leotta, Antonio, Via Bainsizza No. 30/4, Genova 16147, Italy
Lilley, Geoffrey M., Dept. of Aeronautics & Astronautics, Univ. of
Southampton, Highfield, Southampton SO17 1BJ, U.K.

Lima, Scott K., Geco Defence A.S., Kvassenseveien 27, Isdalsto 5100, Nor-
way

Mackersie, Carol L., Center for Research in Speech and Hearing Sciences,
Graduate Center, CUNY, 33 West 42nd Street, New York, NY 10036

Marcus, Larry A., Lucent Bell Laboratories, P.O. Box 50427, 6602 East
75th Street, Indianapolis, IN 46250-0427

Martin, Steven B., 3384 Lawrencetown Road, RR #2, Porters Lake, NS B0J
2S0, Canada

Mauney, Daniel W., 618 Bonair Place, La Jolla, CA 92037
Maze, Gerard G., Rue Lacepede 6, Le Havre 76600, France
McDermott, Hugh J., Dept. of Otolaryngology, Univ. of Melbourne, 384-
388 Albert Street, East Melbourne, VIC 3002, Australia

McKinley, Bruce L., 12003 Johns Place, Fairfax, VA 22033
Mees, Paul, Albrecht Rodenbachstraat 71, Leuven 3010, Belgium
Messner, Douglas R., Corporate Quality Engineering, Shure Brothers, Inc.,
222 Hartrey Avenue, Evanston, IL 60202-3696

Meyerson, Scott C., St. Croix Medical, 5155 East River Road, Minneapolis,
MN 55421

Miles, Ronald N., Mechanical Engineering, SUNY, P.O. Box 6000, Bing-
hampton, NY 13902-6000

Miller, Joel D., Sterling Software, NASA Ames Division, MS 262-6, Mof-
fett Field, CA 94035-1000

Moon, Won-kyu, Precision Mechanics Lab., Samsung Advanced Inst. of
Tech., P.O. Box 111, Suwon 440-600, Korea

Moquin, Philippe, 59 Acklam Terrace, Kanata, ON K2K 2H7, Canada
Moulin, Annie M., 13 Chemin du Barray, Brignais 69530, France
Munin, Anatoli G., Myasnitskay str, 40-a, ap. 48, Moscow 101000, Russia
Munoz-Madrigal, Norma C., Centro Nacional de Metrologia, Metrologia
Fisica, Div. de Vibraciones y Acustics, Rm. 4.5, Carretera a los cues, El
Marques, Queretaro 76900, Mexico

Muzzey, Gary C., Research & Development, Tibbetts Industries, Inc., P.O.
Box 1096, Colcord Avenue, Camden, ME 04843

Nakayama, Kiyoshi, Dept. Electrical & Electronic Eng., Sophia University,
7-1 Kioicho, Chiyodaku, Tokyo, 102 Japan

Nelson, Bradley A., Sound Solutions Northwest, Inc., 3180 West Clearwater
Avenue, Suite J, Kennewick, WA 99336

Nguyen, Phuong-Tao N., 91-1033 Kuea Street, Kapolei, HI 96707
Ni, Jun, Electrical and Computer Engineering, Univ. of Wollongong, North-
fields Avenue, Wollongong, NSW 2522, Australia

Obeng, Samuel G., Linguistics Dept., Indiana University, Memorial Hall
326, Bloomington, IN 47405

Odom, Robert I., Applied Physics Lab., Univ. of Washington, 1013 NE 40th
Street, Seattle, WA 98105

Ogawa, Hitoshi, Electronic Control Engineering, Hiroshima National Col-
lege of Maritime, Technology, Higashino-cho 4272-1, Toyota-gun, Hi-
roshima Pref., 725-02 Japan

Olson, Bruce C., Olson Sound Design, 8717 Humboldt Avenue, North,
Brooklyn Park, MN 55444-1320

Orth, Scott D., Audio and Acoustics, Delco Electronics, 1800 East Lincoln,
M/S R104, Kokomo, IN 46904

Ostashev, Vladimir E., Physics Dept., New Mexico State Univ., Box 30001,
Dept. 3D, Las Cruces, NM 88003-8001

Palakal, Mathew J., Computer Science Dept., Purdue University, 723 West
Michigan Street, SL280, Indianapolis, IN 46202

Parzych, David J., 756 Riverboat Circle, Orlando, FL 32828
Pasterkamp, Hans, Pediatrics Dept., Univ. of Manitoba, Room CN 503 820
Sherbrook Street, Winnipeg, MB R3A 1R9, Canada

Patat, Frederic J., Biphysique Medicale, Faculte de Medecine, 2 Bis Bvd.
Tonnelle, BP 3223, Tours 37032, France

Patel, Samir B., Communications Business Unit, Hughes Space and Com-
munications, 2000 East Imperial Highway, SC/S24/D520, El Segundo, CA
90019

Penney, David P., Pathology & Lab. Medicine, Univ. Rochester Medical
Center, Box 626, 601 Elmwood Avenue, Rochester, NY 14642-0001

Peretz, Isabelle S. L., Psychology Dept., Univ. de Montreal, C.P. 6128,
Succ. Centreville, Montreal, PQ H3C 3J7, Canada

Peterman, Karl L., Special Technologies Group, Newcomb & Boyd, One
Northside 75, Atlanta, GA 30318
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Petrykowski, John C., Mechanical & Aerospace Engineering, Univ. of Day-
ton, 300 College Park, Dayton, OH 45469-0210

Phelps, Andy D., Inst. of Sound and Vibration, Research, Fluids and Acous-
tics Group, Univ. of Southampton, Southampton, Hants. SO17 1BJ, U.K.

Pouliquen, Eric, FSG/ERD, SACLANTCEN, CMR 426, APO, AE 09613
Prausnitz, Mark R., School of Chemical Engineering, Georgia Inst. of Tech-
nology, Atlanta, GA 30332-0100

Raphael, David T., Texas Tech University Health, Science Center, Anesthe-
siology Dept., 4800 Alberta Avenue, El Paso, TX 79905

Recanzone, Gregg H., Center for Neuroscience, Univ. of California at
Davis, 1544 Newton Court, Davis, CA 95616

Reller, Austin F., 90 Morningside Drive, Apt. 6J, New York, NY 10027
Rickert, Martin E., Dept. of Psychology, Indiana University, Bloomington,
IN 47405

Rodgers, Robert A., 5949 Rose Avenue, Long Beach, CA 90805
Romero, Damion, 6132 Romaine Street, Los Angeles, CA 90038
Russell, William A., 703 Beards Hill, Aberdeen, MD 21001-1776
Salvi, Richard J., Hearing Research Lab., SUNY Univ. at Buffalo, 215
Parker Hall, Buffalo, NY 14214

Sander, Andres, Audiology Research, Starkey Laboratories GmbH, Rugen-
barg 69, Norderstedt 22848, Germany

Sarrao, John L., Florida State Univ., NHMFL, 1800 East Paul Dirac Drive,
Tallahassee, FL 32306

Sautermeister, Per, Spoken Language Research, Telia Research, 136-80
Haninge, Sweden

Sayeed, Mohammed, Bently Nevada Corporation, 7651 Airport Boulevard,
Houston, TX 77061

Schonthal, Ernst, 6656 West Ridge Drive, Brighton, MI 48116
Schwartz, Mark, RR #1, Box 400, Effort, PA 18330
Sen, Dipanjan, Speech Processing Software and Technology Research,
AT&T Bell Labs., 600 Mountain Avenue, Murray Hill, NJ 07974

Serpa, Jose A., N y E Omicron S.A. de C.V., Irapuato #14, Col. Condesa,
Mexico DF C.P. 06170, Mexico

Sevener, Nathan B., Arup Acoustics, 2440 South Sepulveda Boulevard,
Suite 180, Los Angeles, CA 90064

Shearer, Kenneth W., 9107 Lantern Lane, Indianapolis, IN 46256-2249
Sheffert, Sonya M., Psychology Dept., Indiana University, Bloomington, IN
47403

Shigeo, Hase, Theatre Design Co., Ltd., 1-16-1 Shibata, Kita-ku, Osaka-shi,
Osaka, 530 Japan

Shigong, Ye, Inst. of Acoustics, Nanjing University, 22 Han Kou Road,
Nanjing, Jiangsu 210093, P.R. China

Sjursen, Walter P., 6 Bankers Drive, Washington Crossing, PA 18977
Slaney, Malcolm, Internal Research Corp., 1801 Page Mill Road, Bldg. C,
Palo Alto, CA 94304

Sola, Tony, Acoustical Consulting Services, P.O. Box 41182, Mesa, AZ
85274

Stepinski, Tadeusz, Uppsala University, P.O. Box 534, Uppsala 751 21,
Sweden

Steurer, Martin, AKH-Wien, ENT~HNO!, Waehringer Guertel 18-20, Vi-
enna A-1030, Austria

Stratman, James A., 14706 Village Park West Drive, Carmel, IN 46033
Swarnamani, Seetharaman, Indian Inst. of Technology, Applied Mechanics,
Madras, Tamlindadu 600-036, India

Szeri, Andrew J., Dept. of Mechanical & Aerospace Eng., Univ. of Califor-
nia, Irvine, Irvine, CA 92697-3975

Tavares, Rick, 10438 Rancho Carmel Drive, San Diego, CA 92128
Tavossi, Hassan M., Engineering Science & Mechanics, Pennsylvania State
Univ., 227 Hammond Building, University Park, PA 16802-1401

Ter Haar, Gail R., 24 Spencer Hill, Wimbledon SW19 4NY, U.K.
Tidball, Glynnis A., School of Audiology & Speech Sciences, Univ. of
British Columbia, 5804 Fairview Crescent, Vancouver, BC V6T 1Z3,
Canada

Trout, J. D., Parmly Hearing Inst., Loyola Univ. of Chicago, 6525 North
Sheridan Road, Chicago, IL 60626

Tsuru, Hideo, Nittobo Acoustic Engineering, 1-13-12 Midori, Sumidaku,
Tokyo, 130 Japan

Ugolotti, Emanuele, R & D Dept., ASK S.p.A., Via 7 F.lli Cervi 79, Reggio
Emilia, 42100 Italy

Uhlendorf, Volkmar, Ultrasound Contrast Media Research, Schering AG,
Muellrstr. 178, Berlin 13342, Germany

Vakakis, Alexander F., Mechanical & Industrial Eng., Univ. of Illinois,
1206 West Green Street, Urbana, IL 61801

Van Lieshout, Pascal H. H. M., ENT, Voice & Speech Pathology, Academic

Hospital Nijmegen St. Radboud, P.O. Box 9101, Nijmegen 6500HB,
The Netherlands

Veen, Jerry R., Prince Corporation, Advanced Engineering, One Prince
Center, Holland, MI 49423

Vega-Campos, Hernan, Sound and Acoustics School, Univ. Tecnologica
Vicente, Perez Rosales, Brown Norte 290, Santiago, Nunoa, Chile

Verona, Enrico, CNR, Istituto Di Acustica, Via Cassia 1216, Roma I-00189,
Italy

Vivyurka, Terry W., J. L. Richards & Associates Ltd., 864 Lady Ellen
Place, Ottawa, ON K1Z 5M2, Canada

Wampler, Scott D., Technology Assessment & Development, Ethicon Edno-
Surgery Inc., 4545 Creek Road, Cincinnati, OH 45242-2839

Wang, Shuozhong, Electronics & Information Eng., Shanghai University,
149 Yangchang Road, Shanghai 20072, P.R. China

Wang, Chao-Nan, Dept. of Naval Architecture and Ocean Engineering, Na-
tional Taiwan Univ., College of Engineering, 73 Chow-Shan Road, Taipei,
Taiwan, R.O.C.

Weber, Peter K., Neugrabenweg 18, Saarbrucken D-66123, Germany
Whistler, Peter, 12 Miller Street, Needham, MA 02192
Wilen, Larry A., Physics & Astronomy Dept., Ohio University, Athens, OH
45701

Winker, Douglas F., Research and Development, Dynamic Control of North
America, Inc., 3042 Symmes Road, Hamilton, OH 45015

Woo, Hoon Young, Sanggye Paik Hospital, INJE Univ., Otolaryngology,
Nowon ku Sanggye 7 Dong, Seoul 139-707, Korea

Writer, Eric R., Colin Gordon & Associates, 411 Borel Avenue, Suite 425,
San Mateo, CA 94402

Yamashita, Mitsuyasu, Kobayasi Inst. of Physical Research, 3-20-41
Higashi-Motomachi, Kokubunji, Tokyo 185, Japan

Yan, Albert K. T., Room 819, Wah Shun House, Wah Fu Estate, Hong
Kong

Yao, Weiping, Otolaryngology, Head and Neck Surgery, Medical College of
Ohio, 3000 Arlington Avenue, Toledo, OH 43699-0008

Yasui, Kyuichi, Dept. of Physics, Waseda University, 3-4-1 Ohkubo, Shin-
juku, Tokyo, 169 Japan

Ye, Shigong, Inst. of Acoustics, Nanjing University, 22 Han Kou Road,
Nanjing, Jiangsu 210093, P.R. China

Yeh, Jyi-Tyan, Acoustics & Vibration Project, Material Research Labs.,
Industrial Technology Research Inst., Bldg. 77, 195 Chung Hsing Rd.,
Sec. 4, Chutug, Hsinchi 310, Taiwan

Zhang, Xiaorong, Dept. of Electronics Science & Eng., Inst. of Acoustics,
Nanjing University, 22 Han Kou Road, Nanjing, Jiangsu 210093, P.R.
China

Zhang, Chao Ying, House Ear Institute, 2100 West Third Street, Los Ange-
les, CA 90057

Zhdanov, Vladimir, 1581 East 24th Street, Apt. 5B, Brooklyn, NY 11229

New Students

Andalaft, Elias A., Casilla 214 Correo 30 Vitacura, Santiago, Chile
Andrews, Erik W., Engineering Dept., Brown University, Box D, Provi-
dence, RI 02912

Balkany, Jourdan T., 13061 Mar Street, Coral Gables, FL 33156-6427
Banerjea, Raja, 35 Beaumont Court, Tinton Falls, NJ 07724
Bangayan, Philbert T., 17417 Tuscan Drive, Granada Hills, CA 91344
Barney-Tomalin Joy L., 3725 Federal Avenue, Everett, WA 98201
Berndt, Tobias P., Materials Science & Engineering, The Johns Hopkins
University, 3400 North Charles Street, Maryland Hall 102, Baltimore, MD
21218

Bezemek, Jacklyn D., 132C Palmer, #111, West Lafayette, IN 47906
Bland, Angela R., P.O. Box 5156, Elko, NV 89802
Bunton, Kate E., Dept. of Communicative Disorders, Univ. of Wisconsin
Madison, 491 Waisman Center, 1500 Highland Avenue, Madison, WI
53705

Burnett, Teri A., 632 Sheridan Square, #2, Evanston, IL 60202
Chan, Tin Man, ISVR, Univ. of Southampton, Highfield, Southampton
SO17 1BJ, U.K.

Cherukuri, Aravind, 25 Aberdeen Street, #2F, Boston, MA 02215
Dainora, Audra E., 5532 South Kenwood Avenue, #411, Chicago, IL 60637
Dankovicova, Jana, Phonetics Lab., Univ. of Oxford, 41 Wellington Square,
Oxford OX1 2JF, U.K.

Deffenbaugh, Max, 127 Palmer Avenue, Apt. 1, Falmouth, MA 02540
Degertekin, Fahrettin L., Electrical Engineering Dept., Stanford University,
E. L. Ginzton Lab., Stanford, CA 94305-4085

Dodson, John M., 40646 Rock Hill, Novi, MI 48375
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Dolan, Daniel H., Physics Dept., Univ. of Utah, 201 JFB, Salt Lake City,
UT 84112

Estaphan, Michelle K., 13 Brinley Street, #2, Newport, RI 02840
Evers, Penny J., 801 Brookmere Drive, Edmonds, WA 98020
Field, Christopher D., Architectural & Design Science, Univ. of Sydney,
Wilkinson Building 904, Sydney, NSW 2006, Australia

Fortin, Martin, 6225 Place Northcrest, #L-19, Montreal PQ H3S 2T5
Canada

Fozo, Michael S., 20 North Broadway, #N165, White Plains, NY 10601
France, Daniel J., Biomedical Engineering, Vanderbilt University, Box
1671, Station B, Nashville, TN 37235

Garbe, Colleen M., Kresge Hearing Research Inst., Otolaryngology Dept.,
1301 East Ann Street, Ann Arbor, MI 48109-0506

Gaygen, Daniel E., 2571 Youngstown-Lockport Road, #146, Ransomville,
NY 14131

Groenenboom, Jeroen, Section of Applied Geophysics, Delft Univ. of Tech-
nology, Faculty of Applied Earth Sciences, Mijnbouwstraat 120, Delft
2628RX, The Netherlands

Gupta, Asit K., Applied Geophysics, Indian School of Mines Dhanbad,
Dhanbad, Bihar 826004, India

Halberstam, Benjamin, 1577 East 17th Street, Apt. 5J, Brooklyn, NY
11230-6747

Hampson, Michelle, 115 Nottinghill Road, Brighton, MA 02135
Hassan, Waled T., Aerospace Engineering and Engineering Mechanics,
Univ. of Cincinnati, ML #0070, Cincinnati, OH 45221

Hemphill, Rachel M., Linguistics Dept., Univ. of Chicago, 1010 East 59th
Street, Chicago, IL 60637

Henderson, Paul D., 15817 Thompson Road, Charlotte, NC 28227
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5,514,841

43.38.Ja REFLEX COMPRESSION VALVE-DIVIDED
CHAMBER LOUDSPEAKER CABINET

Donald C. Rochon, Surry, BC, Canada
7 May 1996„Class 181/156…; filed 30 March 1994

First there is the matter of the patent title. It is probably meant to scan
as: reflex compression-valve, divided-chamber, loudspeaker cabinet. Sec-
ond, one may well ask why the world needs yet another vented box, and the
patent text modestly provides the answer: ‘‘...the primary object of the in-
vention is to advance the art of speaker cabinet design in a radical, pioneer-
ing way.’’ A total of four vents, a compression batting valve, and a free-flow
air pass slot are all that are needed to reach this happy state of affairs.—
GLA

5,525,767

43.38.Ja HIGH-PERFORMANCE SOUND IMAGING
SYSTEM

Walter Fields, Minneapolis MN
11 June 1996„Class 181/155…; filed 22 April 1994

Coaxial mid- and high-frequency loudspeakers20 and22 are mounted
in their own chamber atop base unit12. Woofer18drives its upper chamber

which is then coupled to the room through the vent formed by the gap
between skirts12 and 14. If the drawing is at all to scale then the low-
frequency section functions as a single-tuned bandpass system and ‘‘acous-
tic lens’’ 60 serves no useful purpose.—GLA

5,416,847

43.38.Lc MULTI-BAND, DIGITAL AUDIO NOISE
FILTER

Steven E. Boze, assignor to The Walt Disney Company
16 May 1995„Class 381/94…; filed 12 February 1993

The patent describes an operator-controlled, multiband, digital sound
track scrubber that appears to be both practical and useful. Appendix A is
the complete source code listing, using a Motorola XSP56001RC33
microprocessor.—GLA

5,440,639

43.38.Lc SOUND LOCALIZATION CONTROL
APPARATUS

Yasutake Suzuki and Junichi Fujimori, assignors to Yamaha
Corporation

8 August 1995„Class 381/17…; filed in Japan 14 October 1992

Monophonic signals from a synthesizer or the like can be electroni-
cally panned with regard to angular location and distance. As in most
Yamaha patents, the apparatus is clearly described in the text and numerous
illustrations are included.—GLA

5,442,712

43.38.Lc SOUND AMPLIFYING APPARATUS WITH
AUTOMATIC HOWL-SUPPRESSING FUNCTION

Akihisa Kawamura et al., assignors to Matsushita Electric
Industrial Company

15 August 1995„Class 381/83…; filed in Japan 25 November 1992

Digital processor chips make it possible to perform complicated audio
analysis and control at relatively low cost. So, why can’t there be a public
address system that doesn’t howl? A number of patents are devoted to this
goal. A major problem is identifying the onset of howl in the first place; a
sound system that repeatedly sings and then corrects itself is not acceptable
to most listeners. The patent at hand clearly explains an interesting approach
to howl detection. Unfortunately, the goal of howl prediction remains
elusive.—GLA
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5,467,393

43.38.Lc METHOD AND APPARATUS FOR
VOLUME AND INTELLIGIBILITY CONTROL FOR A
LOUDSPEAKER

Jim A. J. Rasmusson, assignor to Ericsson, Incorporated
14 November 1995„Class 379/388…; filed 24 November 1993

High-power sound amplification systems often include proprietary sig-
nal processing that combines compression with frequency response contour-
ing to get the greatest possible sound output without overdriving the loud-
speakers. In this patent a similar approach is taken to get maximum
intelligibility from a small, low-power loudspeaker such as that used in a
cellular speakerphone. The arrangement is well thought out and clearly de-
scribed in the patent document.—GLA

5,487,113

43.38.Lc METHOD AND APPARATUS FOR
GENERATING AUDIOSPATIAL EFFECTS

Steven D. Mark and David Doleshal, assignors to Spheric Audio
Laboratories, Incorporated

23 January 1996„Class 381/17…; filed 12 November 1993

Frequency-contoured background noise~a gray noise template! is
added to an audio signal for the purpose of inhibiting pinna-related spatial
cues. When a spatially localized effect is desired, this disorienting template
is modified or augmented by ‘‘reorienting’’ signal processing. Since inter-
aural differences are not exploited, such effects can be perceived equally
well by all members of a large audience, presumably even those who may
be deaf in one ear.—GLA

5,498,997

43.38.Lc TRANSFORMERLESS AUDIO AMPLIFIER

Cristopher F. Schiebold, Palo Alto, CA
12 March 1996„Class 330/277…; filed 23 December 1994

A field effect output transistor10 is combined with inductor14 to
match the low impedance of loudspeaker20 yet provide distortion and

overload characteristics typical of vacuum tube circuitry.—GLA

5,515,446

43.38.Lc ELECTRONIC AUDIO ACCURATE
REPRODUCTION SYSTEM AND METHOD

George Velmer, Studio City, CA
7 May 1996„Class 381/98…; filed 22 August 1994

To achieve natural sounding audio compression, the signal may be
split into two or three bands which are processed independently and then
recombined. Well if three is good, then ‘‘a plurality’’~eight maybe?! must
be even better. The patent document teaches that any audio signal will
somehow be reproduced more accurately if its tonal balance is thus dynami-
cally flattened.—GLA

5,530,761

43.38.Lc AUTOMATIC PROCESS OF ADJUSTMENT
OF THE VOLUME OF SOUND REPRODUCTION

Stephane M. d’Alayer de Costemore d’Arc, assignor to Staar S.A.
25 June 1996„Class 381/57…; filed in Belgium 30 June 1993

By now there must be at least two dozen patents dealing with auto-
matic adjustment of sound level in relation to background noise. What has
been missing is the inclusion of a computer using fuzzy logic. By making
use of the simple formula:S5MICRO2aLS2S(OM) the inventors have
advanced the state of the art in such a way that, ‘‘...the adjustment faithfully
follows the level of the disturbing noise and the user hears no sudden varia-
tion in level.’’ The patent document is clearly written and presents interest-
ing information.—GLA

5,524,058

43.38.Si APPARATUS FOR PERFORMING NOISE
CANCELLATION IN TELEPHONIC DEVICES
AND HEADWEAR

William T. Moseley, assignor to MNC, Incorporated
4 June 1996„Class 381/71…; filed 12 January 1994

The patent shows a handset with noise canceling circuitry for the re-
ceiver. Oppositely phased microphones are placed in the receiver, one fac-
ing the cavity behind the diaphragm and the other facing toward the ear. Air
vents are provided in the cavity behind the diaphragm. The circuitry pro-
vided adds the outputs of the microphones to give significant cancellation of
ambient noise.—SFL

5,533,122

43.38.Si ARTICULATED HEADSET SUPPORT

Phillip A. Gattey et al., assignors to ACS Wireless, Incorporated
2 July 1996„Class 379/430…; filed 26 April 1995

The patent shows an over-the-ear headset that includes two curved
housings that rotate with respect to each other. One housing supports a
microphone boom; the other a receiver element. An elastomer hinge be-
tween the housings reduces feedback.—SFL

5,545,859

43.38.Si ANTI-VIRAL ACOUSTICALLY
TRANSPARENT EARPHONE COVER

Kenneth A. Ullrich, Wenatchee, WA
13 August 1996„Class 181/129…; filed 7 March 1994

A cover of thin ~e.g., 1 mil! substantially antiviral material such as
polyethylene is to be placed between an audiometer earphone and the ear
being tested. The thin material used does not alter the acoustical perfor-
mance of the earphone. A circular elastic band fastened to the cover to hold
it in place may be used.—SFL

5,493,697

43.38.Tj COMMUNICATIONS SYSTEM FOR THE
GAME OF FOOTBALL INCLUDING
PLAYER-CARRIED TRANSMITTER AND SIDE
LINES SPEAKERS FOR OVERCOMING
SPECTATOR NOISE

Randall L. May, Huntington Beach, CA
20 February 1996„Class 455/66…; filed 27 August 1993

The quarterback’s helmet includes a small microphone and transmitter.
If the spectators make too much noise for his signals to be heard, he simply
presses a talk switch to energize powerful loudspeakers along the side lines.
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According to the patent document, the system has been tested
successfully.—GLA

5,497,425

43.38.Vk MULTI CHANNEL SURROUND
SIMULATION DEVICE

Robert J. Rapoport, St. Petersburg, FL
5 March 1996 „Class 381/18…; filed 7 March 1994

A resistive matrix apportions suitable mixtures of left and right
loudspeaker-level signals to a total of five loudspeakers and/or additional
power amplifiers. Circuitry is inserted in plus~high! and minus~common!
signal paths, which should lead to interesting results with single-ended
amplifiers.—GLA

5,521,982

43.38.Vk ELECTRONIC DEVICE FOR THE
GENERATION OF ACOUSTIC SPATIAL EFFECTS

Yair Schiftan, Effretikon, Switzerland
28 May 1996„Class 381/25…; filed in Switzerland 19 July 1993

The system takes left and right signals from a stereophonic source,
then distributes them to a number of left and right outputs with independent
processing added to each channel. One channel feeds stereo headphones and
the remaining channels drive vibrators. ‘‘The bone vibrator transducers may
be placed on the head or on other parts of the body... to generate various
acoustic and vibrational effects.’’—GLA

5,533,129

43.38.Vk MULTI-DIMENSIONAL SOUND
REPRODUCTION SYSTEM

Herbert I. Gefvert, Lake Forest, IL
2 July 1996„Class 381/24…; filed 24 August 1994

This home theatre loudspeaker system includes front-left and front-
right ambience loudspeakers, which are mounted in the same enclosure as
the main center loudspeaker. Signals for the two additional loudspeakers are
derived by combining main left plus ambience left, and main right plus
ambient right.—GLA

5,517,173

43.50.Ed APPARATUS GENERATING NOISE
SOUND FOR ELECTRIC CAR

Young-Whan Cha and Hyun-Soo Ahan, assignors to Samsung
Heavy Industries Company

14 May 1996„Class 340/404.1…; filed in Republic of Korea 30 June
1993

Electric automobiles and lift trucks are almost noiseless, making the
world a more dangerous place for unwary pedestrians. An air scoop, a tuned
pipe, and an adjustable throttle are combined to provide a possible
remedy.—GLA

5,504,282

43.50.Gf SOUND TRANSMISSION AND
ABSORPTION CONTROL MEDIA

Joseph F. Pizzirusso and John R. Rucher, assignors to Foamex L.
P.

2 April 1996 „Class 181/290…; filed 24 August 1994

Traditional sound transmission barrier systems~as used in the passen-
ger cabin of motor vehicles and boats! use a high-mass intermediate layer.
This patent describes a system that replaces the single intermediate layer

with two or more layers that are separated by a strong yet light material,
such as polyurethane foam or rebonded polyurethane foam. The total mass
per unit area of the system consisting of the two separated layers and the
foam often can be less than that of the traditional intermediate layer, without
sacrificing any of the effectiveness of the system as a sound transmission
barrier.—CJR

5,505,344

43.55.Ev ACOUSTIC CEILING PATCH SPRAY

John R. Woods, assignor to Spraytex, Incorporated
9 April 1996 „Class 222/394…, filed 30 November 1994

This spray is intended to provide an inexpensive and practical way to
match the surface texture of an acoustical ceiling. The spray patch material
is stored under pressure, and is dispensed from a hand-held pressurized
container for direct application as a liquid or semiliquid foam onto a drywall
supporting ceiling. The textured surface of this patch will then match the
surrounding acoustical tile ceiling visually and mechanically.—CJR

5,512,715

43.55.Ev SOUND ABSORBER

Hiroyuki Takewa and Yutaka Torii, assignors to Matsushita
Electric Industrial Company

30 April 1996 „Class 181/295…; filed in Japan 15 June 1993

The patent states that the sound absorber has a constant coefficient of
absorption over a wide frequency spectrum. To do this, the absorber has a
laminated structure with layers of porous materials and high-polymer films.
The laminations are in parallel to the incidence plane of sound, and are of
increasing thickness away from the sound.—CJR

5,532,440

43.55.Ev LIGHT TRANSMISSIVE SOUND
ABSORBING MEMBER

Kyoji Fujiwara, assignor to Nitto Boscki Company
2 July 1996„Class 181/289…; filed 7 December 1994

Light transmissive sheets are made into a sound-absorbing panel by
spacing two sheets apart and then introducing holes in the outer sheets. The

holes are not connected through directly but instead introduce sound pres-
sure into smaller interstices, which absorb sound.—CJR

5,545,861

43.55.Ev MEMBRANOUS-VIBRATION SOUND
ABSORBING MATERIALS

Toro Morimoto, assignor to Toru Morimoto and Unix
Corporation

13 August 1996„Class 181/290…; filed in Japan 13 March 1992

A transparent resin membrane film is sandwiched between perforated
metal or expanded metal plates~or other sheets with a large number of
openings of different sizes!, and the resulting combination exhibits sound-
absorbing properties. The sound-absorbing properties of the thin film are
determined by its tensile strength, thickness, and tension.—CJR
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5,525,766

43.55.Fw PORTABLE ACOUSTICAL SHELL
STRUCTURE

Richard R. Atcheson et al., assignors to R. & A. Acoustical
Structures

11 June 1996„Class 181/30…; filed 23 November 1994

This portable acoustical shell comprises sound-reflecting panels joined
together in a modular frame to create an open, arch-like configuration. The
shell is suitable for either indoor or outdoor use, irrespective of irregularities
in the ground surface. The size or arch diameter may be increased or de-
creased by adding or removing panels and their respective frame modules.
The shell would use readily available inexpensive materials such as standard

plastic sheet material for the panels, and light-metal conduit or tubing as the
modular frame assembly. No special tooling would be required for fabrica-
tion; and the shell could be quickly assembled and disassembled.—CJR

5,530,211

43.55.Fw SOUND REFLECTING SHELL TOWER
AND TRANSPORTER STRUCTURE AND METHODS
OF ERECTING AND STORING THE TOWERS

Orley D. Rogers, James F. Jenne, and Phillip R. Blaisdell
25 June 1996„Class 181/30…; filed 27 December 1994

The patent describes an improved shell tower panel structure which is
readily assembled in modules to form an optimal acoustical enclosure,
which uniquely nests very compactly in a stored position, and which can be
moved rapidly and easily between assembly and storage. The tower has a
central panel, hinged wing panels, a counter-weighted base frame, and ele-
ments for connecting to a stage.—CJR

5,504,281

43.55.Rg PERFORATED ACOUSTICAL
ATTENUATORS

Leland R. Whitney et al., assignors to Minnesota Mining and
Manufacturing Company

2 April 1996 „Class 181/286…; filed 21 January 1994

The acoustical attenuator~barrier material! uses a porous material
which is made up of tiny particles bonded or sintered together. The porous
material has passages that are open through the material, but it still acts as a
barrier because of the interstitial porosity~about 20% to 60%!, average pore
diameter~about 5 to about 280mm!, density~about 5 to about 60 lbs. per
cubic foot!, and so forth. The patent states that these properties make the
material useful for appliances, sound equipment, etc. The voids between
particles that form the porosity through the material are so small, they have
to be measured with an electron microscope.—CJR

5,509,247

43.55.Wk VIBRATION-DAMPING INSIDE ROOF
CONSTRUCTION

Maurice Fortez and Thorsten Alts, assignors to Matec Holding
AG, Switzerland

23 April 1996 „Class 52/630…; filed in Switzerland 23 September
1992

This patent presents a product that is designed to be used in all kinds
of vehicles to provide an inside-roof construction that effectively damps the
vibrations in the range below 200 Hz without much increase in weight, and
at the same time retains completely its sound-absorbing efficiency. The ap-
proach incorporates an inside-roof construction comprising at least one
member and a sound-absorbing moulded part. The moulded part is made of
a porous material, preferably a compressed fibrous web. In order to dampen
the low-frequency vibrations of the body member, the side of the moulded
part that faces the body member has an anisotropic air resistant structure,
and has a stiffening layer to make it self supporting.—CJR

5,524,056

43.66.Ts HEARING AID HAVING PLURAL
MICROPHONES AND A MICROPHONE SWITCHING
SYSTEM

Mead Killion et al., assignors to Etymotic Research, Incorporated
4 June 1996„Class 381/68.2…; filed 13 April 1993

An in-the-ear hearing aid having an omnidirectional microphone and
at least one directional microphone of the first order is described. The pur-
pose is to improve the signal-to-noise ratio for a hearing-impaired person by
utilizing the directionality characteristics of the directional microphone. A

switching circuit accepts the signals from both microphones and connects
the signal from the omnidirectional microphone to an input of a hearing aid
amplifier automatically in response to sensed ambient noise levels.—SFL

5,524,150

43.66.Ts HEARING AID PROVIDING AN
INFORMATION OUTPUT SIGNAL UPON
SELECTION OF AN ELECTRONICALLY SET
TRANSMISSION PARAMETER

Joseph Sauer, assignor to Siemens Audiologische Teknik GmbH
4 June 1996„Class 381/68…; filed in Germany 27 February 1992

The patent describes a behind-the-ear hearing aid that has a number of
adjustment possibilities. A single-easily operated switch is used to step se-
quentially from one characteristic to another. An audible signal is generated
for each step, which tells the user, who cannot see the aid, which character-
istic is being connected. The switch is operated until the characteristic de-
sired by the user is provided.—SFL
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5,530,763

43.66.Ts HEARING AID TO BE WORN IN THE EAR
AND METHOD FOR ITS MANUFACTURE

Walter Aebi et al., assignors to Ascom Audiosys AG
25 June 1996„Class 381/69…; filed in Switzerland 11 June 1993

The patent shows an in-the-ear hearing aid with the outer surface
shaped by the individual ear canal. The aid has a skeleton which can be
plastically deformed to a limited extent, and that carries the electronic com-
ponents to which is fixed a flexible conical diaphragm. This assembly is

placed into the actual ear to be fitted and filled with a hardening plastic
mass. The outer shape of the aid will then conform closely to that of the ear
canal in which the aid is to be used.—SFL

5,533,130

43.66.Ts COSMETICALLY DISGUISED HEARING
AID

Ed Staton, Hot Springs, AR
2 July 1996„Class 381/68.5…; filed 15 August 1994

A hearing aid is designed to be attached to eyeglasses or suspended
from an earmold. The visible outer shell of the aid is hemispherically shaped

for cosmetic appearance. The volume control knob, battery door and sound
outlet are on the flat side of the aid, facing the head.—SFL

5,535,282

43.66.Ts IN-THE-EAR HEARING AID

Racca Luca, assignor to Ermes S.r.l.
9 July 1996„Class 381/68.6…; filed in Italy 27 May 1994

The patent shows an in-the-ear or in-the-canal hearing aid. The aid is
provided with a vent tube that goes from its inner end to the outer face and
that maintains an open connection between the ear canal and the outer face
of the aid. The output of the hearing aid earphone is supplied to the vent at
about its center. The arrangement is stated to protect the earphone from the
effects of cerumen and other ear canal secretions. A means for closing the
outer end of the vent tube when desirable is shown.—SFL

5,550,923

43.66.Vt DIRECTIONAL EAR DEVICE WITH
ADAPTIVE BANDWIDTH AND GAIN CONTROL

David A. Hotvet, assignor to Minnesota Mining and
Manufacturing Company

27 August 1996„Class 381/72…; filed 2 September 1994

This patent describes an ear protective device100 ~e.g., a cushioned
earphone! that is equipped with a directional microphone104, an adaptive
bandpass filter106, and an output transducer108. The purpose of the adap-
tive filter is to narrow the frequency range of the sound signal transmitted
from the microphone to the output transducer, depending upon the level and

spectrum of the ambient noise exterior to the device. There is considerable
emphasis on the role of the directional loudspeaker which the user orients
toward the desired sound~i.e., a talker!, and away from undesired ambient
noise sources.—DWM

5,507,809

43.70.Dn MULTI-VALVED VOICE PROSTHESIS

Eric D. Blom, assignor to Hansa Medical Products, Incorporated
16 April 1996 „Class 623/9…; filed 5 November 1993

This prosthesis is intended as an improvement for several problems
related to the production of esophageal speech by patients with various

laryngeal disorders. The design allows a one-way flow of air from esopha-
gus to trachea and blocks the flow of fluids with a double-check valve
arrangement.—DLR
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5,507,648

43.70.Dn HOLLOW TUBULAR DEVICE TO ASSIST
PATIENTS DURING SPEECH THERAPY

Jonathan D. Knopf, Salina, KS
16 April 1996 „Class 434/185…; filed 3 August 1994

This patent describes a hollow tube with capped ends having a small
hole in each end cap. It would be held against the lower lip, as seen in the
figure, to allow a person in speech therapy to have a better way of sensing
the airflow from the lips when certain sounds are produced. The patent

implies, without justification, that the tube might be helpful somehow in
sensing the vibrations from turbulence produced in the sibilant sounds.—
DLR

5,504,834

43.72.Ar PITCH EPOCH SYNCHRONOUS LINEAR
PREDICTIVE CODING VOCODER AND
METHOD

Bruce A. Fette et al., assignors to Motorola, Incorporated
2 April 1996 „Class 395/2.16…; filed 28 May 1993

This variation on a linear prediction speech analyzer uses different
techniques to analyze the voiced and unvoiced portions of the signal. An
autocorrelation of the input forms the basis for pitch epoch extraction. In-
dividual pitch intervals are then passed to a linear prediction analysis, re-
sulting in a stable spectral estimate, avoiding glottal phase effects. An exci-
tation codebook search is employed to determine a suitable representation
for unvoiced intervals.—DLR

5,509,103

43.72.Bs METHOD OF TRAINING NEURAL
NETWORKS USED FOR SPEECH RECOGNITION

Shay-Ping T. Wang, assignor to Motorola, Incorporated
16 April 1996 „Class 395/2.41…; filed 3 June 1994

Presented as a speech recognizer based on neural network principles,
the system described here seems to omit the usual hidden layer, and so
essentially uses weighted sums of various powers of the input layer signals.
Preprocessing consists of a customary speech analyzer, producing succes-
sive frames of filtered linear prediction cepstral coefficients. The sequence
of frame vectors is then decimated, sending every fourth vector to each of

four parallel network structures. No reason is given for the decimation. The
coefficients are then squared, cubed, and weighted by an unspecified number
of parallel adders to produce phoneme-specific output classification signals.
The description of the training procedure is particularly unenlightening.—
DLR

5,504,832

43.72.Gy REDUCTION OF PHASE INFORMATION
IN CODING OF SPEECH

Tetsu Taguchi, assignor to NEC Corporation
2 April 1996 „Class 395/2.1…; filed in Japan 24 December 1991

This patent describes adaptive transform coding~ATC! for speech
transmission as a technique of selectively processing only the strongest
spectral coefficients resulting from an analysis by any of several block or-
thogonal transform methods. In this variation of ATC coding, only the larg-
est linear prediction spectral components retain their correct phase informa-
tion. Weaker components are reconstructed using a pseudophase process,
which seems to be a kind of extrapolation akin to phase unwrapping.—DLR

5,504,833

43.72.Gy SPEECH APPROXIMATION USING
SUCCESSIVE SINUSOIDAL OVERLAP-
ADD MODELS AND PITCH-SCALE MODIFICATIONS

E. Bryan George, Nashua, NH and Mark J. T. Smith, Atlanta, GA
2 April 1996 „Class 395/2.2…; filed 22 August 1991

The overlap-add model for the representation of speech and other au-
dio signals is capable of high-quality encoding, but typically involves heavy
computational loads. A short-term FFT is used in an analysis-by-synthesis
process to determine sets of windowed sinusoidal components with fre-
quency, amplitude and phase parameters and grouped according to harmonic
relationships. These sinusoids are added in overlapping time windows to
approximate the input signal. The patent introduces an improved computa-
tional procedure and a new method of pitch information extraction.—DLR

5,506,899

43.72.Gy VOICE SUPPRESSOR

Koji Kimura, assignor to Sony Corporation
9 April 1996 „Class 379/387…; filed in Japan 20 August 1993

This is a fairly typical code excited linear predictive~CELP! vocoder
with the addition of a check circuit to prevent unnaturally abrupt changes in
the speech output volume due to transmission errors. According to the back-
ground description, a common problem with cellular telephones is a sudden
jump to a high output volume, causing severe annoyance to the listener.
Here, a system of threshold checks prevents such an outburst.—DLR

5,506,934

43.72.Gy POST-FILTER FOR SPEECH
SYNTHESIZING APPARATUS

Shuichi Kawama, assignor to Sharp Kabushiki Kaisha
9 April 1996 „Class 395/267…; filed in Japan 28 June 1991

Linear prediction synthesis techniques, when used to code speech in a
noisy environment, often lead to sudden changes in output amplitude and/or
spectral characteristics. This patent describes a filter to be placed after the
synthesis mechanism which is dynamically retuned so as to maintain a
stable, gradually changing output amplitude and to enhance the spectral
pattern by perceptual noise shaping.—DLR
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5,509,102

43.72.Kb VOICE ENCODER USING A VOICE
ACTIVITY DETECTOR

Seishi Sasaki, assignor to Kokusai Electric Company
16 April 1996 „Class 395/2.28…; filed 1 July 1992

This voice presence detector is intended for use in a cordless or cel-
lular telephone system in which the voice presence decision must be made
quickly, on the order of 7 ms or less. Two different short-term predictors are

described having orders of two and six coefficients, respectively. The pre-
dictor coefficients are continuously updated using a ‘‘simplified process of
the gradient projection method,’’ which is not further described. The figures
show typical values from the two-coefficient predictor for male voice and
white noise conditions.—DLR

5,506,933

43.72.Ne SPEECH RECOGNITION USING
CONTINUOUS DENSITY HIDDEN MARKOV
MODELS AND THE ORTHOGONALIZING
KARHUNEN-LOEVE TRANSFORMATION

Tsuneo Nitta, assignor to Kabushiki Kaisha Toshiba
9 April 1996 „Class 395/2.65…; filed in Japan 13 March 1992

Hidden Markov models~HMMs! have been widely used as the most
successful form of phonetic feature representation in large-vocabulary
speech recognition systems. A recent variation is the continuous density
HMM, which better models the phonetic patterns, but requires an even
larger training corpus than the simple HMM. The method of this patent
reduces the size of the required training corpus by modeling the HMM state
output probability functions with Karhunen–Loeve-reduced orthogonal
vectors.—DLR

5,543,580

43.75.Fg TONE SYNTHESIZER

Hideyuki Masuda, assignor to Yamaha Corporation
6 August 1996„Class 84/723…; filed in Japan 30 October 1990

This electronic synthesizer system is under the control of several types
of sensors4, 5, 6 installed within the mouthpiece2 of a brass wind instru-
ment. The sensors detect the contact area of lips3, the physical pressure of
the lips on the mouthpiece and the area of opening between the lips. As a

long-time trumpeter and researcher into the physical performance of brass
wind instruments, this reviewer has difficulty in understanding how these
parameters can adequately control the synthesizer, but their presence in the
mouthpiece would surely interfere with normal playing of a brass wind
instrument.—DWM

5,537,908

43.75.Gh ACOUSTIC RESPONSE OF COMPONENTS
OF MUSICAL INSTRUMENTS

Steven W. Rabe, Glendale, CA and Michael J. Tobias, Kingston,
NY

23 July 1996„Class 84/454…; filed 8 February 1994

This patent describes a modified production procedure for musical
instruments such as guitars, in which the strings and associated hardware of
a fully assembled guitar are removed, and then replaced after the shell of the
instrument is subjected ‘‘for about 30 minutes at a plurality of frequencies
over a frequency range of about 20 to about 4,000 vibrational cycles per
second with a sufficiently high power density spectrum to cause a permanent
change in a resonance spectrum of the partially assembled guitar.’’ Presum-
ably this ‘‘artificial aging’’ process would improve the tone producing qual-
ity of the instrument.—DWM

5,537,862

43.75.Mn QUANTITATIVE METHOD FOR
EVALUATION OF THE STATE OF PIANO HAMMER
FELT TONAL REGULATION

Henry A. Scarton et al., assignors to Rensselaer Polytechnic
Institute

23 July 1996„Class 73/82…; filed 1 November 1994

A recent Journal article by Harold A. Conklin, Jr.@J. Acoust. Soc. Am.
99, 3286–3296~1996!# emphasized the importance of piano hammer hard-
ness, its measurement, and the effect upon piano tone. The present patent
describes an alternative method for measuring the dynamic hardness of an
elastic material such as piano hammer felt.—DWM

5,530,212

43.80.Qf MULTIPLE PHASE STETHOSCOPE

Frank A. Baffoni, East Greenwich, RI
25 June 1996„Class 181/131…; filed 12 May 1995

The stethoscope has a chest piece with a central diaphragm whose
vibrations produce sound that is carried to the earpiece through the central
channel of a connecting tube. The vibrations of an annular diaphragm, sur-
rounding the central diaphragm produce sound that is carried through a
separate surrounding channel and is transmitted through a flexible wall to
the channel for the central diaphragm. Two diaphragm sections may be
provided in the outer annular portion of the chestpiece and are stated to
create a stereophonic effect.—SFL
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ACOUSTICS 1996
The Executive Council decided in 1987 that several recent and newsworthy advances in acoustics should
be selected each year for brief description in a format and in language which would be appropriate for
publicizing progress in acoustics through science writers to the general public. Some of these short
articles would also be submitted for possible publication in the annual Physics News published by the
American Institute of Physics. All of the brief articles, to be solicited and selected by the President and
Editor-in-Chief, would be published in our Journal. The following two articles were selected in 1996.

Acoustic waveguides as tools in fundamental
nonlinear physics [43.20.Mv, 43.25.2x]
[S0001-4966(97)05301-0]

~Received 1 August 1996; accepted for publication 15 August 1996!
@DWM#

Since the days of Lord Rayleigh, acoustic waveguides
have played a major role in the advancement of fundamental
physics as well as technology. In linear as well as
nonlinear1,2 investigations, waveguides are frequently useful
in restricting the dimensionality to one, which is accom-
plished by operating at frequencies below that of the first
transverse mode so that only plane waves can propagate.
Because acoustic media are nearly always nondispersive or
only weakly dispersive, waveguides are also frequently em-
ployed to introduce dispersion, which arises geometrically
for propagation involving transverse modes. Strong disper-
sion also occurs in periodic waveguides where propagation
of linear and nonlinear Bloch waves have recently been
investigated.3

Waveguides have also been used to further our under-
standing ofsolitons, which are exponentially localized waves
of constant shape resulting from a stable balance between
nonlinearity, which causes shocking, and dispersion, which
causes spreading. Discovered in 1834 by Scott Russell, these
waves have attracted interest in many fields of physics and in
biology, and are dramatic examples of inherently nonlinear
behavior. Envelope solitons, which are among the most well-
known types, result from an instability in which an ampli-
tude modulation superimposed on a wavetrain initially grows
and eventually self-localizes. Azimuthal modes in a nonde-
generate~e.g., elliptical! waveguide have been predicted to
support these solitons.4 Because a compression has higher
temperature than a rarefaction, it may be possible to employ
acoustic solitons as means to transport localized ‘‘heat
patches’’ in heat pumps.

When an amplitude modulation superimposed on a
wavetrain is stable, a modulation of finite extent has been
predicted5 and recently observed4 to split into two distur-
bances which propagate with different velocities. This be-
havior is in contrast to linear theory, where such a distur-
bance undergoes distortion due to dispersion but does not
split. As a consequence of the double group velocity, a signal
that is amplitude-modulated at the source becomes
frequency-modulated at periodic positions in space. Axially
symmetric cross-modes in a cylindrical duct belong to this
class. A possible application of these results is to broadband
tunable lasers for light in the visible using fiber optics. For
appropriate values of the parameter, an amplitude-modulated
green light alternating between bright and dim at the source

alternates between red and blue down the fiber. This mecha-
nism thus allows the possibility of tunable coherent light
from a single-frequency coherent source.4

Another recent application of waveguides is in the de-
termination of stress–strain relations in rocks. Rock is ex-
tremely nonlinear, and its static and dynamic behavior exhib-
its hysteresis and discrete memory. Nonlinear pulse
propagation experiments6 in meter-long sandstone rods have
detected 2nd and 3rd harmonic growth at strains of the order
of only 1027 ~extrapolation to a 1-mm sample implies defor-
mations of only one atomic diameter!. The nonlinear behav-
ior of rock has important consequences for processes such as
earthquake slip7 and stress fatigue damage in concrete.

Waveguides can also be used to probe the nature of
systems driven far from thermodynamic equilibrium. We
have recently measured a weak signal’s attenuation due to
high-intensity shockless noise in one dimension.8 In agree-
ment with theory,9 the amplitude attenuates with distance as
a Gaussianrather than an exponential, displaying a break-
down in translational invariance. Also in accord with
theory,10 we have observed8 that the high-frequency spec-
trum follows an f23 power law. Both the nonexponential
relaxation and the power law spectrum are characteristics of
one-dimensional shockless noise being far off equilibrium.
The observed power law spectrum raises the possible exist-
ence of a collective mode analogous to zero sound in He3

~Ref. 11!. Also, because the density of states in three dimen-
sions is proportional tof 2, a one-dimensional spectrum pro-
portional to f23 suggests the possibility of an 1/f spectrum
in three dimensions.

ANDRÉS LARRAZA
Department of Physics, Code PH/La,
Naval Postgraduate School,
Monterey, California 93943

BRUCE DENARDO
Department of Physics and Astronomy, and National
Center for Physical Acoustics,
University of Mississippi, University, Mississippi 38677

1M. Hamilton, ‘‘Fundamentals and applications of nonlinear acous-
tics,’’ in Nonlinear Wave Propagation in Mechanics—AMD Vol. 77,
edited by T. W. Wright ~The American Society of Mechanical En-
gineers, New York, 1986!, and references therein.

2D. T. Blackstock, ‘‘Nonlinear Acoustics~theoretical!,’’ in American
Institute of Physics Handbook, edited by D. E. Gray~McGraw-Hill,
New York, 1972!, 3rd ed.

3C. E. Bradley, ‘‘Time harmonic acoustics: Block wave propagation in
periodic waveguides. Part III. Nonlinear effects,’’ J. Acoust. Soc. Am.98,
2735–2744~1995!.
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4A. Larraza and W. Coleman, ‘‘Solitons, pulse-splitting and AM–FM con-
version in cylindrical ducts,’’ J. Acoust. Soc. Am.100, 139–147~1996!;
W. F. Coleman, ‘‘Pulse splitting and AM–FM conversion in a nonlinear
dispersive medium,’’ M.S. thesis, U.S. Naval Postgraduate School, 1993.

5G. B. Whitham,Linear and Nonlinear Waves~Wiley–Interscience, New
York, 1974!, Secs. 14.2 and 15.4.

6J. A. TenCate, K. E. A. Van Den Abeele, T. J. Shankland, and P. A.
Johnson, ‘‘Laboratory study of linear and nonlinear elastic pulse propaga-
tion in sandstone,’’ J. Acoust. Soc. Am.100, 1383–1391~1996!.

7I. A. Beresnev and K.-L. Wen, ‘‘The possibility of observing nonlinear

path effect in earthquake-induced seismic wave propagation,’’ Bull.
Seism. Soc. Am.86~4! 1028–1041~August 1996!.

8A. Larraza, B. Denardo, and A. Atchley, ‘‘Absorption of sound by noise
in one dimension,’’ J. Acoust. Soc. Am.100, 3554–3560~1996!.

9O. Rudenko and A. Chirkin, ‘‘Theory of nonlinear interaction between
monochromatic and noise waves in weakly dispersive media,’’ Sov. Phys.
JETP40, 945–949~1975!.

10V. P. Kuznetsov, ‘‘On the spectra of high intensity noise,’’ Sov. Phys.
Acoust.16, 129–130~1970!.

11A. Larraza and G. Falkovich, ‘‘Collective modes in open systems of non-
linear random waves,’’ Phys. Rev. B48, 9855–9857~1993!.

Speech production parameters for automatic
speech recognition [43.72.Ne, 43.70.Aj]
[S0001-4966(97)05401-5]

~Received 29 July 1996; accepted for publication 1 August 1996! @DWM#

What we hear as speech is produced by the continuous
movement of the speech articulators, such as the tongue, lips,
and larynx. These articulators modulate air flow in such a
way that speech sounds reach our ear. Do we in any way
perceive the movements of those articulators as part of our
perception of human speech? One of the mysteries of speech
production and perception is the transformation between the
discrete units of linguistics and the continuous nature of
speech production. For instance, the three distinct sounds, or
phones, in the wordcopare blended together in a continuous
waveform, which is created by the continuous movement of
the speech articulators. The human listener is able to decom-
pose the continuous sound stream to recall the component
sounds of the word. Does the listener do this strictly with the
acoustic signal without reference to how the articulators
move, or is that movement an object of perception?

A similar problem with decomposition exists in auto-
matic speech recognition by machine, ASR, where a continu-
ous signal must be decoded into a string of discrete units.
Would it help statistical automatic speech recognition algo-
rithms to incorporate constraints that are inherent in the
speech production process, thus, at least partly, characteriz-
ing the sending channel? There appears to be a parallel be-
tween the difficulty in answering the question of whether
humans perceive speech directly as gestures of the tongue
and lips, and deciding how to include articulatory constraints
in the statistical models used in ASR.

Much of the progress towards incorporating articulatory
representations into ASR has been enabled by laboratories
that measure and model speech articulatory movement and
coordination. Models, such as the task-dynamic model, have
been used recently. This is a control model of the coordi-
nated movement of the speech articulators, where the control
parameters are set for phone or diphone length intervals.

These control parameters can be blended with parameters
belonging to neighboring phones and diphones, and can pro-
vide a bridge from the discrete phone units to the continuous
movement of articulators. The sequence of these parameters
that are used to produce a word can be written into score
form, called a gestural score. Something akin to gestural
scores may provide part of the abstract representation of ar-
ticulatory movement that several researchers are considering.

Recent work at The Ohio State University has shown
how gestural scores can be derived from data on tongue and
lip movement.1 The articulatory movement data were ob-
tained using the x-ray microbeam machine at the University
of Wisconsin. This machine produces x-ray images of tongue
and lip movement using very low dosages of x rays. The
OSU group was further able to train a neural network to
perform phone recognition from the gestural scores that they
derived. To do ASR with gestural scores in the sense of
recognizing the words of a spoken message from the acoustic
waveform will require that gestural scores be derived from
the waveform. Researchers at Haskins Laboratories are ex-
perimenting with recovering gestural scores from the speech
waveform in computer simulation experiments.2 Professor Li
Deng of the University of Waterloo has been incorporating
gestural scores into speech recognition systems.3 Further
progress in all of these areas can be expected.

RICHARD S. McGOWAN AND ALICE FABER
Haskins Laboratories, 270 Crown Street, New Haven,
Connecticut 06511

12T-P. Jung, A. K. Krishnamurthy, S. C. Ahalt, M. E. Beckman, and S-H.
Lee, ‘‘Deriving gestural scores from articulatory-movement records using
weighted temporal decomposition,’’ IEEE Trans. Speech Audio Process.
14, 2–18~1996!.

13R. S. McGowan and M. Lee, ‘‘Task-dynamic and articulatory recovery of
lip and velar approximations under model mismatch conditions,’’ J.
Acoust. Soc. Am.99, 595–608~1996!.

14L. Deng and D. X. Sun, ‘‘A statistical approach to automatic speech
recognition using the atomic speech units constructed from overlapping
articulatory features,’’ J. Acoust. Soc. Am.95, 2702–2719~1994!.
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The detection of breast microcalcifications with medical
ultrasounda)

Martin E. Anderson
Department of Biomedical Engineering, Duke University, Room 136 Engineering Building, Durham,
North Carolina 27708

Mary S. Soo and Rex C. Bentley
Duke University Medical Center, Durham, North Carolina 27708

Gregg E. Trahey
Department of Biomedical Engineering, Duke University, Room 136 Engineering Building, Durham,
North Carolina 27708

~Received 19 February 1996; accepted for publication 14 June 1996!

Microcalcifications are small crystals of calcium apatites which form in human tissue through a
number of mechanisms. The size, morphology, and distribution of microcalcifications are important
indicators in the mammographic screening for and diagnosis of various carcinomas in the breast.
Although x-ray mammography is currently the only accepted method for detecting
microcalcifications, its efficacy in this regard can be reduced in the presence of dense parenchyma.
Current ultrasound scanners do not reliably detect microcalcifications in the size range of clinical
interest. The results of theoretical, simulation, and experimental studies focused on the improvement
of the ultrasonic visualization of microcalcifications are presented. Methods for estimating the
changes in microcalcification detection performance which result from changes in aperture
geometry or the presence of an aberrator are presented. An analysis of the relative efficacy of spatial
compounding and synthetic receive aperture geometries in the detection of microcalcifications is
described. The impact of log compression of the detected image on visualization is discussed.
Registered high resolution ultrasound and digital spot mammography images of microcalcifications
in excised breast carcinoma tissue and results from the imaging of suspected microcalcificationsin
vivo are presented. ©1997 Acoustical Society of America.@S0001-4966~97!02612-X#

PACS numbers: 43.10.Ln, 43.80.Qf, 43.80.Jz, 43.80.Vj@FD#

INTRODUCTION

A. The significance of microcalcifications in
mammography

The primary object of screening mammography is the
early detection of breast cancer. Such detection can decrease
the mortality and morbidity associated with breast cancer.1

Microcalcifications~MCs! are small crystals of calcium apa-
tites which form in human tissue through a number of
mechanisms. Their size, morphology, and distribution are
important indicators in the mammographic screening for and
diagnosis of various carcinomas in the breast. MCs present
in approximately 40% of cancers, and in some cases they are
the only indication of malignancy at mammography, making
their detection and interpretation critical.1–4MCs can present
across a broad continuum of sizes, from several millimeters
down to the resolution limit of mammography. Not all types
are associated with cancer.5 Currently, x-ray mammography
is the gold standard for such screening mammography and
the only accepted method for screening for MCs.1

B. The radiologically dense breast

The natural radiological density of certain types of glan-
dular or fibrous breast tissue can reduce the sensitivity and
specificity of mammography.~Note that in this context
‘‘density’’ refers to the attenuative character of the tissue, as
opposed to the optical density of the mammography film.!
One way in which it does this is by raising the local back-
ground density of the image, thus lowering the effective con-
trast of lesion~s! and/or microcalcifications against that back-
ground. Another is by extending the dynamic range of the
image, which can then exceed that of the x-ray film used. As
a consequence it can be difficult for the clinician to choose
an exposure which optimally images all regions of the breast.
Dense parenchyma also increases scattering of the x rays,
further reducing the image contrast. Finally, the longer ex-
posure time which dense parenchyma necessitates increases
the likelihood that the mammography image will be de-
graded by patient motion artifact. It has been suggested that
one of the primary causes of false negatives in the early
detection of cancer is inadequate imaging of the dense breast.
Approximately one in four women have dense breasts, which
gives a measure of the magnitude of the problem.6,7

It has been shown that breast density is inversely corre-
lated with age, such that the efficacy of mammography in the
young breast is reduced.8–10 Brekelmanset al. propose this

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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as one probable cause of reduced sensitivity in detecting
early cancers.7

C. The current role of ultrasound in mammography

Medical ultrasound plays an important role in the breast
clinic as an adjunct to conventional x-ray mammography. Its
primary uses include the differentiation of solid lesions from
benign cysts, the examination of the matrix of solid lesions,
and guiding needle biopsy.6 Other important applications are
in the examinations of young women, women with dense
breasts, and women with breast implants, which are
radio-opaque.11,12 It is important to note that a radiologically
dense breast may image well under ultrasound.

D. Microcalcifications under ultrasound

Current ultrasound technology and protocol does not re-
liably detect MCs.13,14Microcalcifications which lie within a
hypoechoic region, such as the interior of a hypoechoic le-
sion, are more easily detected.11,15Their visualization is lim-
ited by a number of factors which may include speckle noise,
phase aberration, the system spatial resolution, attenuation,
display parameters, and human perception of the displayed
image. Estimates of the relative impact of these effects could
potentially guide attempts to improve detection performance.

The analysis of MC detectability is limited by the poor
characterization of their acoustic propertiesin vivo. Filipc-
zynskiet al.present an analysis of MC detectability based on
the theoretical radiation patterns of rigid and elastic spheres
and clinically measured speckle noise levels.16–18This analy-
sis was based on a 5-MHz system center frequency and as-
sumed that the acoustic properties of MCs are similar to
those for bone. As a consequence, this analysis does not
reflect the capabilities of modern 7.5- and 10-MHz transduc-
ers and may underestimate the reflectivity of MCs. Based on
the acoustic impedance of hydroxyapatite, the most common
constituent of MCs, their amplitude reflection coefficient in
tissue is close to 0.9.5,19 For this reason, a subresolution MC
is modeled below as a bright point reflector under ultra-
sound.

I. THEORETICAL FRAMEWORK FOR DETECTION
PERFORMANCE OPTIMIZATION

The detectability of MCs under ultrasound is most likely
affected by a number of factors, including, but not limited to,
the spatial resolution of the imaging system, speckle noise in
the image, and phase aberration. An analysis of the impact of
these factors on MC visualization could guide the optimiza-
tion of imaging systems for this task. We present a discus-
sion of these factors and a theoretical framework for this
analysis below. The ultimate goal of such investigation is the
improved visualization of MCs in the clinic.

A. Spatial resolution

While MCs are most likely to be bright reflectors, for
detection their small size would require the use of a system
with a small resolution volume focused on the MCs in order
for them to return sufficient signal for detection relative to
the surrounding diffuse scatterers. The design factors affect-

ing the resolution of an ultrasound system are well under-
stood. Primary among these are the center frequency, band-
width, and aperture size of the transducer used to transmit
and receive the ultrasound signal. System resolution must be
traded against depth of penetration as the attenuation coeffi-
cient of tissue also increases with frequency. The improved
sensitivity of ultrasound in cancerous lesion detection which
accrues with an increase of system resolution has been
demonstrated.11,20–22In a study of 14 lesions presenting mi-
crocalcifications at mammography, Jacksonet al. found that
the visualization of microcalcifications was improved in 57%
of the patients on changing from a 4-MHz transducer to a
7.5-MHz transducer. In four patients the microcalcifications
were visible only under the higher-frequency transducer. In
the two patients with no accompanying mass, neither trans-
ducer allowed them to be imaged.22

B. Synthetic receive aperture imaging

One means to improve the resolution of the system is to
increase its aperture size. The additional imaging system
complexity associated with a larger aperture can be reduced
through synthetic receive aperture~SRA! imaging. An SRA
system transmits into the same region of interest several
times from a single transmit aperture. After each transmit,
the echo signals are received on a different receive subaper-
ture. These signals are then coherently summed to form a
large effective receive aperture. Such a system requires only
sufficient channels to populate each receive subaperture.23

C. Speckle reduction

Another probable cause of the failure of clinical systems
to detect MCs is that their bright signals are obscured by
speckle noise. One means to reduce speckle noise is the tech-
nique of spatial compounding, through which the speckle
patterns received on discrete apertures from the region of
interest are averaged, reducing the variance of the speckle.
This in turn increases the effective signal-to-noise ratio of
the coherent MC echo to the speckle noise.24

D. Phase aberration

The spatial and contrast resolution of medical ultrasound
can be severely limited by a phenomenon known as phase
aberration. The steering and focusing of an ultrasound beam
using a phased array relies on an approximation of the ve-
locity of sound in tissue, usually 1540 m/s. In fact, the ve-
locity of sound through different tissues can vary greatly. As
an acoustic wavefront passes through inhomogeneous tis-
sues, it can become distorted as portions of its surface are
advanced or retarded. On transmit this phenomenon affects
the focusing and steering of the system point spread function
~PSF!. The returning echoes incident on the elements of the
transducer array are also misaligned such that when these
signals are summed to form a single echo line they no longer
sum coherently. In a comprehensive study of the acoustic
properties of both healthy and cancerous breast tissues, Ed-
mondset al.measured a range sound velocities from 1400 to
over 1600 m/s.25 This suggests that imaging in the breast will
very likely be affected by phase aberration.
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E. Visualization as a detection problem

It is assumed that a subresolution MC can be modeled as
a point target, and is to be detected on the basis of amplitude
by an ideal observer. In detection theory, the probability of a
correct decision is described in terms of the probabilities of
theH1 andH0 hypotheses, which in this context corresponds
to the ‘‘MC present’’ and ‘‘MC absent’’ hypotheses, respec-
tively. If an amplitude threshold is applied to the ultrasound
signal to decide whether a MC is present, the probabilities of
a correct detection~Pd! and that of a false alarm~Pf! are
predicted by the integrals above that threshold of the prob-
ability density functions of amplitude corresponding to the
H1 and H0 hypotheses. Receiver operating characteristic
~ROC! curves plot Pd versus Pf as the amplitude threshold is
allowed to vary. Such curves thus indicate detection perfor-
mance as the stringency of the decision criterion ranges from
low sensitivity and high specificity~low Pd, low Pf! to high
sensitivity and low specificity~high Pd, high Pf!. The rela-
tive performance of different systems can be compared using
the corresponding ROC curves.

A ROC analysis comparing the relative detection perfor-
mance of four imaging systems is presented below. These
include a spatial compounding system, an SRA system, and
two conventional systems having different spatial resolu-
tions. An ROC analysis demonstrating the impact on detec-
tion of phase aberration modeled as a thin phase screen is
also presented below. It is important to note that these analy-
ses are presented solely as a means to compare system per-
formance and do not reflect the performance of a human
observer.

F. Theoretical probability density functions of
amplitude

The statistics used here to describe ultrasound speckle
are drawn from the literature of laser optics.26 In fully devel-
oped speckle, the complex radio-frequency echo signal from
diffuse scatterers alone has a zero mean, two-dimensional
Gaussian probability density function~PDF! in the complex
plane. Envelope detection removes the phase component,
creating a signal with a Rayleigh amplitude distribution.
When a bright target, such as a subresolution microcalcifica-
tion, is introduced to the speckle, it adds a constant strong
phasor to the diffuse scatterers echoes and shifts the mean of
the complex echo signal away from the origin in the complex
plane. Upon detection, this has the effect of changing the
Rayleigh distribution into a Rician distribution. The Rician
PDF is defined by the following equation:

pA~a!5
a

s2 expS 2
a21s2

2s2 D I 0S ass2D . ~1!

This distribution is nonzero fora.0 only. The parameters is
the strength of the bright scatterer, whiles is the standard
deviation of the complex Gaussian described above.I 0 is the
incomplete Bessel function of zero order. The Rician distri-
bution is parameterized by the variablek, which is defined as
s/s.26 The Rician distribution reduces to the Rayleigh distri-
bution for the special cases50. A family of Rician distribu-
tions for various values ofk is shown in Fig. 1. Note that the

curve for k50 corresponds to the Rayleigh distribution. In
this discussion it is assumed that a subresolution microcalci-
fication contributes a constant strong phasor to the echo sig-
nal, although it is not possible at this time to predict thek
parameter corresponding to a particular size MC in breast
tissue.

While the development of the Rician statistic in optics
implies monochromicity, one can generalize the Rayleigh
and the Rician statistics to the broadband case, such as an
ultrasound system. If acoustic propagation is limited to the
linear regime, the broadband signal of an ultrasound system
can be represented as the linear combination of a series of
monochromatic systems, each at a different frequency. The
insonification of diffuse scatterers with each of these systems
produces a Gaussian echo signal as described above. By the
principle of the orthogonality, these signals are statistically
independent. The broadband signal produced by their super-
position is the summation of independent Gaussian random
variables, and is thus also Gaussian. For a broadband system
the constant phasor which distinguishes the Rayleigh from
the Rician correctly describes the signal from a strong scat-
terer provided this scatterer is at the focus.

G. ROC comparison of aperture geometries

In this context the differences between the imaging sys-
tems described manifest themselves in the parameters of the
Rician @Eq. ~1!#. For the analysis of aperture geometry, thes
value was constant for theH1 case and equal to zero for the
H0 case. The geometries used are shown in Fig. 2, where the
f number~f /#! refers to the ratio of the focal range to aper-
ture size. Thef /2 control used the center half of the aperture
elements to transmit and receive, while thef /1 control used
the entire aperture to transmit and receive. The SRA system
transmitted twice from the center of the array, receiving first
on the center elements and then on the flanking elements,
forming an effectivef /2 on transmit,f /1 on receive system.
The spatial compounding geometry transmitted and received
on each half of the array separately, summing the echoes
from the two halves after they had been envelope detected.

FIG. 1. Family of Rician probability density functions, parameterized byk
value for as value of 1.26
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The PDFs used to generate the theoretical ROC curves
are summarized in Table I, wherepA(a,s,s) is the Rician
distribution shown above with parametersa, s, ands, and*
represents the convolution operation. Thes parameter was a
constant in theH1 case and zero in theH0 case. The deriva-
tion of theses values is described in the Appendix.

H. Methods

To simulate the imaging process described above for the
purpose of creating data for ROC analysis, fields of random
numbers with Gaussian amplitude distribution of zero mean
and unit variance were created. A central point in each field
was set to either zero~H0 case! or ten~H1 case!. This strong
point scatterer surrounded by a field of randomly weighted
scatterers models the presence of a MC in an environment of
weaker diffuse scatterers. The PSFs of the various aperture
configurations were also created using an acoustic field
simulation program.27 The input field was convolved with
the PSF of each system under evaluation for bothH1 andH0
cases, including the controls. This convolution defined a
scattering grid of 15-mm, spacing laterally by 15.4-mm spac-
ing axially, resulting in a scatterer density of over 100 scat-
terers per resolution cell for all the systems simulated. Fi-
nally, the resulting echo patterns were envelope detected
using the Hilbert transform and the amplitude was recorded
at the target location for each imaging system and the con-
trols. After a series of 1000 trials, histogram PDFs for each
system were created from which ROC curves were calcu-
lated.

I. Theoretical/simulation results for aperture
geometries

The theoretical results are shown as solid curves in Fig.
3~a!–~d!. These curves represent the system performance un-
der relatively difficult detection conditions, i.e., for the case
where the MC has a relatively low strength ofk51.265. The
k value is a function both of the original scatterer field and
the system point spread function. For these simulationsk
was estimated from the first order statistics of theH1 andH0

histograms for thef /2 control, following the theoretical ex-
pressions given by Goodman.26 This k value was also calcu-
lated using the simulated point spread function following the
method described in the Appendix, giving a value of 1.280.
The curves for the SRA system and the spatial compounding
system are almost identical. Both systems perform better
than thef /2 control case, while thef /1 control performs best
of all. If based on these results alone, the better choice of
imaging method between SRA and spatial compounding is
not indicated.

The simulation results for the same set of parameters are
superimposed on the respective theoretical curves in Fig. 3,
~a!–~d!. These results are in good agreement with the theo-
retical results. A common method of reducing a ROC curve
to a single index of performance is to integrate the area under
the curve.28 This parameter ranges from 0.5 to 1, with a
greater area indicating better performance. In this context it
is also the expected fraction of correct diagnosis by an ideal
observer. The areas under the theoretical curves are included
for comparison in Fig. 3~a!–~d!.

J. ROC analysis of the impact of aberration

The model of phase aberration as a thin phase screen at
the aperture can be used to compare the performance of a
system with an aberrator present to that of the unaberrated
control. In the simulations discussed below, the aberrator is
applied as a random phase error on the elements of the array.
This random error is described in terms of its standard de-
viation ~rms phase error! and its spatial autocorrelation func-
tion across the aperture. This spatial autocorrelation function
is assumed to be Gaussian with a known full-width-half-
maximum ~FWHM!. The choice of appropriate first- and
second-order statistics to describe aberration in the breast is
hindered by the lack of comprehensive measurements of
such aberratorsin vivo.

Assuming aberrators of random structure, the authors
find it most meaningful to characterize system performance
for a statistically defined class of aberrators, rather than for a
single realization. Over an ensemble of aberrators of particu-
lar statistics, thes ands parameters for each realization can
vary considerably, defining a family of ROC curves for a
particular target strength. In order to compare the families of
ROC curves produced over different classes of aberrators to
each other and to the control, the area under every curve in
the ensemble was calculated and the statistics of area for
each class of aberrator is reported.

FIG. 2. Geometries of apertures of simulated imaging systems used, with
active portions of aperture shown in black.

TABLE I. Summary of PDFs used to generate theoretical ROC curves.

System PDF

f /2 control pAuH1
(a,s,s)

f /1 control pAuH1
(a,s,0.707s)

SRA pAuH1
(a,s,0.791s)

Spatial compounding pAuH1
(a,s,1.03s)* pAuH1

(a,s,1.03s)
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K. Methods

Random aberrator profiles having the first- and second-
order statistics of interest were created and applied to a simu-
lated ultrasound transducer in the form of a timing error on
each element on both transmit and receive. For each aberra-
tor and for the unaberrated control the corresponding PSF at
the focus was created using an acoustic field simulation
program.27 The energy of each PSF over the region of sup-
port was calculated and used to estimate the Ricians param-
eter for each realization. Each PSF was then envelope de-
tected using the Hilbert transform, and the peak envelope
amplitude used to estimate the corresponding Ricians pa-
rameter. Specifically, to form eachk estimate the envelope
peak value was divided by the square root of the PSF energy
for each trial. This ratio was then scaled by a constant chosen
to produce the desiredk~k5s/s! parameter for the unaber-
rated control. This constant is equivalent to the original scat-
terer strength, as opposed to the strengths of the echo signal
returned from it. The justification for this method is pre-
sented in the Appendix.

For each realization, the area under the ROC curve gen-

erated using the correspondingk estimate was calculated by
numerical integration. After 1000 trials the mean and stan-
dard deviation of the area was found for each ensemble of
ROC curves, and hence for each class of aberrator.

L. Simulation results

The mean ROC areas and associated standard deviations
for three classes of aberrators are listed in Table II. Thek
value for the control was 1.5. The aberrators used all had a
Gaussian spatial autocorrelation function with a 6-mm
FWHM. The severity of the aberrators were 10-, 20-, and

FIG. 3. ~a! f /1 control, ROC area50.775.~b! f /2 control, ROC area50.665.~c! Synthetic receive aperture, ROC area50.736.~d! Spatial compounding, ROC
area50.720. Given the model of microcalcification detection described in the text, these ROC curves show the relative performance of four different aperture
geometries, described in the text and Fig. 2. Simulation results with error bars~61 standard deviation! are plotted on theoretical curves.

TABLE II. Mean ROC areas and standard deviations for three classes of
aberrators.

rms phase error~ns! Mean ROC area Standard dev.

0 ~control! 0.714 NA
10 0.690 0.019
20 0.632 0.045
30 0.594 0.045
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30-ns rms phase error. The simulated system was a 10-MHz
f /1 system with 100% bandwidth. For this system these ab-
errators are weak relative to aberrators measured in the
breast.24,31The results show a significant decrease in perfor-
mance with the increase in aberrator severity.

II. EMPIRICAL DATA ACQUISITION

Ultrasound data from excised tissue samples of breast
carcinoma which contain MCs have also been collected.
These samples were obtained from excisional biopsy and
mastectomy specimens. For some samples digital spot mam-
mography was also used to test whether MCs were present
and to determine their location if found. Suspected microcal-
cifications have also been imagedin vivo.

A. Methods for and images of excised tissues

In this procedure, upon excision and transport to the
ultrasound laboratory on ice the unfixed tissue sample was
immobilized in the center of a polystyrene Petri dish with a
thin layer of 10% gelatin in lactated Ringer’s solution, an
iso-osmotic buffer. Two small lead beads placed in the gel
served as position markers. The specimen underwent speci-
men digital spot mammography. All views were acquired on
a LORAD StereoGuide digital spot mammography system
with a CCD device having just over 10 lines/mm resolution
~512 lines/5 cm on each axis!.

The disk of gelatin holding the specimen was immersed
in lactated Ringer’s solution at room temperature and
scanned using ultrasound. The lead beads reflected ultra-
sound well and served as reference points for specimen reg-
istration. These scans were carried out using anf /1.3 10-
MHz Panametrics piston transducer. The transducer was
driven using a Tektronix PG501 pulse generator triggering a
Metrotek MP215 ultrasound pulser. The echo signals were
received using a Metrotek MR101 receiver and digitized at
100 MHz at 8-bit resolution using a Lecroy 9424E digital
oscilloscope and stored on a computer. The transducer was
translated using a computer-controlled NTR Systems 3-D
positioning system. By digitizing echo lines at 100-mm in-
crements in the two dimensions perpendicular to the beam, a
volume of echo data was acquired over each region of inter-
est.

A pair of images of a cluster of MCs scanned in this
manner are shown in Fig. 4~a! and~b!. Each image has been
interpolated to a finer grid using bicubic interpolation, and is
shown in inverted grayscale such that MCs appear as dark
regions. Each image represents a region 2.5 mm2 in area.
Figure 4~a! is the digital spot mammography image of the
cluster. This image has been enhanced by the removal of a
planar intensity component which was a consequence of the
local variation in specimen thickness. Figure 4~b! is the de-
tected ultrasound image, here presented as the maximum
value projection along the axis of acoustic propagation for
the sake of comparison. The peak amplitude of their echoes
is a function of their size and their axial position relative to
the focus of the transducer, and is on the order of 20 dB
higher than the mean amplitude of the surrounding speckle.
Some differences between the images can be seen, and is to
be expected considering the differences between the mam-

mography and ultrasound systems as well as the tissue pa-
rameters imaged by them. The theoretical FWHM lateral
resolution of the transducer used is just under 200mm, ap-
proximately the size of the MCs in the ultrasound image.
Thus, the MCs shown in Fig. 4 appear to be subresolution.
This high resolution, highly focused imaging system pro-
vides good visualization of MCs under what are ideal condi-
tions relative toin vivo imaging.

B. In vivo methods and observations

A 66-year-old volunteer presenting at mammography
with a cluster of MCs approximately 1.5 cm from the skin

FIG. 4. Cluster of microcalcifications in excised breast carcinoma under~a!
digital spot mammography and~b! high-resolution ultrasound, shown in
inverted grayscale.
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surface was recruited and underwent a localized ultrasound
exam. The MC cluster had been the object of a previous
needle core biopsy which did not remove the MCs and which
left a small scar on the skin. An Elegra scanner manufactured
by the Siemens Medical Systems Ultrasound Group
equipped with a 7.5-MHz linear array transducer was used to
scan the breast in the region of this scar. In this imaging
mode the scanner provided FWHM spatial resolution of ap-
proximately 200mm axially and 220mm laterally. After ad-
justment of the B-mode image gain and logarithmic com-
pression, a pair of bright targets were identified at
approximately 13 and 16 mm depth. These targets appeared
as isolated points rather than extended structures under dy-
namic scanning. The unfocused radio frequency~rf! data on
each channel of the transducer were simultaneously captured
for the transmit scan line passing through the centers of the
targets. These data were captured several times over a range
of system gain settings and stored on a computer. The data
set found to have the maximum gain without saturation was
selected for further analysis. One data set was also captured
at the same gain settings within the same scan plane through
the tissue approximately 6 mm away from the targets later-
ally. This data set was used to calculate a rough estimate of
the echogenicity of the surrounding tissue.

The mammogram films on which this cluster were local-
ized were also examined using a binocular microscope
equipped with a measurement reticule. The cluster consisted
of 6 MCs ranging approximately 200–550mm in diameter.
The poor contrast of some of the targets prevented exact
measurement.

One rf data set is shown in Fig. 5. The deviation in the
echo arrival time profile in this data from the geometric de-
lay profile is used below as an estimate of phase aberration
due to tissue inhomogenaities. In order to estimate the arrival
time profile across the array, segments of the echo data sur-
rounding each target were upsampled by a factor of 8 using
interpolation and aligned on a channel-to-channel basis using
normalized cross-correlation. This method of alignment is a

refinement of that described by Flax and O’Donnell.29 The
signal amplitude is progressively diminished away from the
center of the aperture due to the limited angular response of
the array elements, which each have a lateral FWHM beam-
width of approximately623°. Further analysis was restricted
to the group of channels at the center of the aperture which
had interelement correlation values of>0.5. As the exact
location of the targets relative to the transducer was un-
known, the respective local peaks of the envelope-detected
signal were used as range estimates.

For a linear array of transducer elements receiving ech-
oes from a point target, the geometric delay at each element
te is defined by the equation

te5
A~xe2xt!

21yt
21zt

2

c
, ~2!

where~xe ,0,0! is the element location, (xt ,yt ,zt) is the tar-
get location, andc is the speed of sound. Once this quantity
is squared it becomes a second-order polynomial. Thus, to
find the best-fit geometric delays for thein vivo data, a
second-order polynomial was fit~by least-mean-squared! to
the square of the measured arrival time profiles, and the
square root of this best-fit curve was taken to find the geo-
metric delays. These were then subtracted from the measured
arrival time profiles to achieve focusing. After focusing, the
arrival time profiles have a residual phase error of 7.1 ns for
the proximal target and 8.5 ns for the distal target. It should
be noted that the distal target may be subject to acoustic
shadowing by the proximal target. The phase profiles before
and after focusing for the proximal target are shown in Fig.
6~a! and ~b!.

The patterns of echoes seen in Fig. 5 are similar to those
observed from wire and point targets in water tank experi-
ments. Some pulse distortion was evident. If the echoes were
in fact from the MCs observed at mammography, it should
be noted that these were not truly subresolution targets. Dif-
fraction, resonance, and ‘‘creeping-wave’’ effects associated
with reflection from elastic targets on the order of the insoni-
fication wavelength may be contributing to this distortion.30

As a control for phase error, a wire target at a depth of 19.7
mm in a Radiation Measurements, Inc. tissue mimicking
phantom was also imaged and the data analyzed in the man-
ner described above. After geometric focusing the wire target
echoes had a residual r.m.s phase error of 5.6 ns.

The targets are also highly echogenic, making it unlikely
that these targets were merely bright speckles. To obtain a
crude estimate of the background speckle echogenicity, a
control data set for an rf line through the surrounding tissue
~described above! was used. Both the target data set and the
control data set were synthetically focused and summed for
each target in turn. The local peak of the envelope detected
signal was used as an estimate of the Ricians parameter for
each target. The standard deviation of the control rf over a
2.5-mm window centered on these peak values was used as
an estimate of the Ricians parameter. Thek parameter es-
timates for the targets was found by calculating the corre-
spondings/s ratio. The approximatek values found by this
method were 17 for the proximal target and 44 for the distal
target. Technical limitations of the data acquisition process

FIG. 5. rf echoes from a pair of suspected microcalcificationsin vivo.
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prevent estimation of the error in these measurements. These
high k values suggest that these targets could be easily de-
tected by an ideal observer in uniform tissue. However, the
clinical detection problem is complicated by the limitations
of the human observer, the nonuniformity of breast tissue,
and the presence of other echogenic structures within the
breast, among other effects.

The authors are also interested in the potential of sub-
resolution MCs as echogenic point targets to aid in the mea-
surement and characterization of phase aberration in the
breast. The authors expect the phase profile of echoes from
such targets to reflect the presence of an aberrator. The cor-
relation between the measured profile and the actual aberra-
tor will be limited by system parameters such as noise and
aperture geometry as well as assumptions made about the
structure of the aberrator. No significant phase error was
found in the profiles after geometric focusing for the targets
described above. While conclusions regarding aberration in
the breast cannot be drawn from this single case, the authors
find it interesting that this result differs significantly from
other reported breast aberrator measurements which describe
rms phase errors on the order of 60 ns.24,31 However, the

experimental procedure described above is also different
from those used to make these other aberrator measurements.

As described in the theoretical discussion above, one
factor which prevents the reliable visualization ofin vivo
MCs is speckle noise in the detected image. We expect a
subresolution MC to appear as a bright speckle. The ability
of the clinician to discern such a target from the background
speckle noise will be profoundly affected by the degree of
brightness compression applied to the B-mode image. In cur-
rent ultrasound scanners, the dynamic range of the B-mode
signal can be compressed, often using a logarithmic function
controlled by the operator, to fit within the dynamic range of
the display. As MC detection is not the object of typical
clinical scanning protocols, it is unlikely the imaging param-
eters used are optimized in this regard. For example, the
targets described above were not visible on the initial scan
with the scanner configured with typical logarithmic com-
pression and mean brightness. The targets became visible
only after the compression was reduced to its minimum set-
ting and the gain adjusted to return the image to the original
mean brightness.

III. CONCLUSION

Medical ultrasound is not currently considered a reliable
means to visualize MCs in the breast. While such visualiza-
tion has been discussed in the literature, closer examination
of this issue is necessary in light of the rapid advancement of
imaging systems. Improvements in MC visualization would
extend the capability of medical ultrasound and be of poten-
tial clinical benefit, particularly to the young and/or radio-
graphically challenging patient. The work described in this
paper is ultimately directed towards quantifying both the
physical factors which we believe currently limit visualiza-
tion and the relative impact of system design parameters on
visualization.

We have begun this examination by posing the task of
MC visualization as a detection problem. The methods are
based on theory and simulations for analyzing the changes in
the Rician statistic which result from changes in aperture
geometry or the presence of an aberrator modeled as a thin
phase screen. Examples of the application of these methods
are presented to show the expected changes in detection per-
formance due to changes in aperture geometry and the pres-
ence of an aberrator. These methods can be used to assess the
relative performance of ultrasound systems in the detection
of subresolution MCs modeled as point targets in an envi-
ronment of diffuse scatterers. Initial results indicate that a
large imaging aperture is best used coherently rather than in
the spatial compounding configuration considered. We
present observations from the imaging of MCs in excised
tissue and suspected MCsin vivo, demonstrating the high
echogenicity of MCs and their potential to serve asin vivo
point targets. In order to improve modeling of this imaging
task in the interest of improving visualization, considerable
experimental and clinical work is still required to character-
ize the typical scattering properties of MCs and breast tissue.

FIG. 6. Arrival time profile of echoes from proximal suspectedin vivo
microcalcification~a! before and~b! after geometric focusing. The aperture
used has been limited to those elements with nearest-neighbor cross-
correlation coefficients of 0.5 or greater.
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APPENDIX

For a givens value the Rician distribution is param-
etrized by thes parameter. In comparing the detection per-
formance of different apertures or of the same aperture with
different aberrators, it has been assumed that the differences
among them can be described solely in terms of scaling these
parameters appropriately. The resulting speckle statistics are
then used to describe relative performance at detecting a
strong coherent scatterer in a volume of weaker diffuse scat-
terers.

A method is required to calculate the variance of the
echo signal using an arbitrary aperture geometry or aperture
aberrator. The output of the ultrasound system at the focus
can be described in terms of the convolution of the scattering
function with the point spread function of the system at the
focus. We model the scattering function as a field or volume
of random numbers with zero-mean Gaussian amplitude dis-
tribution. The PSF has zero mean and is deterministic. For
clarity a vector notation to represent locations in space is
adopted. Hence the echo signal received from a point at the
focus is written as a convolution integral:

e~x!5E
Allh

s~h!p~x2h! dh, ~A1!

wheree~x! is the echo signal,s~x! is the scattering function,
p~x! is the PSF, andx is a location in space. For a particular
scattering function this will be a constant. To find the vari-
ance of the echo signal one must find

se
25^~e~x!!2&2^e~x!&2, ~A2!

where^ & represents the expectation operator over many dif-
ferent scattering functions. Noting that the echo signal has
zero mean, the second term can be dropped. We substitute
~A1! into the first term:

^~e~x!!2&5K S E
Allh

s~h!p~x2h! dhD 2L . ~A3!

Introduce dummy variables to simplify the product of inte-
grals:

^~e~x!!2&5K E
Allh1

s~h1!p~x2h1!dh1

3E
Allh2

s~h2!p~x2h2!dh2L ,
5K E

Allh1
E
Allh2

s~h1!s~h2!p~x2h1!

3p~x2h2!dh1 dh2L . ~A4!

The expectation operator can be moved within the integral:

^~e~x!!2&5E
Allh1

E
Allh2

^s~h1!s~h2!&^p~x2h1!

3p~x2h2!&dh1 dh2 . ~A5!

The term ^s~h1!s~h2!& is recognized as the autocorrelation
function. For a scattering function modeled as a Gaussian
white random process with variancess

2, this simplifies to a
delta function at the origin. Also, the functionp~x! is deter-
ministic. This allows the simplification of the integral:

^~e~x!!2&5E
Allh1

E
Allh2

d~h12h2!p~x2h1!

3p~x2h2!dh1 dh2 ,

5ss
2E

Allh1

p~x2h1!
2 dh1 . ~A6!

For a givenss
2, the difference between the speckle variance

of different imaging systems can be described solely in terms
of their respective point spread functions. The integral above
represents the energy of the PSF, considering the function
p~x! as solely real. This can also be determined in the
k-space domain by the application of Parseval’s theorem:

se
25ss

2E
2`

`

uP~k!u2 dk. ~A7!

For the ROC analysis comparing aperture geometries,
se
2 for each system was both calculated in thek-space do-

main and estimated by directly integrating the energy of the
simulated PSF. These two methods gave results which agree
to within one percent. The Ricians parameter in this analysis
was also calculated for thef /2 control from the simulated
PSF by settings equal to the product of the target strength
and the peak amplitude of the detected PSF. In these simu-
lations the target strength was 10. For the ROC analysis with
phase aberration,se

2 was estimated by directly integrating the
energy of the simulated PSF.

The Fraunhofer approximation states that under certain
conditions the lateral and elevational components of the PSF
can be approximated by the spatial Fourier transform of the
aperture times a quadratic phase term.32 The transform of the
PSF is the system response ink space, which through the
application of the Fraunhofer approximation amounts to the
convolution of the transmit and receive aperture functions.
For the comparison of the geometries, the systems differed
only in the lateral dimension, and thus the integration of PSF
energy in thek-space domain was reduced to the integral in
the lateral dimension only:

se
25ss

2E
2My

`

uP~kx!u2dkx . ~A8!

The normalized apertures used to represent the different sys-
tems are defined as simple rectangle functions, described in
arbitrary units of amplitude (A) and space (x), and are
shown schematically in Fig. A1~a!. The lateral transmit–
receive response of these systems in the spatial frequency
domain in units of magnitude (uAu) and spatial frequency
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(kx) are shown in Fig. A1~b!. Their respectives values are
shown in Table AI. Theses values were calculated by find-
ing the integral @Eq. ~A8!# of each of the respective
transmit–receive responses, and normalizing these to thef /2
control.

For the spatial compounding case the two speckle pat-
terns which are summed to form an average are statistically
independent, and the PDF of their sum equals the convolu-
tion of the PDFs of the two images. The PDFs for both
subapertures were defined, and these were then convolved.
Thes value used for the right and left subapertures was that

of the f /2 control with a slight correction reflecting the de-
crease in their effective size due to look angle.

The scaling of thes parameter must also be taken into
account. Changing the system aperture size will affect the
absolutes value as the sensitivity of the system is changed.
However, this scaling affects the diffuse scatterers equally,
such that this sensitivity change does not affect thek param-
eter, which determines detectability. In the aberrated case,
the PSF is distorted and its peak is often shifted away from
the focus. In order to include such cases in our estimate of
detection performance, the authors adopt the peak value of
the PSF envelope as an estimate of the scaling ofs, regard-
less of the peak’s location. This approach regards a detection
successful even if the target visualization is misregistered.
Consider the introduction of a point scatterer of strengthA at
locationx in Eq. ~A1!:

e~x!5E
Allh

@s~h!1Ad~h2x8!#p~x2h!dh,

5Ap~x2x8!1E
Allh

s~h!p~x2h!dh. ~A9!

We wish to maximizê ue~x!u& over many realizations of the
scattering function. We apply the expectation operator over
many realizations ofs~x!:

^ue~x!u&5K UAp~x2x8!1E
Allh

s~h!p~x2h!dhU L .
~A10!

Finally, the triangle inequality is applied. Note that the PSF
p~x! is deterministic:

^ue~x!u&<Aup~x2x8!u1K U E
Allh

s~h!p~x2h!dhU L .
~A11!

The second term simplifies to a constant in the expectation,
thus ^ue~x!u& can only be maximized by choosingx to coin-
cide with the peak of the envelope ofp~x!. This supports the
choice of the envelope peak as an estimate of the scaling
of s.
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The effect of specific cavity dimensions of circular concentric Helmholtz resonators is investigated
theoretically, computationally, and experimentally. Three analytical models are employed in this
study: ~1! A two-dimensional model developed to account for the nonplanar wave propagation in
both the neck and the cavity;~2! a one-dimensional solution developed for the limit of small cavity
length-to-diameter ratio,l /d, representing a radial propagation in the cavity; and~3! a
one-dimensional closed-form solution for configurations with largel /d ratios which considers
purely axial wave propagation in the neck and the cavity. For low and highl /d, the resonance
frequencies determined from the two-dimensional approach are shown to match the
one-dimensional predictions. For cavity volumes withl /d.0.1, the resonance frequencies predicted
by combining Ingard’s end correction with one-dimensional axial wave propagation are also shown
to agree closely with the results of the two-dimensional model. The results from the analytical
methods are then compared with the numerical predictions from a three-dimensional boundary
element method and with experiments. Finally, these approaches are employed to determine the
wave suppression performance of circular Helmholtz resonators in the frequency domain. ©1997
Acoustical Society of America.@S0001-4966~97!05312-5#

PACS numbers: 43.20.Ks, 43.20.Mv, 43.50.Gf@JEG#

INTRODUCTION

Helmholtz resonators, which consist of a volume com-
municating through an orifice or neck to some external exci-
tation, produce narrow bands of high wave attenuation. The
classical approach in modeling these resonators is to neglect
the spatial distribution leading to an equivalent spring–mass
system where the mass of air in the neck,m5r0Acl c , is
driven by an external force and the volume acts as a spring
with stiffnesss5r0c0

2Ac
2/V, Ac and l c being the neck area

and length, respectively, andV the resonator volume~Ray-
leigh, 1945, Art. 303; Kinsleret al., 1982, Chap. 10!. For
this one degree of freedom system,v r5As/m, leading to a
single resonance frequency off r5(c0/2p)AAc / l cV, which
is a function of the cavity volume, but independent of the
volume dimensions. Experimental observations, however,
have deviated from this frequency, which is attributed to the
motion of some additional mass on both sides of the neck.
To improve the accuracy, the neck length is usually ‘‘cor-
rected’’ by adding a term for each end in order to account for
this fluid motion, thereby modifyingl c in the foregoing ex-
pression forf r by l c8 5 l c 1 dv 1 dp . A number of analytical
treatments based on somewhat simplified physics have been
introduced to develop these end correction factors. Rayleigh
~1945! derived a length correction for resonators mounted in
a baffle. Ingard~1953! developed an end correction to ac-
count for multidimensional wave propagation excited at the

area discontinuity from the neck to the volume, but it is only
effective for a limited range of geometries when used with
the classical model above. In their extensive work, Miles
~1971! and Miles and Lee~1975! investigated the Helmholtz
resonance behavior of harbors by employing the electrical
analogy; the former treats the simple shapes including circu-
lar and rectangular harbors with constant depth, the latter
develops analytical approaches for irregular geometries with
variable depth. Alster~1972! extended the spring-mass anal-
ogy by including the mass of the spring and incorporating a
spring with varying stiffness. His experimental results for a
number of different resonator shapes showed a significant
improvement over the lumped model. Several other simple
end corrections are also listed by Chuka~1973!. To predict
the resonance frequency, Tang and Sirignano~1973! as-
sumed one-dimensional wave propagation in both the reso-
nator neck and cavity volume. Panton and Miller~1975! de-
veloped a relationship for the resonance frequency which
matched experimental results well when used with Ingard’s
end correction. Their effort was based on a one-dimensional
wave motion in the cavity alone and a spatially lumped short
neck length. Monkewitz and Nguyen-Vo~1985! studied non-
planar effects in two-dimensional resonators with a semicy-
lindrical cavity and three-dimensional resonators with a
hemispherical cavity. By asymptotically matching the solu-
tions of the linearized inviscid equations in terms of low-
frequency expansions in the exterior, neck, and cavity, they
proposed volume and length corrections for these configura-
tions. Selametet al. ~1993, 1995a! developed an expression
for the transmission loss of a Helmholtz resonator with wave

a!A preliminary version of this study has been presented at the SAE Noise
and Vibration Conference as SAE 951263, Traverse City, MI.
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motion. They also provided experimental results illustrating
that the relationship for resonance frequency given by Tang
and Sirignano~without end correction factors! worked well
for volumes with large length-to-diameter ratio, while show-
ing some deviation at lowl v /dv ratios ~hereafter,l /d, for
brevity!. In a preliminary investigation, Selametet al.
~1994a! studied the effect of multidimensional propagation
and showed deviations in resonance frequency from the
lumped parameter analysis, particularly at lowl /d ratios. Re-
cently, Chanaud~1994! developed a relationship for the reso-
nance frequency of configurations with a rectangular paral-
lelepiped cavity volume. Finally, by curve fitting finite
element results, Sahasrabudheet al. ~1995! provided polyno-
mial expressions for the end correction as a function of ex-
pansion ratio and frequency.

The present study considers the circular concentric
Helmholtz configurations with constant cavity volume and
neck length, as shown in Fig. 1. The objective is to investi-
gate, as a function of thel /d ratio: ~1! the discrepancy in the
resonance frequency from classical approaches, and~2! the
acoustic attenuation behavior. To estimate the end correction
accurately at the neck–volume interface, a two-dimensional
axisymmetric analytical model is developed for these reso-
nators. The study also employs two different one-
dimensional analytical solutions based on~1! radial propaga-
tion for small l /d ratios, and~2! axial propagation for large
l /d ratios, to be referred hereafter as one-dimensional radial
and axial solutions, respectively. Both closed-form solutions
are used in the study to examine their corresponding limits.
The pressure field inside the resonators is determined by the
boundary element method and used to evaluate the degree of
multidimensionality of the sound-pressure field at both ends
of the resonator neck. Experimental results are obtained by
installing Helmholtz resonators in an impedance tube setup.
Results from the boundary element method and experiments
are then compared with the resonance frequency relationship
of the one-dimensional axial model modified by Ingard’s end
correction for multidimensional propagation. The analytical
predictions for the acoustic attenuation of the resonators are
then compared with the computations and the experiments
for the case of zero mean flow.

Following the Introduction, Sec. I describes the one-
dimensional methods, Sec. II the two-dimensional analytical

approach, Sec. III the boundary element method, and Sec. IV
the experimental setup. The results from the analytical ap-
proaches and the boundary element method are compared
with experiments and used to evaluate the end corrections in
Sec. V. The study is concluded with final remarks in Sec. VI.

I. ONE-DIMENSIONAL ANALYTICAL APPROACHES

The generation and propagation of multidimensional
waves in the resonator volume is clearly dependent on the
relative magnitudes of the wavelength, the neck and duct
diameters and the volume dimensions. Provided that the in-
cident wave from the neck to the volume is planar, there are
two limiting configurations for which the wave propagation
in the volume can be considered one-dimensional, thereby
allowing a relatively simple closed-form solution for trans-
mission loss. This section presents the expressions for the
wave attenuation properties for these one-dimensional limits.

A. Radial propagation limit

The discrepancy between the analytical results and the
experiment is largest forl /d of the order 0.1 to 1.0. An
accurate prediction of the transmission loss and resonance
frequency in this region then requires a multidimensional
analysis. For smallerl /d ratios as the volume approaches a
‘‘pancake’’ geometry, a one-dimensional solution in the ra-
dial direction becomes possible as discussed next.

Consider planar propagation in the main duct and con-
nector and purely radial wave motion in the cavity volume.
For circularly symmetric propagation of acoustic waves in a
hollow disk of constant width, the linearized, inviscid wave
equation may be written as

1

r

]

]r S r ]p

]r D5
1

c0
2

]2p

]t2
. ~1!

Introducing the harmonic dependence

p~r ,t !5P~r !eivt, ~2!

and using the separation of variables, the solution for com-
plex pressure amplitude may be determined as

P~r !5C1H0
~1!~kr !1C2H0

~2!~kr !, ~3!

whereC1 andC2 are complex constants related to the am-
plitude of oscillation for the inward and outward traveling
waves, respectively, andHb

~h! is the Hankel function~the
Bessel function of the third kind! of orderb and typeh. As
a function of the latter variable,h, Hankel functions may
readily be expressed asH (1)5J1 iY andH (2)5J2 iY with J
andY being the Bessel functions of the first and second kind,
respectively. The momentum equation

]u

]t
52

1

r0
“p ~4!

combined with the harmonic relationship

u~r ,t !5U~r !eivt ~5!

and Eqs.~2! and~3! yields the complex velocity amplitude as

U~r !52
i

r0c0
@C1H1

~1!~kr !1C2H1
~2!~kr !#. ~6!

FIG. 1. Helmholtz resonator dimensions~dp54.859 cm,dc54.044 cm,
l c58.5 cm, andV54500 cm3!.
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At the intersection of the neck and cavity, a constant
pressure cylindrical junction is assumed, where the boundary
conditions of continuity of pressure and conservation of flow
volume are applied. To satisfy these requirements, the pres-
sure and flow volume atr5r c are matched with those at the
cavity end of the neck. Furthermore, the rigid wall requires
that u50 at r5r v . Combining the foregoing relationships
with those for planar propagation in the main duct and neck
yields the transmission loss for a Helmholtz resonator in the
low l /d limit as

TL510 log10U11
Ac

2Ap
F11 iX tan klc
X1 i tan klc

GU2, ~7!

where

X5
Zv

r0c0
S r c2l vD ~8!

is introduced for convenience, and

Zv5
pur5r c

uur5r c

5 ir0c0FH0
~1!~krc!2SH1

~1!~kr0!

H1
~2!~kr0!

DH0
~2!~krc!

H1
~1!~krc!2SH1

~1!~kr0!

H1
~2!~kr0!

DH1
~2!~krc!

G ~9!

is the volume impedance atr5r c .

B. Axial propagation limit

The effect of nonplanar wave propagation is expected to
diminish as the cavity diameter approaches that of the neck,
which is equivalent to increasing thel /d ratio of the volume
for a specified volume. Considering only one-dimensional
propagation in the axial direction in the neck and cavity vol-
ume leads to the closed-form relationship

TL510 log10F11S Ac

2Ap

tan klc1~Av /Ac!tan klv
12~Av /Ac!tan klc tan klv

D 2G ~10!

for transmission loss~Selametet al., 1993, 1995a!. The de-
nominator of Eq.~10! provides a relationship for the reso-
nance frequency as

tan klc tan klv5
Ac

Av
, ~11!

~the form derived by Tang and Sirignano, 1973! which im-
plies that the frequency is a function of the cavity dimen-
sions.

II. TWO-DIMENSIONAL ANALYTICAL APPROACH

Nonplanar wave propagation in the vicinity of duct dis-
continuities has been studied by Miles~1944, 1946, 1948!.
Following his works, the present study considers axisymmet-
ric wave propagation in concentric circular ducts and devel-
ops a two-dimensional analytical solution to account for the
wave motion in the resonator neck and volume in terms of

the resulting pressure waves. For propagation in a circular
and concentric configuration, the solution to the linearized,
inviscid wave equation

¹2p5
1

c0
2

]2p

]t2
~12!

can be written ~Munjal, 1987!, in view of p(r ,x,t)
5P(r ,x)eivt, as a combination of planar and radial waves as

PA~r ,x!5A0e
2 ikx1 (

n51

`

AnJ0~g j ,0nr !eik j ,0nx ~13!

for a wave traveling in the positivex direction, and

PB~r ,x!5B0e
ikx1 (

n51

`

BnJ0~g j ,0nr !e2 ik j ,0nx ~14!

for a wave traveling in the negativex direction. Here,P is
the complex amplitude ofp, J0 is the Bessel function of the
first kind and order zero,k5v/c0 is the planar wave num-
ber, andkj ,0n is the wave number in thex direction given by

kj ,0n5Ak22g j ,0n
2 , ~15!

whereg j ,0n5a0n/r j is the radial wave number in a pipe of
radius r j , with a0n being the roots of the Bessel function
J08(a0n) 5 0. In terms of the momentum equation,

]u

]t
52

1

r0
“p, ~16!

the velocities of these waves can be obtained as

UA~r ,x!5
1

r0c0
A0e

2 ikx

2
1

r0v
(
n51

`

Ankj ,0nJ0~g j ,0nr !eik j ,0nx, ~17!

UB~r ,x!52
1

r0c0
B0e

ikx

1
1

r0v
(
n51

`

Bnkj ,0nJ0~g j ,0nr !e2 ik j ,0nx. ~18!

Driving the resonator via a piston with an oscillating
velocity amplitude ofUP allows the interface between the
neck and volume to be isolated. For the piston-excited reso-
nator shown in Fig. 2, matching the velocity boundary con-
dition at the piston

UPe
ivt5~uxA1uxB!uxc50 , ~19!

givess50,1,...,̀ equations; fors50,

UP5
1

r0c0
~A02B0!, ~20!

and fors51,2,...,̀ ,

05As2Bs . ~21!

At the expansion from the neck to the volume,xc5 l c , the
pressure boundary condition
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~PA1PB!uxc5 l c
5~PC1PD!uxv50

, for 0<r<r c ~22!

~Miles, 1944! gives, fors50,

A0S r c22 De2 ikl c1B0S r c22 Deikl c
5C0S r c22 D 1 (

n51

`
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1 (
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`
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G , ~23!

and fors51,2,...,̀

Ase
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2 ikc,0sl cF r c22 J0
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5 (
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1 (
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`
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2 2gc,0s

2 G . ~24!

Similarly, the velocity boundary conditions

~uxA1uxB!uxc5 l c
5~uxC1uxD!uxv50

, for 0<r<r c ,
~25!

~uxC1uxD!uxv50
50, for r c<r<r v , ~26!

give, for s50,

A0r c
2e2 ikl c2B0r c

2eikl c5C0r v
22D0r v

2 ~27!

and fors51,2,...,̀

kA0F r cJ1~gv,0sr c!

gv,0s
Ge2 ikl c

2 (
n51

`

Ankc,0nFgv,0sr cJ0~gc,0nr c!J1~gv,0sr c!

gv,0s
2 2gc,0n

2 Geikc,0nl c
2kB0F r cJ1~gv,0sr c!

gv,0s
Geikl c

1 (
n51

`

Bnkc,0nFgv,0sr cJ0~gc,0nr c!J1~gv,0sr c!

gv,0s
2 2gc,0n

2 Ge2 ikc,0nl c

52kv,0sCsF r v22 J0
2~gv,0sr v!G1kv,0sDsF r v22 J0

2~gv,0sr v!G .
~28!

For the reflection from the rigid wall at the end of the vol-
ume, Eq.~20! with Up50 evaluated atxv5 l v gives, fors50,

05C0e
2 ikl v2D0e

ikl v, ~29!

and fors51,2,...,̀ , Eq. ~21! gives

05Cse
ikv,0sl v2Dse

2 ikv,0sl v. ~30!

Equations~20!, ~21!, ~23!, ~24!, and~27!–~30! provide a set
of simultaneous equations to determine the pressure ampli-
tudes in the neck and volumeAn , Bn , Cn , and Dn ~n
50,1,...! ~Radavich, 1995; Selamet and Radavich, 1995b,
1995c!. Higher-order radial terms have a diminishing effect
on the solution, thereby allowing the truncation of the infi-
nite series to a finite number of terms sufficient to provide an
accurate solution for the pressure variation in the resonator.
In this closed system, the resonance occurs when the pres-
sure or the resistance on the piston is a minimum~Kinsler
et al., 1982, Chap. 9!. This minimum pressure at the piston
can be evaluated by substitutingAn andBn into Eqs. ~13!
and ~14!.

Figure 3 provides a comparison of the resonance fre-
quency versus thel /d ratio predicted by the one-dimensional
methods and the two-dimensional analytical approach. There
is a good agreement between the one-dimensional and the

FIG. 2. Geometry for piston-driven Helmholtz resonator~semicircles at the
arrow bases represent two-dimensional propagation!.

FIG. 3. Resonance frequency versusl /d ratio comparison between axial and
radial one-dimensional methods and the two-dimensional analytical ap-
proach.
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two-dimensional methods at the extremes ofl /d where the
volume is either very short with a large diameter leading to a
one-dimensional radial wave or very long and narrow pro-
ducing an axial planar wave. In between, however, forl /d
ratios of approximately 0.1 to 3, hereafter to be referred as
the mid-region, there is a considerable difference between
the one- and two-dimensional methods with deviations
reaching about 8%. The general trend in the resonance fre-
quency at low and highl /d for the present concentric circu-
lar configurations is in qualitative agreement with the analy-
sis of Chanaud ~1994! on square-faced parallelepiped
cavities, as expected.

The transmission loss of the foregoing two-dimensional
resonator can be determined on an impedance tube setup as
shown in Fig. 4. The complex interface between the imped-
ance tube and the resonator neck where the two circular
tubes come together is an obstacle for the development of an
exact two- or three-dimensional relationship. Therefore, only
one-dimensional waves are assumed to propagate in the im-
pedance tube in order to isolate the multidimensional effects
of the expansion. This approximation requires the presence
of planar waves at the impedance tube–neck interface as
shown in Fig. 4. Here the planar input waveE produces a
planar waveA that travels up the resonator neck. At the
expansion from the neck to the volume, the sudden area dis-
continuity excites the two-dimensional wavesC andD in the
volume as in Fig. 2. The boundary conditions at the neck–
cavity interface require a two-dimensional waveB, while the
boundary conditions at the neck–impedance tube interface
require thatB be one-dimensional. Both conditions are sat-
isfied by assuming thatB is two-dimensional at the neck–
cavity volume interface, and that the radial modes decay suf-
ficiently over the length of the neck beforeB reaches the
impedance tube junction. This assumption is justified for fre-
quencies well below the cutoff frequency for the neck. For
the impedance-tube-mounted resonator, the equations for the
reflection at the end of the resonator volume, Eqs.~29! and
~30!, remain unchanged. For the expansion from the resona-
tor neck into the volume, Eqs.~23!, ~24!, ~27!, and~28! are
used withAn ~n51,2,...,̀ ! set to zero, while retaining only
the planarA0 term. At the impedance tube interface, the pres-
sure boundary condition gives

~A01B0!5~E1F !5G ~31!

and the velocity boundary condition gives

~E2F !r p
25~A02B0!r c

21Grp
2 ~32!

leading to a set of simultaneous equations if the input mag-
nitudeE is specified. The transmitted waveG can then be
determined allowing for the calculation of the transmission
loss across the resonator as

TL520 log10UEGU. ~33!

For a typical geometry within the mid-region of Fig. 3,
for example l /d51.0, Fig. 5 provides a transmission loss
comparison between the axial one-dimensional method of
Eq. ~10! and the two-dimensional approach. The magnitude
of deviation observed in this figure is large enough to lead to
the misprediction of the primary transmission loss due to the
narrow attenuation band of the Helmholtz resonator.

This analytical study illustrates the significance of the
multidimensional effects in the vicinity of neck–volume in-
terface. The remainder of the work concentrates then on the
multidimensional physics in view of the three-dimensional

FIG. 4. Geometry for impedance-tube-mounted Helmholtz resonator~semi-
circles at the arrow bases represent two-dimensional propagation and lines
represent planar propagation!.

FIG. 5. Transmission loss comparison between one-dimensional axial and
two-dimensional approach for Helmholtz resonator withl /d51.0.

FIG. 6. Sample boundary element mesh forl /d51.0.
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FIG. 7. Pressure magnitude~Pa! contours for Helmholtz resonator withl /d50.01.

FIG. 8. Pressure magnitude~Pa! contours for Helmholtz resonator withl /d50.1.
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FIG. 9. Pressure magnitude~Pa! contours for Helmholtz resonator withl /d51.0.

FIG. 10. Pressure magnitude~Pa! contours for Helmholtz resonator withl /d510.
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computations and experiments conducted in an extended im-
pedance tube facility. The next section provides a brief de-
scription of the three-dimensional computational approach
based on the direct boundary element method.

III. BOUNDARY ELEMENT METHOD

To analyze the multidimensional effects at the neck-to-
volume area transition further, a three-dimensional direct
boundary element method is used. A detailed account of this
method, which is based on the linearized, inviscid wave
equation@see Eq.~12!#, can be found in numerous sources
~Rayleigh, 1945, Art. 293; Seybertet al., 1985; Soenarko
and Seybert, 1991!. The boundary element method was used
to model the experimental apparatus: An oscillating velocity
was input; an anechoic termination was implemented by set-
ting the impedance of the termination equal to the character-
istic impedance of the fluid,r0c0; and the two-microphone
technique was used to calculate the transmission loss. For the
present investigation, the boundary element method was
implemented using isoparametric quadrilateral and triangular
elements. To ensure accuracy, a fine mesh spacing of less
than 2.5 cm was maintained for all models. The largest mesh
size of 2978 nodes occurred for a small cavityl /d of 0.01,
which greatly increases the surface area to be discretized. As
a result of this large surface area, no configuration belowl /d
of 0.01 was modeled with the boundary element method. A
sample mesh for anl /d of 1.0 is shown in Fig. 6.

In order to investigate the differences between the one-
and two-dimensional methods and determine the extent of
nonplanar wave propagation particularly in the mid-region of
l /d, pressure contours on the symmetry plane of the configu-
rations were examined at their respective resonance frequen-
cies using the boundary element method forl /d ratios of
0.01, 0.1, 1.0, and 10, as shown in Figs. 7 through 10. For all
four configurations, some nonplanar wave bending is ob-
served at the junction between the neck and impedance tube.
Focusing on the interaction between the neck and the vol-
ume, at the lowl /d50.01, Fig. 7~f r577 Hz! shows clearly
one-dimensional radial propagation in the volume. Figure 8
~f r590 Hz! illustrates the contours at a lesser extreme of the
mid-region in Fig. 3 withl /d50.1. As thel /d ratio is in-
creased to thel /d51.0 configuration of Fig. 9~f r591 Hz!,
multidimensional wave propagation becomes evident at the
area transition between the neck and the volume. For the
high l /d510 case in Fig. 10~f r572 Hz!, some nonplanar
bending is observed at the neck–volume interface, but the
overall propagation is mostly planar. The extreme radial and
axial configurations ofl /d50.01 and 10 exhibit a marked
pressure variation over the length of the volume. The two
mid-region configurations ofl /d50.1 and 1.0, however,
show a rather small pressure variation in the volume. Thus
the configurations in this region may be approximated by a
lumped volume approach, provided the physics at the transi-
tions is incorporated accurately. Examining the area transi-
tion for the l /d51.0 and l /d510 cases in Figs. 9 and 10
reveals that the multidimensional wave propagation is more
pronounced for the larger area transition, as expected. In the
one-dimensional axial model, it is assumed that the waves in
the volume are planar immediately after the area transition

and that the pressure and velocity suddenly change over this
discontinuity when in reality there is a portion of the fluid in
the volume that moves with the fluid in the neck. This effect
has typically been accounted for in one-dimensional axial
theory by adding a length correction to the neck which will
be discussed in detail following a brief description of the
experimental setup.

IV. EXPERIMENTS

The experimental apparatus consists of an extended im-
pedance tube configuration, where the Helmholtz resonators
are placed between a broad-frequency noise source and an
anechoic termination. The two-microphone technique
~Chung and Blaser, 1980; ASTM, 1990! is utilized to sepa-
rate incident and reflected waves for calculation of the trans-
mission loss across the element, with one pair of micro-
phones placed before and another pair after the resonator.
Although multidimensional waves are excited in the resona-
tor volume, the selected impedance tube diameter ensures
planar propagation at the microphones, with a cutoff fre-
quency above 4 kHz for nonsymmetric modes. For further
details of the experimental setup, refer to Selametet al.
~1994b!. Eight Helmholtz resonators with circular concentric
neck and cavity volumes, as described in Table I, were fab-
ricated for the experimental study. The impedance tube di-
ameter, the neck length and diameter, and the resonator vol-
ume~dp , l c , dc , andV! are fixed for all resonators, while the
length-to-diameter ratio,l /d, is varied. No resonator was
built below l /d50.32 configuration due to fabrication diffi-
culties for the set of parameters employed in the study.

V. RESULTS AND DISCUSSION

Numerous corrections for both ends of the resonator
neck proposed by a number of investigators lack universal
applicability since the expressions are derived~1! usually to
match one set of experimental data; and~2! to be used in the
classical lumped approach, which is known to deviate from
experiments as thel /d ratio of the volume increases, due to
the neglect of wave motion effects in the neck and cavity
volume ~Selametet al., 1995a!. Many of these end correc-
tions also fail to incorporate the effect of expansion ratio
from the resonator neck to the cavity, which are observed
clearly in Fig. 3, and instead involve only the neck dimen-
sions. An end correction that accounts for nonplanar wave
propagation effects between the neck and volume was sug-
gested by Ingard~1953! who modeled the neck as a piston
oscillating into an expanded pipe of infinite length. His result
for the end correctiond may be expressed in the dimension-
less form as

d

dv
52(

n51

`
1

a0n
3 FJ1~a0ndc /dv!

J0~a0n!
G2, ~34!

whereJ0 and J1 are the Bessel functions of the first kind,
a0n5g0nr v , J1(a0n)50, andl c8 5 l c 1 d. Equation~34!may
also be approximated by a simple linear expression

d'0.85S dc2 D S 121.25
dc
dv

D ~35!
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for dc/dv,0.4, which reduces tod50.85~dc/2! asdc/dv be-
comes negligible. Recall the end corrections suggested by
Rayleigh for a pipe opening with an infinite flange~King,
1936; Rayleigh, 1945, Art. 307; Miles, 1948! as

p

4 S dc2 D,d,
8

3p S dc2 D , ~36!

or 0.78540,d /~dc/2!,0.84883. Thus Eq.~34! approaches
Rayleigh’s upper limit asdc/dv→0, as illustrated by Eq.
~35!. By assuming a quadratic velocity profile over the open-
ing, Rayleigh improved this correction further as
d /~dc/2!,0.82422. Later, King~1936! determined the cor-
rection more accurately asd /~dc/2!>0.82132. At low l /d,
the expansion is large and the correction from Eq.~34! is at
a maximum, which reduces the resonance frequency of the
classical approach and yields corrected one-dimensional pre-
dictions closer to the two-dimensional results. With increas-
ing l /d ratio, however, the correction approaches zero and
the resonance frequency increases, which contradicts the re-
sults depicted in Fig. 3. Although Eq.~34! involves nonpla-
nar wave propagation at the neck–cavity interface, its ne-
glect of one-dimensional axial propagation leads to a
discrepancy as thel /d ratio is increased. Combination of Eq.
~34! with Eq. ~11! allows for one-dimensional axial wave
propagation throughout the resonator and approximates the
multidimensional physics at the area contraction. This cor-
rected one-dimensional axial and the two-dimensional ana-
lytical approaches are compared in Fig. 11. Forl /d ratios
greater than about 0.1, the two methods agree well. Atl /d
ratios less than about 0.1, the two-dimensional model pre-
dicts a decrease in the resonance frequency as the volume
begins to resonate radially~the one-dimensional radial
propagation begins to dominate!, whereas the one-
dimensional axial predictions remain nearly constant.

Experimental results as well as the boundary element
method predictions for the configurations listed in Table I are
also included in Fig. 11. For the geometries investigated, the
boundary element method provides a slight improvement
over the other methods. This is attributed to the ability of the

boundary element method to incorporate the complicated ge-
ometry and multidimensional wave propagation at the junc-
tion between the impedance tube and the neck which was left
uncorrected for the one- and two-dimensional analysis. Thus
the three-dimensional computations take the so-called ‘‘ra-
diation impedance’’ effect into account inherently on both
the cavity and the impedance tube sides of the neck.

For l /d ratios of 0.32 and 1.59 in the mid-region of Fig.
11, Figs. 12 and 13 show significant improvements in the
attenuation predictions of the one-dimensional axial method
when the correction factor is used. For a largel /d ratio of
23.92, which shows only a small deviation between the one-
dimensional approach and experiments in Fig. 11, Fig. 14
illustrates the diminishing effect of the correction Eq.~34!
with a decreased expansion ratio. These three figures also
exhibit only minor differences between the approximate two-
dimensional and the corrected one-dimensional approaches,
as expected in view of the fact that all three use similar
assumptions forl /d ratios greater than about 0.1. The three-

FIG. 11. Resonance frequency versusl /d ratio comparison among the axial
and radial one-dimensional methods, the two-dimensional analytical ap-
proach, the boundary element method, and experiments.

FIG. 12. Transmission loss comparison between experiment, corrected and
uncorrected 1-D Eq.~10!, 2-D analytical approach, and boundary element
method for Helmholtz resonatorl /d50.32.

FIG. 13. Transmission loss comparison between experiment, corrected and
uncorrected 1-D Eq.~10!, 2-D analytical approach, and boundary element
method for Helmholtz resonatorl /d51.59.
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dimensional method in these figures gives slightly improved
results for the reasons already indicated. In Figs. 11–14, the
difference between the measured and computed~3-D BEM!
resonance frequencies is a mere 1 Hz, which may possibly be
attributed to rather minor structural vibrations and other
losses in the experimental setup. The magnitude difference in
the transmission loss between the analytical predictions and
the experiments at resonance may be attributed to the neglect
of viscothermal losses in the analytical treatments. The effect
of viscous dissipation is expected to increase at either ex-
treme of thel /d ratio, where the distance between the walls
may become comparable to the boundary layer thickness of
the oscillating air.

VI. CONCLUDING REMARKS

This study has shown the effect of both planar and non-
planar wave propagation on the resonance frequency and the
wave attenuation of concentric Helmholtz resonators. The
one-dimensional models including wave propagation in ra-
dial or axial directions and the experiments demonstrate that
the resonance frequency changes as the cavity dimensions
are varied. Full three-dimensional computations with the
boundary element method illustrate that the deviations be-
tween the one-dimensional approaches and the experiments
for cavities withl /d ratios of about 0.1 to 3 are mostly due to
nonplanar wave propagation at the area discontinuities. A

two-dimensional analytical approach was then introduced to
examine the multidimensional wave propagation at the area
discontinuity from the neck to the cavity volume for an axi-
symmetric resonator. The results for the transmission loss
and the resonance frequency from the two-dimensional tech-
nique are found to agree well with those of the one-
dimensional axial approach modified with Ingard’s end cor-
rection for length-to-diameter ratios greater than 0.1. These
results deviate slightly from the experiments, as expected,
because of the difference in the neck–tube interface between
the two configurations.

The effect of mean flow across the orifice is currently
being investigated, which cannot only alter the resonance
frequencies but, under the proper flow conditions, can turn
the resonator into a noise generator rather than a silencer.
Experimental work by Panton~1990! demonstrates that this
effect is heavily dependent on the geometry of the orifice, as
well as the nature of the boundary layer as it passes over the
resonator. An experimental study combined with 3-D com-
putations is also under progress for the lowl /d range~less
than 0.1! in combination with the effect of shear on the wave
propagation in the same range.
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Propagation and diffraction of time-harmonic elastic body waves through homogeneous and
isotropic materials is revisited. The two-component representation of body waves is given which is
applicable in the high- and intermediate-frequency regimes when the family of rays is~i! regular or
~ii ! possesses an irregularity due to the presence of a wedge, an acoustic point source located on the
boundary, simple caustic, or focal line. Both physical and mathematical description of the
phenomena under consideration is offered. The resulting expressions are asymptotic in character and
easy to compute. They should prove useful in producing algorithms for describing acoustic fields in
homogeneous and isotropic materials with isolated defects and in providing benchmark cases for
testing numerical codes designed to solve elastic wave equations in more complicated situations.
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INTRODUCTION

In this paper we use modern ray theory to describe
propagation and diffraction of time-harmonic waves in ho-
mogeneous and isotropic solids. The principles of modern
ray theory have been first applied to elastic waves by Babicˇ
~1956! and then Karal and Keller~1959!, Alekseevet al.
~1961!, Babich and Buldyrev~1991! and others. They allow
us to generalize the concepts of geometrical acoustics, such
as a plane wave, to provide a relatively simple description of
diffraction effects. Unfortunately, the subject is still obscure
to a nonspecialist, and in the majority of applications, dif-
fraction effects are modeled numerically, by solving elastic
wave equations or else by computing Kirchhoff’s integrals.
However, the resulting codes may be extremely costly to run
and, unless they are tested against appropriate benchmarks,
are not necessarily reliable. In view of this, it is our intention
to compile an album of relevant benchmark cases and
supplement each one of them with detailed physical and
mathematical description. We believe that this should make
the ray theory available to a wider audience. Our first selec-
tion presented below has been inspired by our interest in an
asymptotic description of the near field of a circular trans-
ducer. The exposition should prove useful in mathematical
modeling of nondestructive testing of homogeneous and iso-
tropic media with isolated defects.

Throughout, we denote byu(x,t) the vector field of
solid displacement which satisfies the wave equation

] ttu2a2¹2u1b2“3~“3u!50, ~1!

with ¹2u[]xxu1]yyu1]zzu, t the time variable,x, y, andz
the Cartesian coordinates of an arbitrary pointx, a and b
characteristic wave speeds, anda.b. We work in relatively
high, that is,bothhigh and intermediate, frequency regimes,

where frequencyv of a time-harmonic solution is such that
the ratio of wavelengthl to a characteristic length scalel o is
of order unity or smaller. The characteristic length is prob-
lem dependent and sometimes may be difficult to find. The
relevant mathematics lies outside the scope of this paper. We
nondimensionalize all spatial variables byl o and all temporal
ones by combinations ofl o with relevant characteristic
speeds. Thus,all quantities we refer to throughout this paper
have been rendereddimensionless.

It is well known ~e.g., Fung, 1965; Hudson, 1980! that
any linear elastic body wave described by Eq.~1! can be
decomposed into two modes,uP and uS, one propagating
with speeda and another,b. Following the accepted termi-
nology we refer to these modes asP for primary andS for
secondary, respectively. Mode conversion can only take
place on a boundary or interface.

It is now well understood that, in the high-frequency
regimes, solutions of Eq.~1! describing diffraction effects
may be represented in the form of asymptotic series. The
simplest such representation involving inverse powers of~di-
mensionless! frequency is known asray series ~Alekseev
et al., 1961; Babicˇ, 1956; Karal and Keller, 1959; Cˇ ervený
et al., 1977; Hudson, 1980!. The zeroth-order term of this
asymptotic series describes a regular family ofrays along
which wave propagation takes place.~The family of rays or
ray field is called regular if only one ray passes through each
point.! More generally, the zeroth-order term behaves in ac-
cordance with the principles of geometrical acoustics~re-
ferred to by some diffractionists ascrudegeometrical acous-
tics!. These may be summarized as follows. In the high-
frequency regime, in stationary media:

~i! waves and the energy they carry propagate with speed
independent of frequency along therays~lines of fast-
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est propagation! which coincide with normals to the
wavefronts~moving surfaces along which a waveform
feature is being simultaneously received!;

~ii ! the amplitude of a wave attenuates along the ray ac-
cording to the energy conservation law, so that the
same amount of energy passes through each cross sec-
tion of a ray tube~a tube containing all neighboring
rays!; and

~iii ! in homogeneous and isotropic solids polarization of
elasticP andSwaves~that is, direction of their vector
of displacement! is along and transverse to the ray,
respectively.

In view of ~iii ! P andS waves are often referred to as lon-
gitudinal and transverse, or else compressional and shear,
respectively. This is misleading, since usually polarization of
the second term in the ray series is different to the first. For
inhomogeneous and isotropic solids explicit expressions for
the orthogonal components of the second terms have been
obtained by Alekseevet al. ~1961!. Hudson ~1980! and
Kiselev ~1983! presented these expressions in a simpler
form. Tsvankinet al. ~1983!, Kiselev and Kashtan~1988!,
Babich and Kiselev~1989!, Kiselev and Tsvankin~1989!,
and Kiselev and Roslov~1991! all argue that the above re-
sults provide excellent quantitative and qualitative explana-
tion of the effect of ‘‘anomalous’’@that is, contrary to prin-
ciple ~iii ! above# polarization which had been observed both
in seismological field data~Li et al., 1987! and numerical
experiments~Alekseev and Mikhailenko, 1982; Daley and
Hron, 1987; Hron and Mikhailenko, 1981; Kiselev and Ts-
vankin, 1989!. They show that anomalous polarization is a
diffraction effect caused by curvature of wave fronts, ampli-
tude variation along wave fronts, or inhomogeneities in the
medium. Using the terminology introduced by Fock~1965!,
it can be seen as due to the resultingtransverse diffusionof
the displacement.

The ray fields obtained by using the ray representation
may contain irregularities ~‘‘boundaries’’!, that is, point,
line, or surface loci where different rays meet. By analogy
with fluid dynamics the regions surrounding these irregulari-
ties are referred to asboundary layers. In the high-frequency
limit the boundary layers become infinitesimally thin. In the
theory of diffraction the concept of a boundary layer was first
introduced by Keller~1958! and Buchal and Keller~1960!
~see also Babicˇ and Kirpičnikova, 1975!. Ray asymptotics do
not provide a good description of the displacement amplitude
inside boundary layers. Occasionally, other types of solu-
tions of Eq.~1! may be found and represented in the form of
asymptotic series which involvespecial functions~and not
just inverse powers! of wave numbersk5v/a and¸5v/b.
Well-known examples of boundary layers are penumbra and
the neighborhoods of critical rays, caustics, and focal lines.

Below we rederive known approximate expressions de-
scribing relatively high-frequency displacements in homoge-
neous and isotropic solids. Having restricted ourselves to ho-
mogeneous and isotropic media, we offer an extremely
simple and unified approach to evaluating these expressions
via elastic potentials. Some of our derivations are original. In
a sense, all solutions are devised to reproduce features of a

plane wave. What results is a two-term representation of dis-
placement fields, where the two terms in question are always
orthogonal to one another. The second terms are obtained by
simply differentiating the first. As a rule, these representa-
tions are different to the full two-term expansions~obtaining
which is often a daunting task!, since the second terms lack
the components parallel to the first. To emphasize this we
call the resulting representationtwo componentrather than
two term. For some regular ray fields the two-component
representation had been justified in previous research by
comparison with the exact solution~e.g., Daley and Hron,
1987; Yanovskaya and Roslov, 1987; Kiselev and Kashtan,
1988; Kiselev and Tsvankin, 1989; Kiselev and Roslov,
1991!. It had been also demonstrated that in regular ray fields
the inclusion of the leading order orthogonal term may ex-
tend the region of validity of the one-term approximation to
the intermediate-frequency regime. Since inside the
boundary-layer regions diffraction effects are stronger than
around regular rays, the corresponding orthogonal terms play
an even bigger role.

The paper is organized as follows: in Sec. II we derive a
two-component representation of the solid displacement in
regions where ray fields are regular and therefore asymptotic
series of ray type exist. GeneralP andS waves, as well as
examples of waves with plane, cylindrical and spherical
fronts are considered. Particular attention is paid to the so-
called head waves whose fronts are conical. In Sec. III
boundary-layer regions are introduced surrounding various
ray irregularities. The examples addressed are penumbra be-
hind a wedge, neighborhoods of critical rays, simple caus-
tics, and focal lines.

I. THE TWO-COMPONENT RAY REPRESENTATION

The ray representation generalizes the concept of a plane
waveU exp i ~kx2vt! by allowing the wavefront to deviate
from plane, the wave amplitude to vary along the front, or
the medium to contain inhomogeneities. The latter are not
discussed in this paper. Let us describe the general scheme.

We assume that the ray representation is valid, that is,
there is a time-harmonic solution of~1! in the form

ua~x,t !5ua~x!e2 ivt[Ua~x,k!e2 iv@ t2ta~x!#, ~2!

and the frequencyv is high and the amplitudeUa varies
slowly. More precisely, we assume that there exists a large
parameterk@1 and

Ua~x,k!5 (
n50

` Un
a~x!

~2 ik !n1n 5
1

~2 ik !n FU0
a1

U1
a

2 ik
1O~k22!G

~3!

is an asymptotic series in inverse powers ofk. Herea5P, S,
the underlyingl o is he characteristic scale of variation inU

a,
the wave numberk5v/a, n is a real constant, andUn

a and
ta(x) are all independent ofk ~see Alekseevet al., 1961;
Červenýet al., 1977; Kravtsov and Orlov, 1990, Sec. 2.1.3!.
The assumption thatk is large often allows us to simplify the
wave equation: As will be seen below, in the presence of
terms containing the unknown function, the terms containing
its first derivatives divided byk may be omitted; or else in
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the presence of terms containing the first derivatives, the
terms containing the second derivatives divided byk may be
dropped.

Let us substitute~2! and ~3! into ~1!. Then by equating
the coefficients of successive powers ofk to zero we obtain
the so-called eikonal equations forta and transport equations
for Un

a. The eikonal equations are

~¹ta!25~ca!22, ~4!

where cP5a and cS5b. This implies that for eacha we
have

“ta[
dta

ds
s5~ca!21s, ~5!

with s~x! the unit vector tangential to a path of fastest varia-
tion in ta, anddta/ds the directional derivative. In general,
solving the eikonal and transport equations is not a trivial
task. A standard approach to this problem is described in
Smirnov ~1964! and Babicˇ and Buldyrev~1991!. The prob-
lems surrounding the choice of initial conditions lie outside
the scope of this paper. The smooth level surfaces
ta~x!5const, orthogonal to the paths of fastest variation inta

are known as wavefronts. The variation inta along a level
surface is obviously zero. For this reason, the paths of fastest
variation provide extremals of the Fermat functional
*M0

M (ca)21 dswhich is defined on paths connecting any two

pointsM0 andM . ~Heres is the distance along a path.! The
extremals are known as rays~Smirnov, 1964; Babicˇ and Bul-
dyrev, 1991; Kravtsov and Orlov, 1990!, ands is sometimes
referred to as a unit ray vector. As usual, each eikonalt~x!
may be interpreted asthe propagation timefrom M0 to M
along the ray. It follows that in homogeneous and isotropic
media rays are straight lines. We proceed by considering
several important examples.

A. The two-component ray representation of a P
wave

As is well known~e.g., Fung, 1965; Hudson, 1980!, in a
homogeneous and isotropic solid the primary displacement
may be represented in the form

uP~x!5“f~x!, ~6!

wheref is a scalar potential which satisfies the Helmholtz
equation,

~¹21k2!f50, ~7!

andk5v/a. Similarly to ~2!, we seek a ray representation of
f,

f~x,k!5F~x,k!eivtP~x!. ~8!

This means that we assume that frequencyv is high and
amplitudeF varies slowly or that there exists a large dimen-
sionless parameterk@1 ~with the underlyingl 0 the charac-
teristic scale of variation inF! and

F~x,k!5 (
n50

`
Fn~x!

~2 ik !n1n

5
1

~2 ik !n FF01
F1

2 ik
1O~k22!G , ~9!

is an asymptotic series. Heren is a real constant.
Substituting~8! and~9! into the vector Helmholtz equa-

tion ~7! and equating to zero, the coefficients of successive
powers ofk we obtain the eikonal equation fortP,

~¹tP!25a22, ~10!

and the transport equation forF0,

2~“F0–s!1F0“–s50. ~11!

Problems concerning transport equations for otherFn’s lie
outside the scope of this paper. Assuming for simplicity that
n51, substituting~8! and~9! into ~6! and taking into account
~2! and ~3! we obtain

uP5FU0
P1

U1
P

2 ik
1O~k22!GeivtP, ~12!

where the zeroth-order term is

U0
P52F0s ~13!

and the first-order term is

U1
P5“F02F1s. ~14!

Obviously, we have

U0
Pis ~15!

and

U1
P5Ui

P1U'
P , ~16!

whereUi
P~x! andU'

P~x! are the components ofU1
P~x! which

are tangential and transverse to the ray, respectively. The
tangential componentUi

P cannot be calculated so easily, and
when it provides a small correction to the leading term is not
of much interest. On the other hand, the transverse compo-
nentU'

P describes anomalous polarization and may be evalu-
ated by using~12!–~15!. Indeed,~6! implies

U'
P5“'F052“'~U0

P
–s!, ~17!

with “'5“2s~s–“! a component of the gradient which is
transverse to the ray.

Thus, under the high-frequency/slowly varying ampli-
tude assumption, the preferential direction~of fastest varia-
tion in primary displacement! is along the ray and the pri-
mary displacementuP may be well approximated by its two-
component representation

ũP5FU0
P1

U'
P

2 ikGeivtP. ~18!

This representation contains the leading terms of both polar-
izations and the second term is obtained by differentiating
the first. Examples in which~18! favorably compares with
the exact solution have been considered in Kiselev and
Roslov ~1991!.
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B. The two-component ray representation of an S
wave

Analogously, the secondary displacement propagating in
a homogeneous and isotropic solid may be represented as

uS~x!5“3c~x!, ~19!

where c is a vector potential which satisfies the vector
Helmholtz equation,

~¹21¸2!c50, ~20!

with the wave numbeŗ 5v/b. Similarly to ~2!, we seek a
ray representation ofc,

c~x,v!5C~x,v!eivtS~x!. ~21!

This means that we assume that frequencyv is high and
amplitudeC varies slowly, that is, there exists a large di-
mensionless parameter¸@1 ~with the underlyingl 0 being the
characteristic scale of variation inC! and

C~x,¸!5 (
n50

`
Cn~x!

~2 i¸!n1n

5
1

~2 i¸!n FC01
C1

2 i¸
1O~¸22!G , ~22!

is an asymptotic series. Heren is a real constant. Therefore,
the eikonal equation is

~¹tS!25b22, ~23!

and the transport equation forC0 is

2~s–“ !C01C0~“–s!50. ~24!

Assuming for simplicity thatn51, substituting~21! and~22!
into ~19! and taking into account~2! and ~3!, we obtain

uS5FU0
S1

U1
S

2 i¸
1O~¸22!GeivtS. ~25!

where the zeroth-order term is

U0
S5C03s ~26!

and the first-order term is

U1
S5“3C01C13s. ~27!

We have

U0
S's ~28!

and

U1
S5Ui

S1U'
S , ~29!

whereUi
S~x! andU'

S~x! are the components ofU1
S~x! which

are tangential and transverse to the ray, respectively. The
transverse componentU'

P cannot be calculated so easily and
when it provides a small correction to the leading term is not
of much interest. On the other hand, the tangential compo-
nentUi

P describes anomalous polarization and may be evalu-
ated without difficulty. Indeed,~27! implies

Ui
S[~U1

S
–s!s5~@“3C0#–s!s5~“'–U0

S!s, ~30!

where“'[@“2s~s–“!# is the divergence in variables trans-
verse to the ray and we have taken into account~26!, rela-
tionships

~@“3v#–w!5~“–@v3w# !1~v–@“3w# !, ~31!

“3s5b“3“tS[0, ~32!

and ~28!. Above,v andw are arbitrary smooth vector func-
tions.

Thus, under the high-frequency/slowly varying ampli-
tude assumption, the preferential direction~of fastest varia-
tion in secondary displacement! is along the ray and the sec-
ondary displacementuS may be well approximated by the
two-component representation

ũS5FU0
S1

Ui
S

2 i¸GeivtS. ~33!

It contains the leading terms of both polarizations and the
second term is obtained by differentiating the first via~30!.
Examples in which this approximation favorably compares
with the exact solution have been considered in Daley and
Hron ~1987!, Yanovskaya and Roslov~1987!, Kiselev and
Kashtan~1988!, Kiselev and Tsvankin~1989!, and Kiselev
and Roslov~1991!.

C. Anomalous polarization of body waves with simple
fronts

When rays may be introduced, the geometry of the dis-
placement field may be conveniently described by using the
so-calledray coordinates~Babič and Buldyrev, 1991; Cˇ er-
venýet al., 1977!. When dealing with a regular 3D ray field,
three such coordinates are needed:p andq to define a ray,
ands to define position of a point on the ray. The Jacobian of
transformation from the Cartesian to ray coordinates,

J~x![U]~x,y,z!

]~p,q,s!
U, ~34!

bears the name ofgeometrical spreading. This is due to the
fact that a ray tube, that is, a collection of rays

p8<p<p9, q8<q<q9 ~35!

has a cross section of infinitesimal areaJ dp dq. Thus, the
largerJ becomes the wider the rays spread. The zeroth-order
potentials, solutions of the zeroth-order transport equations
~11! and ~24!, attenuate along the ray according to

F0~x!5FJ~xo!

J~x! G1/2F0~xo!, ~36!

or

C0~x!5FJ~xo!

J~x! G1/2C0~xo!, ~37!

respectively, wherexo is an arbitrary fixed initial point
~Babič and Buldyrev, 1991!. The attenuation formulas~36!
and ~37! are in agreement with the energy principle~ii ! de-
scribed in the Introduction.

To obtain the 2-D version of the above we just dropy
andq. Let us consider several important examples.
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1. Waves with plane fronts

Let us introduce the Cartesian coordinates (x,y,z) and
assume that a plane elasticP waves propagates in thez
direction. Let its scalar potential beF~x!exp(ikz).

For the plane wave, ray coordinates may be chosen to
coincide with the Cartesian coordinates, so thatx andy de-
fine a ray andz position on the ray. Then theunit ray vector
is

s5ez . ~38!

In this case we have

J/Jo51, ~39!

where the subscripto denotes quantities evaluated on an ini-
tial wavefront z5zo . Using ~13! and attenuation formula
~36! we obtain

U0
P52F0~x,y!ez , ~40!

where (2 ik)21F0(x,y) is the scalar potential prescribed on
z5zo . For classical plane wavesF0 is constant. Then~17!
gives

U'
P5S ]F0

]x
ex1

]F0

]y
eyD . ~41!

The situation withS waves is similar. Let a vector potential
beC~x!exp(i¸z)s' , with s'5s1ex1s2ey ands1 ands2 arbi-
trary constants. The unit ray vectors are again~38!, and using
~26! and attenuation formula~37! we have

U0
S5C0~x,y!s'8 , ~42!

with (2 i¸)21C0(x,y) the amplitude of the vector potential
prescribed onz5zo ands'8 5 s2ex 2 s1ey . Then~30! gives

Ui
S5S s2 ]C0

]x
2s1

]C0

]y Dez . ~43!

For bothP- andS-plane waves the correction terms~41! and
~43! are due to variations in the displacement amplitude
along the wavefront. Direct application of~6! and~19! shows
that for both P- and S-plane waves, the respective two-
component representations~18! and ~33! are exact.

2. Waves with cylindrical fronts

Let us introduce cylindrical coordinates~r,u,z! and con-
sider an elasticP wave with concentric cylindrical wave-
fronts and the axis running along thez axis. Let its scalar
potential beF~u!exp(ikr).

For the cylindrical wave ray coordinates may be chosen
to coincide with the cylindrical coordinates, so that the dis-
tance along thez axis and angleu define a ray and polar
radiusr position on the ray. The unit ray vectors are

s5er5~cosu, sin u, 0!. ~44!

In this case we have

J/Jo5r/ro , ~45!

where the subscripto denotes quantities evaluated on an ini-
tial wavefrontr5ro . By using~13! and the attenuation for-
mula ~36! we obtain

U0
P52

F0~u!

r1/2
er , ~46!

where (2 ik)21ro
21/2F0~u! is the scalar potential prescribed

on r5ro . Then~17! gives

U'
P5

1

r3/2
]F0

]u
eu , ~47!

with eu5s'5~2sinu,cosu,0!. This means that the correction
term decreases away from the source asr23/2.

The situation withS waves is similar. Let a vector po-
tential beC~x!exp~i,r!ez . The unit ray vectors are again
~44! and using~26! and attenuation formula~37! we obtain

U0
S5

C~u!

r1/2
eu , ~48!

where ~2i,!21ro
21/2C0~u!eu is the amplitude of the vector

potential prescribed onr5ro . Then~30! gives

Ui
S5

1

r3/2
]C0

]u
er . ~49!

Therefore, ther23/2 dependence is manifested again. Direct
application of~6! and ~19! shows that for the cylindricalP
andS waves the first terms~46! and ~48! are correct to the
first order in~kr!21 and ~¸r!21, respectively. Therefore, the
corresponding two-component representations~18! and ~33!
are approximate and not exact.

3. Waves with spherical fronts

Let us introduce the spherical coordinates~R,u,f! and
consider an elasticP wave with fronts concentrical spheres
centered at the origin of coordinates. Let their scalar poten-
tial beF~x!exp(ikR).

For the spherical wave, the ray coordinates may be cho-
sen to coincide with spherical coordinates, so that the angles
u andf define a ray and spherical radiusR position on the
ray. Then the unit ray vectors are

s5eR5~sin u cosf, sin u sin f, cosu!. ~50!

In this case we have

J/Jo5R2/Ro
2, ~51!

with the subscripto denoting quantities evaluated on an ini-
tial wavefrontR5Ro . When dealing withP waves we use
~13! and attenuation formula~36! to obtain

U0
P52

F0~u,f!

R
eR , ~52!

where (2 ik)21Ro
21F0~u,f! is the scalar potential prescribed

on R5Ro . Then~17! gives

U'
P52F 1R ]~U0

P
–s!

]u
eu1

1

R sin u

]~U0
P
–s!

]f
efG

5F 1R2

]F0

]u
eu1

1

R2 sin u

]F0

]f
efG . ~53!

This means that the correction term decreases with distance
faster than the leading term.
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The situation withS waves is similar. Let a vector po-
tential beC~x!exp~i¸R!s' , with s'5s1eu1s2ef ands1 ands2
arbitrary constants. The unit ray vectorss are again~46! and
using ~26! and attenuation formula~37! we obtain

U0
S5

C0~u,f!

R
s'8 , ~54!

where ~2i¸!21Ro
21C0~u,f! is the amplitude of the vector

potential prescribed onR5Ro ands'8 5 s2eu 2 s1ef . Then
~30! gives

Ui
S5

1

R2 sin u Fs2 ]~C0 sin u!

]u
2s1

]C0

]f GeR . ~55!

As above, the correction term decreases with distance faster
than the leading term. Kiselev and Roslov~1991! have found
the accuracy of these formulas to be very high. Direct appli-
cation of~6! and~19! shows that for the cylindricalP andS
waves the first terms~52! and ~54! are correct to the first
order in~kr!21 and~¸r!21, respectively. Therefore, the cor-
responding two-component representations~18! and~33! are
approximate and not exact.

Another interesting case has been considered in Kiselev
and Tsvankin~1989!. The authors have studied reflection of
a sphericalS wave from a surface separating two different
media when the incident wave is ofP type. On the axis of
symmetryu0

S vanishes, and in the neighborhood of this axis
both terms in the two-component representation play a part.
It has been found that the accuracy of the representation is
high even at distances of half wavelength.

4. Head waves with conical fronts

Many different types ofP andS head waves are known
in seismology~e.g., C̆ervený and Ravindra, 1971!. We re-
strict ourselves toS head waves generated by a point source
acting on half-plane~the 2-D Lamb problem! and introduce
the Cartesian coordinate system~ex ,ez! and the associated
polar system~er , eu!. Let the origin of coordinates be at the
source, thex axis lie on the boundary, andu be the angle
from thez axis measured anticlockwise~Fig. 1!.

At each momentt the wave fronts of secondary and
primary disturbances issuing fromO are concentrical semi-
circles of radiusbt andat, respectively. Let us consider two
surface pointsO1(x1,0) andO2(x2,0), wherex1 ,x2.0. At
timesxi /a<t,xi /b, i51,2 each of these points experiences
primary disturbance only. According to the generalized Huy-
gens principle~applicable in the presence of boundaries!,
once reached by primary disturbance at timet i eachOi(x,0)
becomes a secondary source of both primary and secondary
waves. At a later timet8 5 t i 1 t i8 the secondary wave front
issuing fromOi is a semicircle of radiusbti8 . The distur-
bance occurring in the shaded area in Fig. 1 is known asthe
head wave. To establish the form of its front we consider
similar right angle trianglesOBA, O1B1A, andO2B2A, with
OO15at1 ,OO25at2 ,O1B1 5 bt18 , O2B2 5 bt28 , andOB/
OA5b/a. It is easy to check thatt1 1 t18 5 t2 1 t28 . Hence, at
each momentt8 the front of the head waveuH is a segment
of a straight line ~e.g., Brekhovskikh, 1960; Achenbach,
1979!. For obvious reasons, the ray forming the angle

ucr5sin21 b/a with the z axis is called the critical ray. The
picture to the left of thez axis is the mirror image of that to
the right. For a 3-D point source the front of a head wave is
the surface of a conical frustrum.

The generalized Huygens principle combined with the
ray representation also allows us to establish how the ampli-
tude of the head wave varies with distance. Indeed, att1 the
zero displacement condition atO1 is as follows:

@uP1uH#uO1
50. ~56!

Let both primary and head waves be represented in the form
of ray series~3! and substitute~2! and ~3! into ~56!. Using
~46! and ~47! it follows that att1 the amplitude of the head
wave atO1 is ;x23/2. This is due to attenuation which is
experienced by the transverse component of theP wave as it
travels along the boundary fromO to O1 ~for a more tradi-
tional proof, see Friedrichs and Keller, 1955; Brekhovskikh,
1960; and C˘ ervený and Ravindra, 1971!. Note that as the
head wave travels fromO1 to B1 no further attenuation re-
sults. Indeed, the head wave has a conical front but at each
instance only a portion of this front is generated by the old
one. The rest is due to new sources appearing on the bound-
ary. In order to be able to treat the head wave propagation as
front propagation, we introduce aneffective initial front
which is orthogonal to the critical ray and passes through the
origin. The subsequent fronts are parallel to it and as with
ordinary plane waves there is no geometrical spreading@see
~39!#. When the point source is 3D the resulting amplitude is
;x22 @see~53!#.

To simplify further calculations, let us rotate the original
coordinate system around the origin. Let the newz axis be
aligned with the critical ray~Fig. 1!. Then, up to a constant
factor the leading order approximation to the vector potential
generated by a line source is

c15
1

i¸

1

~x8!3/2
ei¸z8ey8 . ~57!

FIG. 1. Geometry of an acoustic vector field around a point source located
on a boundary of a solid half-space. Bold dotted line: primary front; bold
dashed line: secondary ray and wavefront; bold solid line: head wave rays
and fronts. Thin dashed lines delineate boundary layers.
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Here ~ex8,ey8,ez8! is the 3-D Cartesian frame of reference
defining the corresponding ray coordinates;x8 and y8 char-
acterize the ray andz8 position of the ray. Note thatx8 is the
distance fromB1 to B measured along the front. The prefer-
ential direction~of fastest variation in secondary displace-
ment! is along that of propagation of the head wave and
according to~19!, the two-component representation of the
head wave is

ũH5FU'
H1

Ui
P

2 i¸Gei¸z8. ~58!

Here the first term is

U'
H5

1

~x8!3/2
ex8 , ~59!

and using~30! we have

Ui
H5

3

2~x8!5/2
ez8 . ~60!

Similar results may be obtained for other types of head
waves.

II. THE TWO-COMPONENT BOUNDARY-LAYER
REPRESENTATION

In this section we follow the general approach devel-
oped in Kiselev~1987! and expand acoustic potentials inside
boundary layers into modes displaying features of a plane
wave.

A. The two-component representation of the
displacement inside the penumbra

Let the tip of a large 2-D wedge be the origin of the
Cartesian coordinate system~ex ,ez! and the associated polar
system~er ,eu!. Let a planeP-wave u5exp(ikz)ez be inci-
dent on this wedge from the left, so that thez axis is aligned
with the direction of wave propagation and only one of the
faces of the wedge is insonified~see Fig. 2!. Behind the
wedge~z.0! in the well-insonified zone~kr@1!, the inci-
dent and edge waves~the latter are waves diffracted from the
tip of the wedge! may be distinguished, with the phase of the
incident wavekz and the phase of the edge wave,kr. This
means that two rays of different nature, one incident and
another diffracted, run along thez axis. Surrounding this
irregularity are parabolic surfaces of constantphase differ-
ence,

k~r2z!5const. ~61!

Therefore, the geometry of the displacement field around the
wedge may be described by the parabolic coordinates

v56AAx21z22z5A2r sin u/2,
~62!

w5AAx21z21z5A2r cosu/2,

where the plus sign corresponds to the half-space above thez
axis and minus to the other half-space. Note that we have

x5vw,

z5
w22v2

2
, ~63!

and hence the length of infinitesimal distance vector squared
is

ds25dx21dz25~w21v2!~dw21dv2!. ~64!

Introducing further dimensionless parabolic variables

h5Akv, j5Akw, ~65!

the Helmholtz equation~7! becomes

@]jj1]hh#f1~j21h2!f50. ~66!

It is well known that this equation is separable and has the
following modes:

f5AD2~12 il!/2~&e2 ip/4j!D2~11 il!/2~2&e2 ip/4h!,
~67!

wherel is a separation constant andDp(q)’s are the para-
bolic cylinder functions~e.g., Morse and Feshbach, 1953;
Gradsteyn and Ryzhik, 1963, 9.255.2!. The parabolic cylin-
der functions have the following integral representation:

Dp~q!5
e2q2/4

G~2p!
E
0

`

e2qv2v2/2v2p21 dv, for Rep,0,

~68!

and

Dp~q!5
1

Ap
2p11/2e2 i ~p/2!peq

2/4E
2`

`

vpe22v212ivq dv,

for Re p.21 ~69!

~Gradsteyn and Ryzhik, 1963, 9.241.2 and 1, respectively!.
Note that G~2p! is the gamma function and in~69!,
argvp5pp i whenv,0. ChoosingA51/(kAp i ), l52i and
using Gradsteyn and Ryzhik~1963, 9.254.1! ~67! becomes

FIG. 2. Geometry of an acoustic scalar field around a wedge. Bold solid
line: incident rays and wavefront; bold dashed line: diffracted ray and wave-
front. Thin dashed line delineates a boundary layer.
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f5
1

ik
A 1

ip
eikzE

2`

h
eis

2
ds5

1

ik
F~h!eikz, ~70!

with the functionF~h! known as a Fresnel integral~Morse
and Feshbach, 1953; Borovikov and Kinber, 1994!. Instead
of using the general form~67!, we could proceed by seeking
solution of the Fresnel diffraction problem~66! in the form
of F~h!exp(ikz) and assumingF~h! to be a slowly varying
amplitude. This would lead to the equation forF~h!, one of
whose solutions isF~h!. We prefer to use slightly more cum-
bersome formulas~67!–~69! to be able to treat penumbra and
neighborhoods of critical rays~see the next section! in the
same manner.

Whatever the approach, the above choice of the solution
is made to assure that askr→` the asymptotic behavior off
is as follows:

f5
1

ik

1

2Apkr sin u/2
eikr1 ip/4@11O„~kr!21

…#,

if sin u/2 , 0,

5
1

ik H 1

2Apkr sin u/2
eikr1 ip/4@11O„~kr!21

…#1eikzJ ,
if sin u/2 . 0 ~71!

~Gradsteyn and Ryzhik, 1963, Section 8.25!. This behavior is
entirely consistent with the physical picture in the presence
of a wedge~see Morse and Feshbach, 1953; Borovikov and
Kinber, 1994!: In the geometrical shadow region~where
sinu/2,0! there is only a diffracted cylindrical wave. Above
the wedge~where sinu/2.0! two waves are present, the dif-
fracted cylindrical,r21/2 exp(ikr), and plane, exp(ikz). The
latter travels unimpeded to the right. Interestingly, solution
~70! is exact, and not the first term of an asymptotic series.
This can be seen as due to the fact that the preferential di-
rections in this case are along parabolas and the Helmholtz
equation separates in parabolic coordinates exactly.

To obtain the two-component representation of the pri-
mary wave inside the penumbra of a wedge (uxu!z) we
apply ~6! to ~70! and, similarly to~18!, we have

ũP5FU0
P1

U'
P

~2 ik !1/2
Geikz, ~72!

with

U0
P5F~6xAk/2z!ez ~73!

and

U'
P52

1

~2 ik !1/2
d

dx
F~6xAk/2z!ex57A1/2pz ex .

~74!

Here the argument of the Fresnel function andU'
P are both

approximated to the leading order inx/z, the top sign corre-
sponds to the insonified, and the bottom to the geometrical
shadow region. Term~73! depends onk but remains
bounded withk. The underlyingl o may be chosen to be the
characteristic scale of variation inF. Then, inside the pen-

umbra, the potential~70! may be seen as factored into a
fast-oscillating exponent and slowly varying amplitude. It
follows that the locus of irregularity,x50, coincides with the
direction of fastest variation in total primary displacement.

Similarly, for S waves inside the penumbra of a wedge
we have

c05
1

i¸
F~h!ei¸zey , ~75!

and using~19! their two-component representation is

ũS5FU0
S1

Ui
S

~2 i¸!1/2
Gei¸z, ~76!

with

U0
S52F~6xA¸/2z!ex ~77!

and

Ui
S56A1/2pz ez . ~78!

B. The two-component representation of the
displacement in the vicinity of a critical ray

We return to the 2-D Lamb problem. According to Fig.
1 there is a direction along which two rays of different na-
ture, one carrying the head wave and the other the cylindrical
secondary wave run in parallel. The resulting irregularity is
characterized by the so-called critical angleuo5sin21 b/a.
Let us introduce the same coordinate systems~ex8,ez8! and
~er8,eu8! as in Fig. 1, with the origin at the source and thez8
axis aligned with the critical ray. Then the head wave is
u5~x8!23/2 exp~i¸z8! ey8 @see~57!#. Inside the solid~z8.0!
and away from the critical ray~¸r8@1!, the head and sec-
ondary waves may be distinguished, with the phase of the
head wavȩ z8 and the phase of the secondary wave,¸r8.
Thus, inside this region, similarly to the penumbra case, the
level surfaces of constantphase differenceare parabolas. In-
troducing new variables

v856AAx821z822z85A2r8 sin u8/2,

w85AAx821z821z85A2r8 cosu8/2, ~79!

j85A¸w8, h85A¸v8

we choose the general modes similar to~67!,

c5AD2~12 il!/2~&e2 ip/4j8!D2~11 il!/2~2&e2 ip/4h8!ey8 .
~80!

Further specifyingA 5 4Ai¸ andl52i we obtain

c54~ i¸!1/2D23/2~&e2 ip/4j8!D1/2~2&e2 ip/4h8!ey8 . ~81!

The above choice of the coefficient, order and form of the
argument of the parabolic cylinder function is made to assure
that as¸r8→` the asymptotic behavior ofc is as follows:
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c5
4i tan u8/2

~r8 sin u8!1/2
ei¸r8@11O„~¸r8!21

…#ey8 ,

if sin u8/2 , 0,

5F 4i tan u8/2

~r8 sin u8!1/2
ei¸r81

1

i¸~r8 sin u8!3/2
ei¸z8G

3@11O„¸r8!21
…]ey8 , if sin u8/2 . 0 ~82!

@Gradsteyn and Ryzhik, 1963, 9.246~1! and~2!, respectively;
also we used the fact thatG~1/2!522At2ibid., 8.338~3!#.
This behavior is entirely consistent with the physical picture
in the high-frequency regime~Brekhovskikh, 1960; Cˇ ervený
and Ravindra, 1971; Achenbach, 1979!: To the left ~where
sinu8/2,0! there is only the secondary cylindrical wave. To
the right~where sinu8/2.0! two waves are present, the sec-
ondary cylindrical, ux8u21/2 exp~i¸r8!, and the head wave,
ux8u23/2 exp~i¸z8!, which is traveling down. As in the penum-
bra case, solution~81! is exact and not the first term of an
asymptotic series.

In the vicinity of a critical ray (ux8u!z8) ~81! takes the
form

c54i ~2 i¸!1/2D23/2~2e
2 ip/4A¸z8!

3D1/2~2e2 ip/4x8A¸/z8!ey8 . ~83!

Here the arguments of the parabolic cylinder functions ap-
proximate the exact argument to the leading order inx8/z8.
To obtain the corresponding asymptotic two-component rep-
resentation of the acoustic wave we apply~19! to ~83! and,
similarly to ~33!, we have

ũ5Fu01 ui

~2 i¸!1/2G , ~84!

with

u0524i ~2 i¸!3/2D23/2~2e
2 ip/4A¸z8!

3D1/2~2e2 ip/4x8A¸/z8!ex8

52& iz823/2D1/2~2e2 ip/4x8A¸/z8!

3@11O„~¸z8!21
…#ei¸z8ex8 ~85!

and

ui54~ i¸!3/2~ iz8!21/2D23/2~2e
2 ip/4A¸z8!

3D3/2~2e2 ip/4x8A¸/z8!ez8

52& iz825/4D3/2~2e2 ip/4x8A¸/z8!

3@11O„~¸z8!21
…#ei¸z8ez8 . ~86!

The asymptotics in~85! and~86! are based on Gradsteyn and
Ryzhik @1963; 9.246~1!# and apply wheņ z8 is large but
A¸z8x8/z8 is not. Both~85! and~86! depend oņ but remain
bounded witḩ . The vector potentialc in ~83! contains an
oscillating factor exp~i¸z8! @see~68!, ~69!, and ~79!#. The
underlyingl o may be chosen to be the characteristic scale of
variation in the amplitude ofc. It follows that for high fre-
quencies the direction of fastest variation in total secondary
displacement is along the critical ray.

Expression ~81! was previously obtained by
Brekhovskikh~1960! using the Fourier decomposition~see
also Červenýand Ravindra, 1971!. Our derivation is simpler
and follows that of Tsepelev~1975!.

C. The two-component representation of the
displacement in the vicinity of a simple caustic

Let a P wave u5exp(iks)s propagate along the rays
which issue from a 2-D initial wave front and form a caustic;
that is, let the family of rays have an envelope~Fig. 3!. As
above,s is a unit ray vector. Let us restrict ourselves to a
simple portion of this caustic, that is, assume that at any
tangency pointM the second derivatives of the caustic curve
and the second derivatives of the tangent ray do not coincide.
This assumption excludes turning points and asymptotes and
means that locally the caustic behaves as a circle~e.g., Babicˇ
and Buldyrev, 1991; Borovikov and Kinber, 1994!.

The above definitions imply that at every tangency point
M the gradient“t5(dt/ds)s is directed along the caustic.
Therefore,on the caustic the direction of the fastest phase
variation isalong the caustic and we have

aDt5aE
Mo

M1 dt

ds
ds5so1 , ~87!

whereDt is the phase difference between waves reaching
pointsMo andM1, andso1 is the length of the arc joining
Mo andM1. Formula~87! allows us to describe each pointP
in this vicinity using the local caustic coordinate frame
@es~x!,en~x!# with its origin atM1 and unit vectorses~x! and
en~x! tangential and normal to the caustic, respectively. The
distances is measured along the caustic from an arbitrarily
but fixed pointMo .

Since locally any arc of a simple caustic behaves as a
circle, the caustic coordinate system is simply related to the
polar coordinate frame~er ,eu! whose origin is at the center of
curvatureO and whose underlying Cartesian coordinate sys-
tem ~ex ,ez! has itsz axis aligned withOM1. Let positiven

FIG. 3. Geometry of an acoustic scalar field around a simple caustic. Bold
solid line: incoming rays; bold dashed line: outgoing rays.
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correspond to the outward normal direction, that is, the in-
sonified side of the caustic. Thenn5r2Rc and the infini-
tesimal arc length along the curve isds5Rc du, with Rc the
radius of curvature atM1. If K5Rc

21 denotes the curvature,
then the length of infinitesimal vector squared is

ds25dr21r2 du25dn21~11nK!2 ds2. ~88!

PointsP which lie inside the insonified side may also be
described by ray coordinates. However, it has to be noted
that in this neighborhood any pointP is the crossing point of
two rays of different nature,M1P which has passed the caus-
tic already andPM2 which is going to touch it atM2. We
specify ray coordinates of points lying on the outgoing ray
M1P as (so1,s2). Thus,M1P is characterized by its tan-
gency point and position onM1P by the phases25at2 .
This is the phase gained traveling between the initial wave
front andP. Similarly, ray coordinates of points lying on the
incoming rayPM2 are (so2,s1).

Considering right-angled trianglesMiPO ~i51 or 2! we
have

Rc

Rc1n
5cosu512

u2

2
1O~u4!, ~89!

and

MiP5~Rc1n!sin u5~Rc1n!Fu2
u3

6
1O~u5!G . ~90!

Relationship~89! gives

u5A2Kn1O~n!. ~91!

Substituting ~91! into ~90! and taking into account that
sP5Rcu, ~90! implies

MiP5sP1 2
3A2Kn3/21O~n2!. ~92!

Note that if we did not include the second-order term in~89!
we would obtain no relationship betweenu and n. Also,
neglecting the third-order term in~90! would lead to incon-
sistency, sincenu andRcu

3 in ~90! are of the same order.
Now, the wave leavingP alongM1P has the total phase

s25so1so11M1P5s1 2
32Kn

3/21O~n2!, ~93!

where the constantso is the phase along the ray tangent to
the caustic atMo . We remind the reader thats5so
1so11sP . Similarly, taking into account~87! the wave
reachingP alongM2P has the total phase

s15so1so112sP2M2P5s2 2
3A2Kn3/21O~n2!.

~94!

Inverting ~93! and ~94! in the vicinity of a simple caustic to
the leading order inn, the caustic coordinates are related to
the ray coordinates in the following manner:

s5
s11s2

2
,

~95!

n5F2
3

4A2K
~s12s2!G 2/3.

Having established the above relationships between coordi-
nate systems, we can estimate JacobiansJ6 of the incoming
and outgoing rays, respectively. The resulting estimates are

J65
]~x,z!

]~u,r!
•

]~u,r!

]~s,n!
•

]~s,n!

]~s6 ,s6!
;n1/2 ~96!

~cf. Landau and Lifschitz, 1979; Babicˇ and Buldyrev, 1991;
Borovikov and Kinber, 1994!.

To continue,~88! implies that in the vicinity of a simple
caustic the Helmholtz equation~7! may be rewritten in caus-
tic coordinates to give

~¹21k2!f5
1

11nK H ]

]s S 1

11nK

]

]s D
1

]

]n F ~11nK!
]

]nG J f1k2f50. ~97!

Assuming that these coordinates allow asymptotic separation
of variables, we seek solution of~97! in the form

f~x,k!5F~h,k!eiks, ~98!

where we have

h52~2k2K !1/3n. ~99!

Then substituting~98! into ~97!, in the vicinity of a caustic
~nK!1! Eq. ~97! reduces to

F d2dh22SKk D 2/3 d

dh
2hGF~h,k!50. ~100!

Let us assume further that wave numberk is large and in the
vicinity of a simple caustic amplitudeF varies slowly. This
is equivalent to assuming that there exists a large parameter
k@1 ~with the underlyingl o the characteristic scale of varia-
tion in F in this direction! andF~h,k! can be represented as
an asymptotic series in inverse powers ofk. Thus, the poten-
tial f in ~98! can be seen as factored into a fast-oscillating
exponent which depends on themean phaseand amplitude
which depends onh, that is, the distance to the caustic only.
We can now equate the coefficients of successive powers of
k in ~100! to zero to see that in the vicinity of a simple
caustic~nK!1! the first termF0~h! in this asymptotic series
satisfies the Airy equation,

F d2dh22h GF050. ~101!

One solution of~101! is an Airy function,

Ai ~h![
1

Ap
E
0

`

cos~bh1b3/3!db. ~102!

This function possesses the following asymptotics

Ai ~h!5@ 1
2uhu21/4@ei ~2~2/3!uhu3/21p/4!1ei „~2/3!uhu3/22p/4…#

3@11O~ uhu23!# as h→2`,

5 1
2h

21/4e2~2/3!h3/21 ip/4@11O~h23/2!# as h→`

~103!
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@Babič and Buldyrev, 1991,~A.1.26! and ~A.1.25!, respec-
tively#. Therefore, asuhu→` the zeroth approximation to the
scalar potential,

f05
2

ik
Ai ~h!ei ~ks2p/4! ~104!

behaves as follows:

f05
1

ik
uhu21/4@eiks11eiks22 ip/21O~ uhu3!#, if h,0,

5
1

ik
h21/4e2~2/3!h3/21 iks@11O~h23/2!#, if h.0.

~105!

Here we used~95! and the fact that it implies

s12s2

2
52

2

3ik
h3/2 ~106!

to the leading order inh. The asymptotic behavior~105! is
entirely consistent with the physical picture~e.g., Babicˇ and
Kirpičnikova, 1975; Pierce, 1981; Babicˇ and Buldyrev,
1991!: In the outward region of a simple caustic~wheren.0
and henceh,0! there exist two time-harmonic waves, one
approaching and the other moving away from it. In the in-
ward region~wheren,0 and henceh.0! only one ~expo-
nentially! fast decreasing wave is present. Note that the out-
going wave has the2p/2 phase shift and thath21/4 is the
geometrical spreading associated with both rays@see ~36!,
~96!, and~99!#. The presence of the shift reflects the fact that
on passing the caustic, due to diffraction, rays change their
nature.

To obtain the two-component representation of the pri-
mary wave in the vicinity of a simple caustic we apply~6! to
~104! and, similarly to~18!, we have

ũP5FU0
P1

U'
P

2 ik1/3Geiks, ~107!

where

U0
P5Ai „2~2k2K !1/3n…es ~108!

and the second term is

U'
P52k22/3

d Ai „2~2k2K !1/3n…

dn
en

52~2K !1/3 Ai 8„2~2k2K !1/3n…en . ~109!

Here8 denotes differentiation with respect to the argument of
the Airy function. Both the Airy function in~108! and its
derivative in~109! depend onk but remain bounded withk.
In general, both have zeros, but on the caustic itself~n50!
the second to first term ratio is

uU'
Pu

uU0
Pu

5~2K !1/3
Ai 8~0!

Ai ~0!
'0.73~2K !1/3. ~110!

The full asymptotic series foru can be found, e.g., in Babicˇ
and Buldyrev~1991!.

Similarly, for anSwave in the vicinity of a simple caus-
tic we can choose

c05
2

i¸
Ai „2~2¸2K !1/3n…ei ~¸s2p/4!ey , ~111!

where~es ,ey ,en! is a local 3-D coordinate system. Then us-
ing ~19! its two-component representation is

ũS5FU0
S1

Ui
S

2 i¸1/3Gei¸x, ~112!

with

U0
S52Ai ~2~2¸2K !1/3n!en ~113!

and

Ui
S5~2K !1/3 Ai 8~2~2¸2K !1/3n!es . ~114!

It follows that on the caustic the second to first term ratio is

uUi
Su

uU0
Su

5~2K !1/3
Ai 8~0!

Ai ~0!
'0.73~2K !1/3. ~115!

D. The two-component representation of the
displacement in the vicinity of a focal line

Let aP waveu5exp(iks)s be incident from the left on
an infinitely thin lens-shaped disk with the diameterOO8 of
length 2l ~see Fig. 4!. Let the center of the disk be the origin
of the Cartesian coordinate system~ex ,ey ,ez! and cylindrical
polar system~er ,eu ,ez!, and let the plane of the disk be nor-
mal to thez axis. Consider a plane which passes through the
axis of the disk and an arbitrary pointP(r,u,z) lying in the
vicinity of the focal line ~r!l !. Focal lines are degenerate
caustics and as for simple caustics, each pointP is the cross-
ing point of two rays of different nature,O8P which has
already crossed the focal line atM1(0,u,z1) andOP which
is going to cross it atM2(0,u,z2). We specify ray coordi-
nates of points lying on the outgoing rayO8P as ~u,z1 ,s2!.
Thus,O8P is characterized by theu coordinate of its origin
O and thez coordinate of its intersection with the focal line.
The position ofP on the ray is characterized by the phase
s2 . This is the phase gained traveling between the initial
wave front andP. Similarly, ray coordinates of points lying
on the incoming rayOP are~u,z2 ,s1!. It can be established
without difficulty that we have

FIG. 4. Geometry of an acoustic scalar field around a focal line. Bold solid
line: incoming rays; bold dashed line: outgoing rays.
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z1,25zF16
r

l
1OS r2

l 2 D G ~116!

and

s65Az21~ l6r!25Az21 l 2F16
r l

z21 l 2
1OS r2

l 2 D G .
~117!

Therefore, the JacobiansJ6 of the incoming and outgoing
rays both satisfy

J6;r. ~118!

Let us now introduce variables

s*[Az21 l 25
s11s2

2
,

~119!

h[kr sin u* ~z!5k
s12s2

2
.

where sinu* (z) [ l/Az21 l 2 and equalities hold to the leading
order inr/l . Comparing~106! with ~119! we seek solution of
the Helmholtz equation~7! in a form similar to~98!, that is,

f~x,k!5F~h,k!eiks*5F„kr sin u* ~z!,k…eiks* ~z!.
~120!

Let us now assume that the wave numberk is large and the
problem is axisymmetric. Substituting~120! into ~7! in the
vicinity of a focal line~r!l ! we see that the Helmholtz equa-
tion ~7! reduces to

F1r ]

]r
r

]

]r
1k2 sin2 u* ~z!GF1O~k!50. ~121!

Let us assume further that in the vicinity of a focal line, the
amplitudeF~h, k! varies slowly; that is, there exists a rela-
tively large parameterk@1 ~with the underlyingl o the char-
acteristic scale of variation inF! andF~h, k! can be repre-
sented as an asymptotic series in inverse powers ofk. Then
the potentialf in ~120! can be seen as factored into a fast-
oscillating exponent which depends on themean phaseand
the amplitude which depends onh, that is, the distances to
the focal line and to the disk only. We can now equate the
coefficients of successive powers ofk in ~131! to zero to see
that in the vicinity of a focal line~r!l ! the first termF0~h!
in this asymptotic series satisfies the zeroth order Bessel
equation.

F 1h ]

]h
h

]

]h
11GF050. ~122!

Returning to the cylindrical coordinates, one solution of
~122! is

F05
1

ik
A2p e2 ip/4Jo~h!, ~123!

where

Jo~h!5
2

p E
0

p/2

cos~h sin u!du ~124!

is a Bessel function of zeroth order@Gradsteyn and Ryzhik,
1963, 8.411~2!#. This is the only solution which is regular at

h50. As uhu→` the corresponding zeroth approximation to
the scalar potential behaves as follows:

f05
1

ik H 1

h1/2 @eiks11eiks22 ip/2#1O~h22!J ~125!

~Gradsteyn and Ryzhik 1963, 8.451!. This behavior is en-
tirely consistent with the physical picture: At any point on
any side of the focal line two rays intersect, one approaching
the line and the other moving away from it. Note that the
outgoing wave has the2p/2 phase shift and thath21/2 is the
geometrical spreading associated with both rays@see~118!
and ~119!#.

Above we used the treatment of the acoustic potential in
the vicinity of a focal line~r!l ! as first presented by Kiseley
~1980!. To obtain the two-component representation of the
primary displacement inside this region, we apply~6! to
~123! and write

ũP5@U0
P1U'

P#eiks* ~z!, ~126!

where

U0
P5A2p cosu* ~z!Jo„kr sin u* ~z!e2 ip/4ez , ~127!

and

U'
P5

1

ik
A2p

dJo„kr sin u* ~z!…

dr
e2 ip/4er

5A2p sin u* ~z!J1„kr sin u* ~z!eip/4er , ~128!

where the Bessel function of the first orderJ1(v)
5 2Jo8(v), and8 denotes differentiation with respect to the
argument of the Bessel function. Note that the focal line does
not coincide with the direction of fastest variation in primary
displacement. Note too that outside zeros ofJo andJ1 both
terms are of the same order. On the other hand, on the focal
line the second to first term ratio is

uU'
Pu

uU0
Pu

5
Jo8~0!

Jo~0!
50. ~129!

Similarly, for Swaves in the vicinity of a focal line we have

c05
1

i¸
A2pJo„¸r sin u* ~z!…ei „¸s* ~z!2p/4…eu . ~130!

Then, using~19!, their two-component representation is

ũS5@U0
S1Ui

S#ei¸s* ~z!, ~131!

with

U0
S5A2p cosu* ~z!J0„¸r sin u* ~z!…e3p i /4er ~132!

and

Ui
S5A2p sin u* ~z!J1„¸r sin u* ~z!…e5p i /4ez . ~133!

Again, on the focal line the second to first term ratio is

uU i
Su

uU0
Su

50. ~134!
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III. CONCLUSIONS

We have shown that when studying propagation and dif-
fraction of high-frequency elastic body waves in homoge-
neous and isotropic materials it is often possible to find
modes which display features of a plane wave. This is done
by

~1! introducing a local coordinate system (v1 ,v2 ,v3), with a
unit vectore3 oriented along a preferential direction de-
termined by geometry of the ray field; and

~2! separating variables~usually approximately!, so that the
acousticpotentialsare represented as products of two
factors dependent, respectively, onv3 only and the other
two coordinates only. As a rule, the former factor turns
out to be a fast-oscillating exponent.

It then follows via~6! and ~19! that thedisplacementsmay
be represented as a sum of two orthogonal terms, the first
one of which is aligned with the preferential directione3 or is
perpendicular to it, depending on whether the waves are pri-
mary or secondary. When such direction coincides with the
direction of fastest variation in the displacement, the magni-
tude of the second term proves to be smaller than the first
and their ratio decreases with frequency. The focal line is
one phenomenon in our album for which there is no direction
of fastest variation in the total displacement. Remarkably,
the corresponding acoustic potentials may still be factored
and the form of the two factors may be guessed at by treating
focal lines as degenerate caustics. Notably, although the sec-
ond terms in the two-component representation are zero on
the focal line, outside such zeros both components are of the
same order.

According to various authors, the two-component repre-
sentation often describes diffraction effects in the
intermediate- as well as the high-frequency regimes, and it
has been shown that such representations may be found for
inhomogeneous and weakly anisotropic solids as well. In
view of this, and since the second terms in these representa-
tions are simple to evaluate, it is our belief that they may be
used to a great effect in mathematical modeling of nonde-
structive testing as well as seismology.
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The general theory of a ray-mode approach for time-harmonic responses and a wavefront-resonant
approach for transient responses of submerged structures@I-T. Lu, J. Acoust. Soc. Am.99, 114–132
~1996!# is applied to a prototype structure consisting of a cylindrical pipe, hemispherical endcaps,
a bulkhead, and a rib. The acoustic scattering returns are synthesized systematically in terms of
angular spectra of surface modes of the structural elements where bookkeeping of various spectral
objects such as ray, collective ray, modes, ray mode, resonance, etc. can be maintained. Ray
shooting and eigenray searching procedures for the guided modes of structural elements are derived.
An approximate solution for the resonances of the global submerged structure is also obtained.
Numerical examples of typical ray trajectories of these guided modes, travel times of wavefronts,
and complex frequencies of resonances are presented. ©1997 Acoustical Society of America.
@S0001-4966~97!02501-0#

PACS numbers: 43.20.Dk, 43.20.Bi, 43.20.Tb, 43.40.Rj@JEG#

INTRODUCTION

As discussed in Ref. 1, a submerged structure can be
considered as a collection of plate and shell elements when
the bulk acoustic wavelengths are much smaller than the lat-
eral dimensions of these elements. Each plate or shell ele-
ment supports some guided modes. These modes propagate
independently in an element but couple to one another at
boundaries where this element joins other elements. A con-
venient analyzing strategy is to divide the structure into sub-
regions where the waves in each subregion are treated sepa-
rately and the coupling mechanism at each junction or
joint2,3 is also analyzed separately. The total response can
then be obtained by combining these propagation results in
each subregion and coupling factors for each junction sys-
tematically by employing a ray-type approach.4–7 This ap-
proach can usually reduce the complexity of the problem
greatly. A survey of this approach and a detailed list of re-
cent publications have been given in Ref. 1.

The submerged structures are usually very complex in
practical applications. Since it is practically impossible to
compute the exact high-frequency responses of a complex
structure, one always resorts to some simplified models. In
many situations~especially in a noisy and time-varying en-
vironment!, it is then much more useful to identify and com-
pute some good physical observables than compute the total
response of the simplified model by brute force. In other
words, a characterization procedure should focus on a few
robust, key observables with good physical interpretations.
By good physical interpretation we mean that the observ-
ables should be linked to some set of spectral objects pos-
sessed of two important characteristics:~a! They are good
propagators, in the sense that they retain their unique char-
acters and remain identifiable as they propagate, and that
they are insensitive to small perturbations of the model; and
~b! they are efficient, in the sense that relatively few of them
are required to characterize the entire scattered or radiated

wave field. Examples of physical observables are travel
times of rays in early times and complex frequencies of reso-
nances in late times. Here, we examine the theory in Ref. 1
for evaluating wavefront travel times and resonant frequen-
cies in detail by numerical examples.

Consider a submerged structure consisting of a truncated
cylindrical pipe, two hemispherical endcaps, a bulkhead, and
a ring ~see Fig. 1!. Its building elements are flat plates,
spherical shells, and a cylindrical shell. The wave motion on
each individual element~when it is without truncation! can
be solved by the technique of separation of variables. But the
structure in Fig. 1 is not separable. Since the structure has
rotational symmetry about thez axis, the angular spectral
decomposition with respect to thef coordinate is applicable
to all structural elements, and the overall response can be
synthesized in terms of thef spectra. Also, a local guided
mode representation~where the modes in the endcaps, ring,
pipe, and bulkhead are defined along ther coordinate,z co-
ordinate,r coordinate, andz coordinate, respectively! satis-
fies the full elastic equations and boundary conditions at the
surfaces of the plate or shell elements. Using a combination
of guided modes and angular spectra, the problem is reduced
to a ‘‘one-dimensional’’ problem in the remaining coordi-
nate, which isr for the bulkhead and the ring,u for the
endcaps, andz for the pipe. Since the original structure is not
separable, the local separability has been assumed here when
the guided modes on shell/plate elements have been em-
ployed. For convenience, we will denote the commonf co-
ordinate of all structural elements by ‘‘w,’’ the normal coor-
dinate to the surface of each plate element by ‘‘u,’’ and the
remaining~third! coordinate of each plate or shell element by
‘‘ v ’’ in later formulations and discussions.

The solution in the remaining coordinate ‘‘v ’’ is not
truly a one-dimensional problem because sources and receiv-
ers do not usually lie on the hull surface. However, we can
project sources and receivers onto the surface of the hull for
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all possible excitation and observing mechanisms. Consider
as an example a leaky mode of a fluid loaded shell element.
With a given angular spectrum, the mode can radiate into the
surrounded fluid~and vice versa! through a specific angle
determined by the phase matching mechanism. Thus, any
point on the surface of the shell element can be extended into
the surrounding fluid following the radiation trajectory of the
corresponding leaky mode. By reciprocity, sources and re-
ceivers in the fluid can be projected onto the hull. Then, the
reduced problem in ‘‘v ’’ coordinate becomes one dimen-
sional. The essential feature of this formulation is that the
system equations become algebraic. The solution to this re-
duced one-dimensional problem can be synthesized by trav-
eling waves to include all possible coupling phenomena, by
composite reflection and transmission matrices, by
resonances,8–12 or by a more flexible arrangement which re-
tains some traveling fields, and account for the remaining
ones collectively through use of modified collective reflec-
tion and transmission matrices and/or through use of some
resonant modes.13–15These ideas have been developed in our
previous work1 and will not be repeated here. This paper will
focus on the evaluation of travel times of wavefronts and
complex frequencies of resonances. Simple, efficient, and ro-
bust procedures can be obtained in the reduced ‘‘one dimen-
sional’’ domain. Section I describes the spectral approach for
canonical configurations. Using these results, the original
nonseparable structure is reduced to a one-dimensional prob-

lem in ‘‘v ’’ coordinate. In Sec. II, ray shooting and eigenray
searching procedures and global resonant conditions are for-
mulated. Numerical examples of typical ray trajectories of
these guided modes, travel times of wavefronts, and complex
frequencies of resonances are presented in Sec. III. Conclud-
ing remarks are made in Sec. IV.

I. SPECTRAL APPROACH FOR SEPARABLE
CONFIGURATIONS

Based on the local separability assumption, the classical
spectral approach for separable configurations is employed
as the basic building blocks of our approach. Here, the gen-
eral considerations in Ref. 1 are now applied to two sepa-
rable geometrical configurations, which can serve as proto-
type models for acoustic scattering from submerged
structures; specifically, the spherical and cylindrical shells
model endcaps and the hull, respectively, of the structure in
Fig. 1. Without loss of generality, the discussion of Green’s
function formulation for thin plates is omitted because the
bulkhead and the ring formed by plate elements do not con-
tact with the surrounding fluid and, hence, only source-free
solutions are required for the scattering problem. In order to
highlight the fact that the procedure can be applied to all
separable configurations, some of the results are listed in a
tabular format.The relevant formulas in Ref. 1 will not be
duplicated here but will be referred to as „1.x… through-
out this paper.

The coordinate systems, three-dimensional wave equa-
tions, and boundary conditions for the cylindrical and spheri-
cal configurations are first shown in Table I. Note that ‘‘a’’
is the shell radius and ‘‘Z’’ is the shell impedance. The two
one-dimensional problems in the~‘‘ u’’, ‘‘ v ’’ ! coordinates
and their solutions are summarized in Tables II and III, re-
spectively. In the radius coordinate ‘‘u’’ ~see Table II!, the
domain extends from the shell surface~radiusa! to infinity.
In high frequencies, the turning point is assumed to be less
than the radius and hence the simple WKB solution in~1.26!
is valid everywhere in the domain of interest:a<u,`. The
reflection coefficientGu1 contains the resonant poles which

FIG. 1. A structure consists of a finite cylindrical pipe with a ring, a bulk-
head, and two hemispherical endcaps. The parameters used for computation
are also shown.

TABLE I. The coordinate system, wave equations, and boundary conditions for cylindrical and spherical shells.

Configuration
Coordinate

Cylindrical shell Spherical shell

u5r, v5z, w5f u5r , v5u, w5f

3-D wave equations F1u ]

]u
u

]

]u
1

1

u2
]2

]v2
1

]2

]w21k2GG
52

1

u
d~u2u8!d~v2v8!d~w2w8!

1

u2
]

]u
u2

]

]u
G1

1

u2 sinv
]

]v
sinv

]

]v
G

1
1

u2 sin2 v
]2

]w2G1k2G

52
1

u2 sinv
d~u2u8!d~v2v8!d~w2w8!

u-coordinate G5Z
]G

]u
at u15a; Radiation condition atu2 5 `

Boundary
conditions

v-coordinate Radiation condition atv1,256` Finiteness condition atv1,250,p

w-coordinate Periodicity condition:
]G

]w
50 at uw2w8u5p

67 67J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 I-Tai Lu and Y. Q. Yao: Rays for submerged structures



correspond to guided waves on the structure~shell! surfaces.
In the lateral domain ‘‘v ’’ ~see Table III!, the solution

for the cylindrical configuration is exact. Regarding the
spherical shell, there are two turning points and the WKB
solution in~1.26! is valid between the two turning points but
is not valid near the turning points or in the shadow regions.
However, a uniform asymptotic approach using Airy func-
tion in these regions is straightforward16 and is omitted here.
Also, note that the scattering problem of a spherical shell
insonified by a point source is intrinsically two dimensional
because of the rotational symmetry about the axis passing
through source and center of the structure. Here, we pur-
posely formulate the problem in a three-dimensional format
so that we can use these results in later sections for truncated
spherical shells which can model endcaps. Because we are
interested in high frequencies and far zones, the wave motion
in this coordinate is better represented in terms of traveling

waves, as in~1.9!. For the cylindrical shell,~1.9! is reduced
to the original form in~1.4! or in ~1.26! because both reflec-
tion coefficients~Gv1 andGv2! are zero~see the first row of
Table I in Ref. 1!. For the spherical shell,gv

( j ) can be repre-
sented in terms of the power series expansion in~1.9! and
can further be decomposed into four ray species~denoted by
the subscripta! as shown in the last row of Table III.

The one-dimensional problems in the azimuthal coordi-
nate~‘‘ w’’ or f! for both cylindrical and spherical configu-
rations are governed by the equation

S d2

dw2 1lwDgw52d~w2w8!, ~1!

and the periodicity condition

dgw
dw

50 at uw2w8u5p. ~2!

TABLE II. One-dimensional characteristic problem in the radius domain (u).

Configuration Cylindrical shell~u5r! Spherical shell (u5r )

Equation F dduu d

du
1~k22lv!u2

lw
u Ggu52d~u2u8! F dduu2 d

du
1k2u22lvGgu52d~u2u8!

Boundary condition
gu5Z

]g

]u
at u15a; Radiation condition atu25`

p andgu
2 in ~1.23! p5u, gu

25(k22lv)2(lw20.25)/u2 p5u2, gu
25k22lv/u

2

Gui in ~1.25! Gu250; Gu15H2i
~iguZ11!/~iguZ21!

if Alw20.25

k22lv
:u1

uti in ~1.25!
ut15maxFAlw20.25

k22lv
,u1G ; ut25` ut15maxFAlv

k
,u1G ; ut25`

Representation in~1.12! with J51 gu
(0)5Cuu

i u*u
u8gu(t)dtu, Ru

(1)5CuGu1u
i $*ut1

u
1*ut1

u8 %gu(t)dt

TABLE III. One-dimensional characteristic problem in the lateral domain (v).

Configuration Cylindrical shell (v5z) Spherical shell~v5u!

Equation F d2dv21lvGgv52d~v2v8! F ddv sinv d

dv
2

lw
sinv

1lv sinvGgv52d~v2v8!

Boundary condition Radiation condition atv1,256` Finiteness ofgv at v1,250,p

p andgv
2 in ~1.23! p51, gv

25lv p5sinv, gv
25lv10.252(lw21/4)/sin2 v

Gv i in ~1.25! Gv15Gv250 Gv15Gv252 i

v t i in ~1.25! v t152`, v t25`
vt15ut , vt25p2ut ; ut[sin21Alw20.25

lv10.25

Representation in~1.9!

gv5(
m50

`

gm
~m!

gv
~m!5(

a51

4

gva
~m!

Cv andLv are in ~1.26!

gv52
uuAlvuv2v8u

2iAlv

gv1
~m!5Cv~2 i !2m exp iFUE

v

v8
gv dtU12mLvG

gv2
~m!5Cv~2i!2m11 exp iFHE

vt1

v

1E
vt1

v8Jgv dt12mLvG
gv3

~m!5Cv~2i!2m11 exp iFHE
v

vt2

1E
v

vt2Jgv dt12mLvG
gv4

~m!5Cv~2i!2~m11! exp iF2UE
v

v8
gv dtU12~m11!LvG
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The equation in~1! has already been in the standard form as
shown in~1.22!, and its exact solution is

gw52
cosAlw~p2uw2w8u!

2Alw sin~pAlw!
. ~3!

If the wave motion in this coordinate is represented in terms
of traveling waves as in~1.9!, the Green’s function can be
decomposed into two ray species denoted by the subscriptb:

gw5 (
n50

x

gw
~n! , gw

~n!5 (
b51

2

gwb
~n! ,

gw1
~n!5

i

2Alw

eiAlw@~2n11!p2uw2w8u#, ~4!

gw2
~n!5

i

2Alw

eiAlw@2np1uw2w8u#.

Using the results from Ref. 1, the amplitudes and phases
in ~1.27! for the ray and the remainder integrals can be ob-
tained and are summarized in Table IV. Here, the symbol
~l ! representing all possible subscripts such as ‘‘jmn’’ in
~1.27! can then be clearly defined here. First, the superscript
( j ) for the ‘‘u’’-coordinate traveling wave representation in
~1.17! is deleted because only onegu

( i ) term is required~also
see Table II!. Second, the superscript (m) for the ‘‘v ’’-
coordinate traveling wave representation in the cylindrical
shell ~but not in the spherical shell! is also deleted because
no ray expansion is needed. Third, the indexn in the ‘‘w’’
coordinate remains intact for both cylindrical and spherical
shells as shown in Eq.~4!. Finally, in addition to the super-
scripts (n) or (mn), we need the subscriptsa to describe
different ray species in the ‘‘v ’’ coordinate for the spherical
shell and the subscriptb to describe different ray species in
the ‘‘w’’ coordinates for both configurations~see Table IV!.

TABLE IV. The three-dimensional Green’s functionG.

Configuration Cylindrical shell Spherical shell

Representation
G5(

n50

`

(
b51

2

@Gb
~n!1Rb

~n!# G5(
m50

`

(
n50

`

(
a51

4

(
b51

2

@Gab
~mn!1Rab

~mn!#
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TABLE V. The mode wave numbers.

Modes
Spherical
shell ~j!

Cylindrical
shell (kz)

Rib
~kr!

Bulkhead
~kr!

Compressional 6.387 040 6 1.158 659 9 1.159 711 7 1.159 710 8
wave 1j0.050 068 3 1j0.000 580 7 1j0.0 1j0.0

Torsional 11.035 309 6 1.974 405 3 1.974 405 3 1.974 405 3
wave 1j0.0 1j0.0 1j0.0 1j0.0

Bending 51.608 295 1 9.141 861 6 11.850 343 5 12.111 225 3
wave 1j0.0 1j0.0 1j0.0 1j0.0

First leaky 2.618 998 7 0.475 081 3 0.0 0.0
bending wave 1j48.419 589 1j8.695 920 3 1j11.603 856 6 1j11.870 156 9
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Note that the resonant denominatorD in ~1.27! is the de-
nominator ofGu1 ~i.e., iguZ21!.

II. FORMULATIONS

Figure 1 shows the structure and relevant parameters
used for numerical computation. The structure consists of a
finite cylindrical pipe with a ring, a bulkhead, and two hemi-
spherical endcaps. In this section, we will show some typical
ray trajectories, wavefront travel times, and complex reso-
nant frequencies.

A ray trajectory can be specified by its phase term. A
typical phase term@see~1.28!# is

w5ww1wv1wu , ww[mDf,

wv[E
pipe

gv dv1E
endcaps

gv dv1E
bulkhead

gv dv

1E
rib

gv dv, ~5!

wu[E
source

gu du1E
receiver

gu du,

wherewI , I5u,v,w, denotes the phase changes in the ‘‘I ’’
coordinate. Here,gu and gv are the wave number in theu
andv coordinates, respectively, andm is the wave number in
the common azimuthal coordinate ‘‘f’’ or ‘‘ w.’’ The total
increment of the azimuthal angle is denoted byDf. The
lower limits of the ‘‘v ’’ integrals in Eqs.~5! denote the pro-
jection of all possible ray segments onto the ‘‘v ’’ coordinate
of the related structure elements. The lower limits~‘‘source’’
and ‘‘receiver’’! of the ‘‘u’’ integrals denote the ‘‘u’’ pro-
jection of ray segments in water for excitation and re-
radiation, respectively. The wave numbergu and gv in the
integrands are chosen according to their corresponding
modes and structure elements.

The eigenray search is furnished by solving the follow-
ing stationary phase condition:

dw

dm
50, at m5ms , gv5gvs , gu5gus . ~6!

Note that the mode wave numbergv of a corresponding
structure mode is a function of the azimuthal spectral vari-
ablem. Thus, ifm is fixed, the correspondinggv’s are fixed
and the corresponding radius wave numbergu is also deter-
mined. In other words, the ray phase in Eqs.~5! is a function
of the spectral variablem which can be considered as the ray
parameter. The stationary phase condition in Eq.~6! deter-
mines the unique ray parameterms and hence the eigenray if
the double derivative of the phasew with respect tom atms is

FIG. 2. The loci of the modal wave numberkz of a fluid loaded cylindrical shell as the azimuthal wave numberm changing from 0 to 8:~a! Compressional
wave,~b! torsional wave.

FIG. 3. Two typical ray trajectories on the bulkhead:~a! m50.3; ~b! m51.2. FIG. 4. Two typical ray trajectories on the ring:~a! m50.2; ~b! m54.7.
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not equal to zero.~If the double derivative of the phasew is
also zero but the triple derivative of the phasew is not zero,
the receiver is located at a caustics.! In the eigenray search-
ing procedure, any root searching routine can be employed to
find the ray parameterm by solving Eq.~6!. The travel time
of a ray arrival~wavefront! can be obtained by differentiat-
ing the phase term in Eqs.~5! with respect to the angular
frequencyv when the ray parameterm is chosen to satisfy
the stationary phase condition in Eq.~6!.

A ray tracing procedure can also be obtained based on
the stationary phase condition in Eq.~6!. In the ray tracing
procedure, the ray parameterm is specified, and the ray tra-
jectory is yielded by solving for the increments in ‘‘u’’ and
‘‘ v ’’ coordinates with a small increment in ‘‘f’’ coordinate.
Consider a small incrementDf of the azimuthal angle for a
given ray parameterm. The increments in theu andv coor-
dinates~i.e.,Du andDv! can then be related toDf andm by
Eq. ~6!:

Df52
dgv

dm
Dv2

dgu

dm
Du. ~7!

There are two unknowns~Du andDv! in Eq. ~7!, and we
need an additional equation to determine the two unknowns.
If the ray trajectory lies on the surface of a structure element,
Du50 andDv are uniquely determined by Eq.~7!. If the ray
is about to take off from the structure element into the sur-
rounding fluid, or about to couple into the structure element
from the fluid, the phase matching condition

gv

Dv
5

gu

Du
~8!

provides the second equation to solve the two unknowns.
Although Eqs.~7! and ~8! may be employed to trace rays
further away from the structure, we prefer to use a ray trac-
ing procedure based on the rectangular coordinate system in
far zones. This is due to the fact that the wave numbersgu
and gv are obtained based on WKB approximations in a
cylindrical or spherical coordinate system.

The complex frequencies of the structure in Fig. 1 can
be obtained by solving~1.61! or ~1.83!. Here, we will show
the results of a further simplified structure of Fig. 1: a cylin-
drical pipe with two hemispherical endcaps. The junctions
between the pipe and endcaps are assumed to be perfectly
welded. Hence, the various coupling matrices in~1.54! and
~1.55! becomes

@ tp
U,D#5@ I #, p51,2,3,4,5,

@r p
U,D#5@0#, p52,3,4, ~9!

@r0
U#5@r5

D#52 i @ I #,

where [I ] is the identity matrix and@0# is the zero matrix.
The ‘‘2i ’’ in Eqs. ~9! is the reflection coefficient at caustics.
Because there is no mode coupling, the resonant condition is
simplified as

E
U

p2U

gv,spheredv1E
0

L

gv,pipe dv5S n1
1

2Dp, ~10!

whereU andp2U are the turning points in the left and right
spherical endcaps, respectively. The twogv’s in Eq. ~10!
have to be related to the same mode, e.g., the compressional
mode, etc.

III. NUMERICAL EXAMPLES

Consider the structure in Fig. 1. In our numerical ex-
amples, the bulk compressional wave and shear wave speeds
of the structure material are 5719 and 3001 m/s, respectively.
The sound speed in the surrounding fluid is 1488 m/s. The
frequency used for computation is 94.3 kHz. Thus, the cor-
responding wave numbers of bulk compressional wave (kp),
bulk shear wave (ks), and pressure wave in water (kw) are
1.0545, 1.9918, and 3.9811 cm21, respectively. The spectral
eigenvalues in the ‘‘v ’’ coordinate of the fundamental
guided modes on the structure elements are listed in Table V
whenm50. Here,j5~lv10.25!1/2. The parametersj, kn and
kr are the wave numbers on the ‘‘v ’’ coordinate for endcaps,
pipe, and bulkhead/ring, respectively. Figure 2~a! and ~b!
show, respectively, in the complexkz plane the loci of the
compressional and torsional wave numbers of a fluid loaded
cylindrical shell as the azimuthal wavenumberm changing
from 0 to 8. Note that the scale of the imaginary part is
exaggerated in Fig. 2~b!.

We will first show ray trajectories@using ray shooting
Eqs.~7! and~8!# in each individual structure element. Figure
3 shows two typical ray trajectories on the bulkhead. Figure
4 shows two typical ray trajectories on the ring. The outer
circles in Figs. 3 and 4 represent the joints where the bulk-
head and the ring join the cylindrical pipe, respectively. The
inner circles in Fig. 3 denote the traces of turning points for
the corresponding azimuthal wave numbers~m’s!. But the
inner circle in Fig. 4 denotes the edge of the ring. For con-
venience, let the source and receiver be located at the junc-
tion where the bulkhead or the ring joins the cylindrical pipe
~i.e., the radius coordinates of both source and receiver are
5.5372 cm!. The associated turning point is drawn as a circle
with radiusR in Fig. 3 but not in Fig. 4. The total increment
of the azimuthal angle is denoted byDf. Figure 3~a! shows
a ray with smallm ~0.3!. The ray emanated from the source
propagates inwardly almost along the radius direction. It is
reflected by the caustics~the corresponding turning point is
denoted byR50.2587 cm! and propagates outwardly until
reaching the receiver. The azimuthal angle proceeded by this
ray is 198°. Figure 3~b! shows the ray with the azimuthal
wave number equal to 1.2. The associated turning point is a
circle with radius equal toR51.035 cm. The azimuthal angle
proceeded by this ray is 1001.5°. Here, we let the ray bounce
back and forth in between the joint and the caustics three
complete cycles.

In Fig. 4, the first ray denoted by ‘‘a’’ has a small azi-
muthal wave number:m50.2. Hence, the ray propagates in-
wardly almost along the radius direction and reflected at the
edge~truncation! of the ring. The azimuthal angle proceeded
by this ray is 1.28°. Note that the associate turning point is
0.17 cm, which is smaller then the radius of the truncation of
the ring, i.e., 4.7 cm. Therefore, the ray is reflected by the
truncation before reaching the turning point. The second ray
denoted by ‘‘b’’ has a large azimuthal wave number:m54.7.
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The ray propagates inwardly and is reflected at the truncation
of the ring. Note that the associate turning point is 4.05 cm
which is still smaller than the radius of the truncation of the
ring, i.e., 4.7 cm. The ray cannot reach the turning point. The
azimuthal angle proceeded by this ray is 25.05°.

Figure 5 shows two typical ray trajectories on a fluid
loaded spherical shell. The source and receiver coordinates
are denoted by~r 8,u8,f8! and ~r ,u,f!, respectively. With
each ray, the two associated turning points are specified byU
andp-U, which are also shown in Fig. 5 by two circles on
the top and the bottom portions of the sphere, respectively.
The circles at the equator are not part of the ray trajectories
but only shown here for providing a three-dimensional view
of the sphere. For a smaller azimuthal wave numberm, the
elevation wave number~along the unit vectoraq! becomes
larger and the angleU of the turning point becomes smaller.
That means a ray with a smaller azimuthal wave numberm is
more likely to move up and down along the elevation direc-
tion than a ray with a larger azimuthal wave numberm, and
vice versa. This phenomenon can be seen clearly by compar-
ing Fig. 5~a! with Fig. 5~b!. Figure 6 shows two typical ray
trajectories on an infinite cylindrical shell. The source and
receiver coordinates are denoted by~r8,z8,f8! and ~r,z,f!,
respectively. For a smaller azimuthal wave numberm, the
longitudinal wave number~along z coordinate! becomes
larger. That means a ray with a smaller azimuthal wave num-
berm is more likely to propagate along the axis of the cyl-
inder than a ray with a larger azimuthal wave numberm, and
vice versa@comparing Fig. 6~a! with Fig. 6~b!#.

Having shown the ray trajectories in each individual
structure elements, one can employ the principle of local
separability and the coupling rules of waves at joints to de-
rive ray trajectories of nonseparable structures. Figure 7
shows three typical ray trajectories on an infinite cylindrical
pipe with an ring and/or an bulkhead. The ray emanated from
the source in fluid excites the compressional wave of the
cylinder. When the wave hits the joint of bulkhead or ring,
the energy will be reflected, transmitted, and coupled into the
internal structure elements. The energy propagating inside
the internal structure elements will eventually coupled back
to the fluid loaded shell and then radiate into the surrounding
fluid. Figure 7~a!, ~b!, and ~c! show rays coupled into the
bulkhead only, the ring only, and both the bulkhead and the
ring, respectively. Figure 8 shows one typical ray trajectory
on the complete structure in Fig. 1. The ray excites the com-
pressional wave at the left end cap, then propagates through
the cylindrical shell, bulkhead, and ring, and finally takes off
at the joint of the right end cap. In Figs. 7 and 8, the source
and receiver coordinate are denoted in a global rectangular
coordinate system by (x8,y8,z8) and (x,y,z), respectively.
In all cases, the ray parameter is specified bym.

Figure 9 shows a source–receiver arrangement for com-

FIG. 5. Two typical ray trajectories on a spherical shell:~a!
~r 8,u8,f8!5~8.11 cm, 70°, 0°!, ~r ,u,f!5~8.141 cm, 110°, 501.2°!,
Q523.04°,m52.5; ~b! ~r 8,u8,f8!5~10.16 cm, 70°, 0!, ~r ,u,f!5~10.64 cm,
110°, 491.8°!, Q547.37°,m54.7.

FIG. 6. Two ray trajectories on an infinite cylindrical pipe:~a!
~r8,z8,f8!5~11.64 cm, 55.5 cm, 0°!, ~r,z,f!5~11.64 cm, 13.50 cm, 320.6°!,
m53.7; ~b! ~r8,z8,f8!5~10.45 cm, 65.5 cm, 0°!, ~r,z,f!5~12.94 cm, 6.5 cm,
674.9°!, m54.7.

FIG. 7. Three ray trajectories on an infinite cylindrical pipe with an ring
and/or an bulkhead:~a! (x8,y8,z8)5~23.126 cm, 12.28 cm, 65 cm!, (x,y,z)
5~3.102 cm, 12.28 cm, 9.5 cm!, m54.55;~b! (x8,y8,z8)5~23.792 cm, 11.0
cm, 65.5 cm!, (x,y,z)5~2.268 cm, 11.42 cm, 23.5 cm!, m53.7; ~a!
(x8,y8,z8)5~23.454 cm, 11.66 cm, 56.6 cm!, (x,y,z)5~9.005 cm, 13.95
cm, 5.5 cm!, m54.2.

FIG. 8. A typical ray trajectory on the structure in Fig. 1:
(x8,y8,z8)5~2.124 cm,27.288 cm, 80.41 cm!, (x,y,z)5~7.808 cm,23.840
cm,26.322 cm!, m53.75.
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puting the travel times of wavefronts which are derived by
eigenray search using Eq.~6!. The distance between the
source and the center of the structure is 180 in. and the
distance between the receiver and the center of the structure
is 123 in. When the acoustic wave couples to the structure
wave, the incident wave can propagate either clockwise or
counterclockwise along the hull. Similarly, when the wave
takes off from the structure and couples energy into the sur-
rounding fluid, the re-radiate wave can also propagate either
clockwise or counterclockwise along the hull. Therefore, we
can define four ray species. Let the rays of the first species
have both incident and re-radiated waves propagating clock-
wise. The excitation can occur at the right endcap, the cylin-
drical pipe, or the left endcap. Similarly, the re-radiation can
occur at the right endcap, the cylindrical pipe, or the left
endcap. Figure 10 shows all possible combinations of exci-
tations and re-radiations of the first species when the angleu

FIG. 9. A source–receiver arrangement for computing the travel times of
wavefronts. The distance between the source and the center of the structure
is 180 in., and the distance between the source and the center of the structure
is 123 in.

FIG. 10. The five possible excitation and re-radiation arrangements of the
first ray species with 0°,u,90°. The corresponding ray travel times are
listed in Table VI. These rays are chosen to have gone through two reflec-
tions. One reflection occurs at the caustics of the left endcap. The other
reflection occurs at the joints between the left endcap and the pipe, between
the pipe and the bulkhead, between the pipe and the ring, and between the
pipe and the right endcap, respectively, for casesa, b, c, andd, respectively.
But for, casee, the second reflection occurs at the caustics of the right
endcap.

FIG. 11. The Lamb’s poles forL/2a51. The poles associated withm50, 1,
and 2 are denoted by asterisk, square, and triangle, respectively. The case
for a spherical shell~L50! is denoted by circle. The index ‘‘n’’ in Eq. ~10!
is listed in Table VII.

TABLE VI. Travel times corresponding to the rays shown in Fig. 10.

Species I
u

Ray

t ~ms! Fig.

18° 58.2

10~a!

24° 78.8
30° 104.7
36° 135.5
42° 170.9
48° 210.4
54° 253.3
60° 299.3
66° 347.6
68° 364.1

70° 464.9 10~b!
72° 596.9 10~c!
76° 696.5 10~d!
78° 732.3

10~e!80° 732.6
84° 733.1
90° 733.2
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in Fig. 9 varies from 0° to 90°. Without loss of generality, we
will consider motion of the compressional waves on the hull
only. The reverberations of waves between joints are also not
considered here. The travel times corresponding to the rays
in Fig. 10 are shown in Table VI. For convenience, we show
only the results withm50. The travel times of other rays can
be computed accordingly.

The complex frequencies of a cylindrical pipe with two
hemispherical endcaps are computed using Eq.~10!. Follow-
ing the terminologies in Ref. 9 for a spherical shell, the
Lamb’s poles forL/2a51, 3, and 6.673 are shown in Figs.
11, 12, and 13, respectively. Also, the Franz poles forL/2a
51, 3, and 6.673 are shown in Figs. 14, 15, and 16, respec-
tively. Here, ‘‘L ’’ is the length of the cylindrical pipe and
‘‘ a’’ is the radius of the exterior surface of the cylinder~or
the endcaps!. The radius of the interior surface is 0.9904a.
The Lame’s parameters for the material arel51.243231012

dyn/cm2, m50.792931012 dyn/cm2, and the densityr58.96
g/cm3. In Figs. 11–16, the poles associated withm50, 1, and
2 are denoted by an asterisk, square, and triangle, respec-

tively. The case of a spherical shell~L50! is also generated
and denoted by circle in Figs. 11 and 14. Note that the poles
corresponding to different azimuthal spectral variablem de-
generate for the spherical shell because of the spherical sym-
metry. In Figs. 11–16, the index ‘‘n’’ corresponds to the
standing wave pattern specified by the ‘‘n’’ in ~10! and is
listed in Table VII. The index ‘‘l ’’ in Figs. 11–16 corre-
sponds to various guided modes in the structure elements.
From Figs. 11–16, we observe that larger ‘‘L ’’ implies
smaller resonant frequencies. Also, larger ‘‘L ’’ causes larger
separations among modes with different azimuthal orderm.

IV. CONCLUSION

In the hybrid ray-mode ~wavefront-resonance!
approach,1 the acoustic scattering returns are synthesized
systematically in terms of spectra of surface modes of the
structural elements where bookkeeping of various spectral
objects can be maintained. This formulation provides a uni-

FIG. 12. The Lamb’s poles forL/2a53. The poles associated withm50, 1,
and 2 are denoted by asterisk, square, and triangle, respectively. The index
‘‘ n’’ in Eq. ~10! is listed in Table VII.

FIG. 13. The Lamb’s poles forL/2a56.673. The poles associated with
m50, 1, and 2 are denoted by asterisk, square, and triangle, respectively.
The index ‘‘n’’ in Eq. ~10! is listed in Table VII.

FIG. 14. The Franz poles forL/2a51. The poles associated withm50, 1,
and 2 are denoted by asterisk, square, and triangle, respectively. The case
for a spherical shell~L50! is denoted by circle. The index ‘‘n’’ in Eq. ~10!
is listed in Table VII.

FIG. 15. The Franz poles forL/2a53. The poles associated withm50, 1,
and 2 are denoted by asterisk, square, and triangle, respectively. The index
‘‘ n’’ in Eq. ~10! is listed in Table VII.
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fied and systematic approach for deriving mode, ray, spectral
integral, ray-mode, collective ray, eigenray–eigenmode,
wavefront resonance, etc. in both time-harmonic and time-
dependant domains. To understand the physical phenomena,
we can single out any specific physical process or treat a
particular class of processes collectively. In this paper, the
general theory is employed to analyze a canonical structure
consisting of a cylindrical pipe, two hemispherical endcaps,
a bulkhead, and a ring. Using a combination of guided
modes and angular spectra, the problem is reduced to a
‘‘one-dimensional’’ problem. The essential feature of this
formulation is that the system equations become algebraic. It
implies the local separability. Therefore, simple procedures
can be derived for computing two good physical observ-
ables: global resonant frequencies and local ray travel times.
Numerical examples show that the approach is very efficient
and robust.

We have shown numerical results of ray trajectories of
guided modes, travel times of wavefronts, and complex fre-
quencies of resonances of the canonical structure in Fig. 1.
Generally speaking, the travel time of the wavefront along a
ray can be simply determined by elementary physics if the
trajectory is defined. However, to find the ray trajectory is
nontrivial and is usually based on a trial-and-error procedure
in conventional approaches. This kind of conventional ap-

proach can become very inefficient and does not always
guarantee convergence. In our approach, the ray trajectory of
a eigenray is determined systematically by solving the sta-
tionary phase condition in Eq.~6!. Moreover, the difficulty
of ray proliferation is overcome because systematic book-
keeping and alternative representations are available. The
complex resonant frequencies for an elongated cylindrical
shell with hemispherical endcaps are, to the best of our
knowledge, derived for the first time by a ray approach. A
longer cylindrical pipe implies smaller resonant frequencies
and also causes larger separations among resonances with
different azimuthal orderm.

As mentioned in Ref. 1, the accuracy of our results de-
pends on the validity of the following three subapproaches of
the problem:~a! modal solutions for each plate or shell com-
ponent; ~b! the ray method employed; and~c! coupling at
junctions. In our numerical examples, condition~a! is satis-
fied because each component of the structure in Fig. 1 is
separable if it is without truncations. Condition~c! is also
satisfied because of similar reasons, and a detailed work has
been published in Ref. 2. Regarding condition~b!, it is well
known that the ray approach is valid in high-frequency re-
gimes. To quantify these parameter regimes, one has to com-
pare ray results with benchmark results using canonical ex-
amples such as spherical shells where rigorous approaches
exist. From our experiences, the field magnitude result is
accurate within 5% error whenka.5. However, the ray
travel time result is accurate within 5% error whenka.3. A
lot of times, accurate travel time results can be obtained even
with ka,3. Although the results in Figs. 11–16 are in the
low-frequency range of this type of structure, the results is
quite accurate except for very smallka. For the spherical
shell ~see Figs. 11 and 14!, the problem is separable and our
approach is rigorous. For the elongated cylindrical shell~see
Figs. 11, 12, 15, and 16!, the resonant frequencies obtained
by the ray-type approach are accurate within 5% error when
ka.3 using a conservative assessment. Note that, in a low-
frequency range, computation of resonant frequencies for
this canonical structure can be made using pure numerical
methods, e.g., the Helmholtz integral equation based bound-
ary element–finite element method wherein the fluid-
structure system matrix is set up and the complex eigenval-
ues can be accurately extracted. The present method also sets
up its Matrix–Green’s function and extracts the eigenfre-

FIG. 16. The Franz poles forL/2a56.673. The poles associated withm50,
1, and 2 are denoted by asterisk, square, and triangle, respectively. The
index ‘‘n’’ in Eq. ~10! is listed in Table VII.

TABLE VII. The index n for Figs. 11–16.

Fig. 11
~L50!

Fig. 11
(L52a) Fig. 12 Fig. 13

Fig. 14
~L50!

Fig. 14
(L52a) Fig. 15 Fig. 16

m50 n52–9 n52–9 n51–9 n52–9 n53–9 n53–9
l51 m51 n51–9 n52–9 n51–9 n51–9 n51–9 n51–9 n52–9 n53–9

m52 n51–9 n51–9 n51–9 n51–9 n53–9 n54–9

m50 n53–9 n55–11 n54–9
l52 m51 n54–9 n53–9 n54–11 n54–9

m52 n52–9 n55–9 n56–11

m50 n55–9 n57–11 n55–11
l53 m51 n55–9 n54–9 n56–11 n55–9

m52 n53–9 n56–11
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quencies therefrom. The two approaches sound similar but in
fact are very different. First, the dimension of the system
matrix obtained from numerical approaches is very large. It
increases with the cube of frequency. But the dimension of
the system matrix obtained from our approach is very small
and is independent of frequency. Second, the numerical ap-
proaches have to work on a three-dimensional structure but
our approach work on a reduced one-dimensional structure.
Finally, numerical approaches cannot identify or separate an
individual wave mechanism but our approach can. It is also
interesting to see that a high-frequency approach can still
yield quite accurate estimations of resonant frequencies in
low frequencies.
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Spatial resolution of diffraction tomography
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Diffraction tomography is an imaging technique applicable to crosshole seismic data and aimed at
achieving optimal spatial resolution away from the borehole. In principle the method can form
acoustic images equivalent to extending acoustic well logs away from the wellbore and into the
formation with a spatial resolution less than one wavelength of the radiation employed to gather the
crosshole data. This paper reports on the capability of diffraction tomography to produce
high-resolution reconstructions of simple targets from limited-view-angle data. The goal is to
quantify the resolution and velocity-reconstruction capability of diffraction tomography with
realistic source–receiver geometries. Simple targets~disks and low-contrast sequences of layers! are
used for this study. The scattering from these targets can be calculated without approximation,
making them ideal test cases for the algorithm. The resolution capability of diffraction tomography
is determined to be on the order of one wavelength for several experimental geometries. It is shown
that the image-formation characteristics of diffraction tomography, in terms of its ability to
determine object boundaries and velocities, are closely related to the experimental geometry.
Reflection and vertical seismic profiling~VSP! experiments tend to reproduce boundaries well,
while crosshole experiments give the best overall reconstruction of both target boundaries and
velocity. The quantitative accuracy of the velocity reconstruction depends upon the match between
the spatial-frequency content of the object and the spatial-frequency response of the algorithm. For
some targets, the velocity cannot be correctly reproduced from limited-view-angle data. ©1997
Acoustical Society of America.@S0001-4966~97!04812-1#

PACS numbers: 43.20.Fn, 43.40.Ph@ANN#

INTRODUCTION

Theoretically, diffraction tomography is a geophysical
imaging technique with high potential to achieve maximum
spatial resolution with minimum image distortion for cross-
well seismic data. The method may also be applicable to
acoustic imaging in medicine~Geliuset al., 1991!. In sum, it
is a scheme which at least theoretically would effectively
extend acoustic well logs away from the wellbores and into
the interior of reservoirs. We anticipate that practical success
in achieving this goal would result in more efficient exploi-
tation of existing hydrocarbon reservoirs. It remains to de-
velop diffraction tomography into a form in which its full
imaging potential may be applied to real reservoirs.

In its present form~Devaney, 1984; Wu and Tokso¨z,
1987!, diffraction tomography is a scheme for imaging a
target of arbitrary shape and structure immersed in a uniform
medium. If the velocity contrast and size of the target are not
too large@Eq. ~3! below#, then an image of the target can be
directly reconstructed that is exact within the limitations of
~1! source and receiver geometry and~2! the wavelength of
the illuminating radiation.

In this form, diffraction tomography provides a theoreti-
cal ‘‘laboratory’’ in which we can explore all aspects of im-
age formation for synthetic data, for arbitrary source and
receiver geometries such as crosshole transmission, vertical
seismic profiling~VSP!, and surface seismic. Several authors
~e.g., Devaney, 1984; Wu and Tokso¨z, 1987; Loet al., 1988;
Gelius et al., 1991! have studied the ability of diffraction
tomography to image point targets and disks. Others have
examined more complicated targets~Pratt and Worthington,
1988!. We have attempted to provide a more quantitative

characterization of the performance of diffraction tomogra-
phy by studying its resolution and its ability to reconstruct
target velocity from limited-view-angle data.

There is no obvious aspect of diffraction tomography
that restricts its application to particular structures. We ex-
pect that, at least for synthetic data, diffraction tomography
will produce wavelength-scale resolution for arbitrary dip
angles and complex structures, provided source and receiver
geometry is appropriate.

Diffraction tomography constructs an image for each
separate frequency. Data taken at many frequencies, formed
for example from time-domain data, can be used to provide
an enhanced image, and in this way the final image corre-
sponds to inverting full time-domain data.

As a processing scheme, diffraction tomography treats
equally all types of events: reflections, refractions, and dif-
fractions. This is in contrast to other imaging methods such
as

~1! reflection imaging~Lazaratoset al., 1991, 1992; Stewart
and Marchisio, 1991!, which in its present form uses
only data from reflections coming from beneath the
source and receiver,

~2! traveltime tomography~Bregmanet al., 1989!, which
uses only the first arrival time for each recorded
wavetrain, and

~3! crosswell logging~Krohn, 1990!, which uses only the
information from guided waves transmitted through lay-
ered formations between boreholes.

Of course, the classical filtered-backpropagation diffraction
tomography algorithm~Devaney, 1984; Wu and Tokso¨z,
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1987! we study in this paper is limited to the case of weakly
scattering inhomogeneities in a uniform background me-
dium, with evenly spaced sources and receivers. The aim of
this paper is to study generic features of diffraction tomog-
raphy, such as its spatial resolution, sensitivity to experiment
geometry, and range of validity as the target scattering
strength is varied. The principles learned from this study
should apply to more complex diffraction tomography algo-
rithms that can be used in situations in which, for example,
the background velocity is not constant.

In this paper we discuss the task of imaging a disk-
shaped target and a system of layers. Each target is assumed
to be immersed in a uniform background medium. For these
idealized problems we give a detailed analysis of the roles in
image formation of

~1! reflection and transmission events,
~2! source and receiver geometry, and
~3! the achievable horizontal and vertical spatial resolution.

The scattered wave field for each object we study is
calculated exactly, without making use of a weak-scattering
assumption. This allows us to study the effects of target size
and velocity contrast on the imaging ability of diffraction
tomography, which is based upon a weak-scattering~Born!
approximation.

In the present work we can completely separate the ef-
fect of the background properties of the host medium from
other imaging distortions. This separation is, of course, more
difficult to achieve for nonuniform background velocities.
This issue is explored by Devaney and Zhang~1991!; Dick-
ens ~1992, 1994!; Gelius ~1995!; Harris and Wang~1996!;
and Reiter and Rodi~1996!.

I. THE COMPLEMENTARY NATURE OF TRAVELTIME
AND DIFFRACTION TOMOGRAPHY

As stated in the Introduction, in its present form, diffrac-
tion tomography is an algorithm for imaging weakly scatter-
ing, isolated structures embedded in a medium of constant
velocity. @By weakly scattering, we mean a small object with
relatively low velocity contrast with respect to the back-
ground, as in Eq.~3! below.# However, these conditions will
rarely be met in real reservoir imaging situations. The algo-
rithm will have to be extended to the case of weakly scatter-
ing structures embedded in an arbitrary background medium.
The two-dimensional velocity structure of the background
medium will be required as an input to the algorithm, and a
natural way to obtain these velocities is with traveltime to-
mography@see, for example, Bregmanet al. ~1989!#.

The application of traveltime tomography does not de-
pend upon any assumptions about the strength of the scatter-
ing of a target, nor does it require careful selection of an
input velocity model. It therefore provides an excellent
means of obtaining the velocity structure of the imaged area
with little a priori information. However, the spatial resolu-
tion of traveltime tomography appears to be controlled by the
size of the Fresnel zone of the incident radiation~William-
son, 1991; Williamson and Worthington, 1993!. This size
exceeds a wavelength for typical applications.

We will see below that diffraction tomography can pro-
vide resolution on the order of one wavelength or less. Given
the need of diffraction tomography to be given good input
velocity information, it is natural to envision beginning with
traveltime tomography, and using its velocity reconstruction
as the input for diffraction tomography, which would then
improve upon the resolution of the traveltime tomography
image. The two methods complement each other well; trav-
eltime tomography yields velocities from virtually any start-
ing model, with relatively lesser spatial resolution, while dif-
fraction tomography, for an acoustic medium with weakly
scattering inhomogeneities, provides better resolution, while
requiring good input velocity information. In essence, trav-
eltime tomography yields the low-spatial-frequency~or wave
number! part of the object spectrum, and diffraction tomog-
raphy yields the high-frequency part.@See Pratt and Goulty
~1991! for an example of the use of traveltime tomography to
provide the initial velocity estimate for a wave-equation
based imaging algorithm.#

II. BASIC THEORY OF DIFFRACTION TOMOGRAPHY

Diffraction tomography is based on the ability to recon-
struct an object from its Fourier spectrum, and the observa-
tion that, in the Born approximation, the object’s spectrum
can be simply related to measurements of the acoustic field
scattered from it. That is, diffraction tomography uses the
simple Fourier relationship

O~r !5
1

~2p!2
E E dKÕ~K !eiK–r, ~1!

where

O~r !512
C2

C2~r !
, ~2!

with C the background velocity andC(r ) the velocity atr .
Here,O(r ) is called the ‘‘object function,’’ and represents
fluctuations in velocity about the constant background value,
which become the sources of scattered waves.Õ(K ) can be
related to the scattered field in the Born approximation, and
Eq. ~1! then gives a reconstruction of the object function.
The Born approximation holds when~Kak and Slaney, 1988!

dC

C

D

l
!1, ~3!

wheredC/C is the relative velocity contrast andD is a mea-
sure of the size of the scattering region.

If Õ(K ) were known for allK , the object could be per-
fectly reconstructed. However, for a finite bandwidth and for
source–receiver geometries that are physically realizable, it
is possible to determineÕ(K ) in only a comparatively small
region of wave-number space.

Consider first a crosshole experiment with geometry
shown in Fig. 1~a!. ~We will consider multi-frequency ex-
periments later.! If k052p/l is the wave number of the
acoustic field, then the wave vectorK hasx and z compo-
nents given by

Kz52k0~cosu1cosf!, ~4!
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Kx5k0~sin f2sin u!, ~5!

whereu andf are defined in Fig. 1~a!. Using these equa-
tions and assuming that the boreholes are infinite in length
(0°<(u,f)<180°), it can be shown that the coverage
would be a ‘‘figure eight’’ as shown by the blackened area in
Fig. 2~a! ~Devaney, 1984!. ~If one were able to completely
surround the object being imaged, obtaining both reflection
and transmission data, the outer circle of radius 2k0 would
be completely covered.! In practice, the boreholes are finite
in extent, which has the effect of reducing the coverage to a
lenticular region~Lo et al., 1990!, as is shown in Fig. 2~b!.
This reduces the resolution that can be achieved and also
substantially affects the accuracy of the velocity reconstruc-
tion, as will be discussed further in a later section.

Figure 1~b! and~c! show the geometries for surface seis-
mic and offset vertical seismic profiling~VSP!. Fig. 2~c! and
~d! show the corresponding coverages obtained~solid dia-
grams! in these cases. These coverages are again for finite
source and receiver line lengths. Note the poor coverage in
the surface seismic case, especially in theKx direction. If the
object is lossless@O(r ) is real#, then the conjugate symmetry
of the wave-number-space data„Õ(2K )5Õ* (K )… auto-
matically extends the coverage to the crosshatched regions
shown in Fig. 2~c! and ~d! ~Devaney, 1984!.

In this paper, the filtered backpropagation reconstruction
algorithm for line sources described in Wu and Tokso¨z
~1987! was implemented using the fast Fourier transform,
which yields an algorithm of asymptotic orderN3 logN,
whereN is the number of sources and receivers.~A formu-
lation in terms of the FFT is apparently not possible for the
VSP reconstruction; the algorithm is of orderN4.! Recon-

struction proceeds quickly on a Sun SPARCstation 11
workstation, requiring only approximately 15 s per fre-
quency whenN564.

III. SPATIAL RESOLUTION

We next examine the spatial resolution attainable by dif-
fraction tomography. The natural way to study this problem
is to examine the image of a point target~one much smaller
than a wavelength!. Resolution isdefinedhere as the full
width at the half-amplitude point of the point-target response
function.

The point target scattering data were generated by the
same technique used to calculate the scattered data from a
disk ~see the Appendix!. Parameters for the point–target
simulations are shown in Table I~note that only 64 sources
and 64 receivers are used for the VSP case because of its
greater computational requirement!. The source and receiver
spacings are both set at the Nyquist distance, as they are in
all calculations presented in this paper. The point target, ac-
tually a disk of size much smaller than a wavelength, is
given a small velocity contrast with the background medium

FIG. 1. Experimental geometries considered in this paper.

FIG. 2. Wave-number-space coverage diagrams for~a! crosshole experi-
ment with infinite borehole length,~b! crosshole experiment with finite bore-
hole length,~c! surface seismic experiment, and~d! VSP experiment. Cross-
hatched areas show additional coverage obtained using conjugate symmetry
of the object function.

TABLE I. Point target simulation parameters.

Parameter Value

Number of sources and receivers 128~64 for VSP!
Background velocity 6000 ft/s~1829 m/s!
Target velocity 6006 ft/s~1831 m/s!
Frequency 200 Hz

Source and receiver spacing l/2
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~6006 ft/s in a 6000 ft/s background! to insure that strength-
of-scattering effects do not influence the calculations. The
diffraction tomography images were oversampled by a factor
of two to allow more accuracy in measuring the resolution.

The resolution was studied for crosshole, VSP, and sur-
face seismic geometries. Table II shows the geometrical pa-
rameters used for these cases, and the resolution measured
for each. The resolution is given for a centrally located target
for each geometry; the target positions are indicated in the
table. Coordinates are defined such that thex axis is parallel
to the surface.

For the crosshole case, as expected, the resolution is
significantly poorer in thex direction because of poorer cov-
erage in the lateral wave numberKx . In general, the resolu-
tion is approximately 1.1l in x and 0.3l in z, relatively
independent of target location. The resolution depends on the
amount of the figure-eight coverage@Fig. 2~a!# that can be
covered, and will therefore depend on the length of the
source and receiver lines. Larger aspect ratios~the aspect
ratio is defined as the ratio of the length encompassed by
sources and receivers to well separation! provide more angu-
lar coverage and hence better resolution.

The resolution achieved with surface seismic data is ex-
pected to be best in the vertical direction, and this is found to
be true, with thex resolution being 0.5l, and thez resolution
0.2l, with the target located centrally with an aspect ratio of
3.2:1. However, while thez-direction response falls off very
quickly, there are sidelobes which rise to approximately the
half-amplitude level. The overall width is then approxi-
mately 1.5l.

The VSP experiment gives a resolution of 0.3l in both
x andz, for the target at the center of the area defined by the
source and receiver arrays~aspect ratio of 1:1!. As required
by the symmetry of this position, the resolutions in thex and
z directions are equal. Hence the VSP experiment provides
the best overall resolution; however, we will see that it does
a poor job of reconstructing the velocity of finite-size targets.

We reiterate that, for the crosshole experiment, the area
actually covered is lenticular in shape, as in Fig. 2~b!. We
will later show that this partial coverage of the ‘‘figure-
eight’’ region available in this experiment has a great effect
on the ability of the algorithm to correctly reconstruct veloci-
ties.

IV. PERFORMANCE WITH DISK TARGETS

The algorithms were also tested on a variety of disk
targets~cylinders in three dimensions!. These tests provide
insight into the range of validity of the Born approximation
as an image reconstruction tool, and on the ability of the
algorithms to image a larger target. It is possible to calculate
exactly the field scattered from a disk~see the Appendix!,
thereby making the reconstruction a valid test of the Born
approximation. Parameters for these simulations are shown
in Table III.

Figure 3~a!–~c! shows slices through reconstructions of
a disk target of radius 1l, for dC/C55%, for the crosshole,
surface seismic, and VSP geometries, respectively. For the
crosshole experiment, the reconstruction of the shape and
velocity are both quite good. The surface seismic experiment
locates the disk boundaries, but does a very poor job of es-
timating the velocity. This is not unexpected since only high-
frequency components of the wave-number space are avail-
able @see Fig. 2~c!#, so low-frequency features like the
average velocity are poorly reconstructed. This also holds
true for the VSP experiment, which finds the boundaries but
not the average velocity.

An understanding of the comparative properties of the
disk images can be obtained from the spatial-frequency cov-
erage diagrams of Fig. 2. The VSP and surface seismic ex-
periments provide no coverage near zero spatial frequency,
so they cannot faithfully reconstruct the average velocity of
the disk. They do, however, adequately sample the high-
frequency content, and therefore can reconstruct the posi-
tions of the disk boundaries. The cross-hole experiment pro-
vides the best overall coverage, and this is reflected in the
target image; both the target boundary and velocity are mod-
erately well determined.

Figure 4 shows slices through a disk of radius 2l with a
5% velocity contrast. The definition of the disk boundaries is
good, and one can see that, as expected, the vertical resolu-
tion is substantially better than the horizontal resolution. As
seen before in Fig. 3~a!, the velocity contrast is not com-
pletely accurately reconstructed.

To demonstrate the effects of variations in velocity con-
trast and target size on the validity of the Born approxima-
tion, Fig. 5 shows horizontal slices through reconstructions
of disk targets of radius 1l and 2l, for dC/C55%–20%,
for the crosshole geometry. Note that even for the smallest,
most weakly scattering disk the velocity is not correctly re-
produced. The Born approximation has clearly failed for the
larger target with a 10% velocity contrast, for which

TABLE II. Diffraction tomography resolution.

Number of sources and receivers 128~64 for VSP!
Source and receiver spacing l/2

Crosshole, target at center of imaged rectangle
Borehole separation 20l

Aspect ratio 3.2:1
Resolution (x,z) 1.1l30.3l

Surface seismic, target 10l below center of surface array
Aspect ratio 3.2:1

Resolution (x,z) 0.5l30.2l

VSP, target at center of imaged square

Aspect ratio 1:1
Resolution (x,z) 0.3l30.3l

TABLE III. Disk target simulation parameters.

Parameter Value

Number of sources and receivers 128
Background velocity 6000 ft/s~1829 m/s!

Frequency 200 Hz
Well separation~crosshole! 600 ft ~183 m!
Well depth~crosshole! 1906 ft ~581 m!

Source-receiver line length~surface seismic! 1906 ft ~581 m!
Well depth and offset~VSP! 1906 ft ~581 m!
Source and receiver spacing l/2
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dC

C

D

l
50.4. ~6!

This behavior is consistent with Eq.~3!. It is perhaps note-
worthy that the Born approximation works so well for this

large a value of the target size and velocity contrast. For the
smaller target, the accuracy of the velocity reconstruction is
seen to decrease gradually as the contrast increases.

The failure to reproduce the velocity correctly, even
when the Born approximation should hold, arises from the
inability to obtain experimental data over all ofK space. In
fact, it is possible to predict the fraction of the actual velocity
that will result from the reconstruction by integratingÕ(K )
over the appropriate lenticular-shaped coverage regions. For
a disk of radiusa, Õ(K ) is given by

Õ~K !5
2pa

uK u
J1~ uK ua!S 12

C2

C disk
2 D , ~7!

whereJ1 is the Bessel function of the first kind of order one.
This can be integrated numerically over the appropriate cov-
erage region in wave-number space to predict the recon-
structed velocity.

Figure 6 shows plots of the predicted fraction of the
actual object function~at the disk center! that will be ob-
tained in the reconstruction of a disk target of radiusa as a
function of k0a, for various types of coverage. The cover-
ages for crosshole and surface seismic have been param-

FIG. 3. ~a! Horizontal slice through a reconstruction of a disk target of
radiusl, crosshole experiment. In all figures, the dashed lines represent the
exact velocities, and the pixel spacing is one-half wavelength.~b! Vertical
slice through a reconstruction of a disk target of radiusl, surface seismic
experiment.~c! Horizontal slice through a reconstruction of a disk target of
radiusl, VSP experiment.

FIG. 4. Horizontal and vertical slices through a reconstruction of a disk
target of radius 2l and 5% velocity contrast, crosshole experiment.
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etrized by the minimum scattering angle available,um @see
Fig. 1~a!#; results are shown forum520°, which corresponds
to an overall aspect ratio for the crosshole experiment of
approximately 3:1. The estimate for full-circle coverage ap-

proaches the correct value for largek0a, but contains oscil-
lations of fairly large amplitude.@The oscillations arise be-
causeÕ(K ) is oscillatory and is integrated over a region
with a sharp cutoff.# Because of the geometrical constraints
on the source and receiver geometry~limited aspect ratio!,
the crosshole experiment fails to ever yield a correct value
for the velocity, even for very largek0a. If um50°, with the
result that the ‘‘figure eight’’ coverage is completely filled,
then the correct velocityis reproduced for largek0a. It is
easy to show that, for the lenticular region, the ratio asymp-
totically approaches 12um /(p/2) ~5 0.78 in Fig. 6!. This
value agrees well with the reconstructed fraction observed in
Fig. 3~a!, in which the target scatters weakly enough that
Born approximation violations have little effect. The surface
seismic data yield a very poor estimate of the velocity; an
example of this was seen in Fig. 3~b!.

We speculate that, if the diffraction tomography algo-
rithm is applied iteratively to crosshole data~which requires
its extension to nonconstant background velocities!, the re-
sult will converge to the correct velocity. This is because the
reconstruction at each iteration will provide a fixed fraction
of the object function; the magnitude of the object function
will decrease with each iteration, so that the target velocity
will eventually be reproduced correctly. We consider, for
example, a situation in which the previous estimate of a disk
target’s velocity is used as the local background velocity for
the next iteration of diffraction tomography. In this case, if
the difference between the true target velocity and the initial
background velocity isD5C true2C0 and the fraction of the
object function which is returned by each iteration ise, then

C true2CK5~12e!KD, ~8!

whereC true is the true target velocity andCK is the estimate

FIG. 5. Horizontal slices through reconstructions of disk targets, crosshole
experiment, illustrating the breakdown of the Born approximation as the
target size and contrast become larger. The target radius and contrast are
shown on each plot.

FIG. 6. Ratio of the reconstructed value of the object function to the actual
value of the object function at the center of a disk target of radiusa, for
variousK -space coverage types. The crosshole and surface seismic curves
assume an aspect ratio of approximately 3:1.

82 82J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 T. A. Dickens and G. A. Winbow: Diffraction tomography



afterK iterations. This equation is derived by assuming that
the initial background velocityC0 satisfies

UC true2C0

C true
U!1, ~9!

and that the fractione is constant from iteration to iteration,
since, as we discuss elsewhere in this paper, it is a function
only of the experiment geometry and target shape. Further
exploration of this issue is beyond the scope of this paper.

It is also important to study the effectiveness of the al-
gorithm as a function of the number of sources and receivers
used, which translates to aspect ratio, for fixed source and
receiver spacing. Figure 7 shows plots of slices~in the x
direction! through the image of a disk of radiusl and veloc-
ity contrast 5%, forN5 64 and 256. The source and receiver
spacings are kept atl/2, so the aspect ratio varies from 1.5 to
6. Note the substantially improved performance of the 256
source case, especially in the accuracy with which the target
velocity is reconstructed, due to the larger angular coverage.

V. PERFORMANCE WITH LAYERS

Given that most targets of geological interest will con-
sist of layers of variable velocity, it is important to determine
the capability of diffraction tomography to image such struc-
tures. This provides a more realistic test of the applicability
of the method to subsurface imaging.

The acoustic field scattered from an arbitrary layered
medium with parameters which depend only on depth can be
calculated in a numerically stable fashion, by first making
the familiar lateral Fourier transform of the wave equation.
The wave equation~in wave-number space! is then recast as
a first-order Riccati differential equation which can be solved
exactly in each constant-velocity layer. One uses the bound-
ary conditions of the problem to choose the correct combi-
nation of the solutions from each layer. An inverse Fourier
transform then yields the position-space Green’s function.

A code was developed to implement this algorithm to
provide scattered field data to test the diffraction tomography
algorithm. Parameters for the calculations shown in this sec-
tion, all of which are performed with the crosshole geometry,
are given in Table IV.

Figure 8 shows three layers@velocities 5950, 6050, and
5950 ft/s~1814, 1844, and 1814 m/s!# embedded in a back-
ground of velocity 6000 ft/s~1829 m/s!. The layers are ap-
proximately 3l thick. Here the velocities and positions are
both well determined; the velocity contrast is low enough so
that the Born approximation holds (dC/C3D/l50.16).
Note that the layer velocities are very well determined. This

FIG. 7. Horizontal slices through reconstructions of disk targets, with aspect
ratios of 1.5:1 and 6:1, using the crosshole geometry.

FIG. 8. Image and vertical slice, reconstruction of three low-contrast layers
in a constant velocity background.

TABLE IV. Layered medium simulation parameters.

Parameter Value

Number of sources and receivers 128
Frequency 200 Hz

Well separation 600 ft~183 m!
Well depth 1906 ft~581 m!

Source and receiver spacing l/2
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is because the spatial frequency representation of a layer
contains only low-frequency components in theKx direction;
therefore, the crosshole coverage shown in Fig. 2 provides
adequate sampling of the layer’s frequency spectrum. Inte-
grating the analytic expression forÕ(K ) for a layer over the
lenticular coverage area for the example shown in Fig. 8
predicts that the ratio of the reconstructed object function to
the actual object function would be 1.13, so it is not surpris-
ing that the velocity is reconstructed accurately in Fig. 8.

A further example, Fig. 9, shows five layers of varying
velocity @5950–5990 ft/s~1814–1826 m/s!# embedded in a
constant velocity@6000 ft/s ~1829 m/s!# background. The
performance here is clearly not as good as is the case for
isolated layers; however, the general trend of the velocity
variation is fairly well represented. Some anomalies are
present in the background region. The area in which the ve-
locity contrast occurs is large~the total thickness is 16l), so
that the Born approximation is not as accurate for this case.

This last example serves to point out that in geological
situations likely to be encountered in nature, such as a lay-
ered medium with a more or less smoothly increasing veloc-
ity, methods based on the Born approximation may fail to
provide an acceptable inversion. Such methods are more
suitable for isolated targets, and need to be improved upon to
be made into tools for geophysical study. As discussed pre-
viously, using traveltime tomography to provide starting ve-
locities for iterative techniques based on the distorted wave
Born approximation should widen the applicability of dif-
fraction tomography to include realistic geological situations.

VI. EXTENDING COVERAGE IN K SPACE

It is possible to extend the region of coverage inK space
by including multiple frequencies in the calculation~Wu and
Toksöz, 1987!. For example, Fig. 10 shows the extension in
coverage that can be obtained for surface seismic imaging if
frequencies from 1/2fmax through fmax are included, where

FIG. 9. Image and vertical slice, reconstruction of five low-contrast layers in
a constant velocity background.

FIG. 10. K -space coverage with multiple frequencies, surface seismic data.
The crosshatched area represents the coverage at a single frequencyf max;
the solid area shows the additional coverage obtained when frequencies
from 0.5 f max through f max are used.

FIG. 11. Vertical slices through a surface seismic reconstruction of a disk of
radius 2l, using single~a! and multiple~b! frequencies.
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fmax is the maximum temporal frequency used in the recon-
struction. Substantially more information is obtained. Figure
11 shows vertical slices through reconstructions of a disk of
radius 2l reconstructed from surface seismic data with 128
sources and receivers, both at a single frequency@ fmax, Fig.
11~a!# and averaged over 16 frequencies@Fig. 11~b!# from
fmax/16 through fmax. Parameters for the calculation are
shown in Table V. Note that the source and receiver spacings
are kept constant as the frequency is changed, at the Nyquist
spacing for the highest frequency used.

The boundary of the disk is much more clearly defined
when many frequencies are averaged, and the high-frequency
noise is greatly reduced. Again, the velocity is very poorly
determined for this geometry. This is expected, since even
with the multiple frequencies there is little information near
uK u50 because of the angular coverage limitation.

Another way to provide additional coverage is by adding
data obtained from different geometries~Wu and Tokso¨z,
1987!. A very slight improvement in the VSP image of a
disk of radius 1l was achieved by adding surface seismic
data. The average velocity was still poorly reconstructed, be-
cause there were still no data nearuK u50.

VII. SUMMARY

In this paper diffraction tomography has been shown to
be effective in imaging an isolated target with low velocity
contrast and size of a few wavelengths. The ability of the
algorithm to determine the velocity within the target depends
crucially on the configuration of sources and receivers. Only
the crosshole geometry gives a reasonable estimate of the
average velocity, because it is the only geometry which en-
ables us to accurately reconstruct the low-K Fourier compo-
nents of the target velocity. The surface seismic and VSP
data work well only for locating the boundaries of the target.
With limited-view-angle data, for a disk target none of the
geometries can provide a completely correct determination
of target velocity. Crosshole imaging is particularly well
suited for determining the velocities of layer targets, as its
spatial-frequency response matches the frequency content of
a layered target.

These differences in performance, and the inability of
even the crosshole experiment to exactly determine the target
velocity, can be ascribed to the lack of complete coverage in
K space. When there is little data near the origin inK space,
the estimate of the target velocity is very poor. In the ex-
amples that we have studied, if only high-frequency data are
available, it is only possible to determine the location of the
target boundaries.

Additional coverage inK space can be obtained by us-
ing additional frequencies or by adding data from different
source–receiver configurations, such as VSP or surface seis-
mic. Use of additional frequencies tends to sharpen the
boundaries in a reflection image.

When the Born approximation is valid, diffraction to-
mography forms an accurate imaging method for the classes
of targets discussed in this paper. Thus the limitations on
resolution discussed here are not just limitations of the dif-
fraction tomography method of data analysis. They are in
fact limitations of all imaging techniques that could be ap-
plied to the data.

However, diffraction tomography has the advantage
over other techniques that its imaging potential is clearly
displayed in terms of the sampling achieved inK space as
shown in Devaney~1984! and Wu and Tokso¨z ~1987!. It is
clear that image enhancement can be achieved by interpolat-
ing whatever sampling inK space is created by a given ex-
perimental geometry. A minimum-entropy approach to this
is given in Loet al. ~1990!. In addition, approaches based on
the method of convex projection~Sezan and Stark, 1982! are
also possible and may be able to create enhanced images.

This paper has discussed the use of diffraction tomogra-
phy to image an isolated target in a uniform background host
medium. As we indicated at the beginning of this paper,
diffraction tomography is by no means limited to this simple
case. Dickens~1992, 1994! explains how to image complex
structures using a generalization of the traditional methods
discussed in this paper.

APPENDIX: MATHEMATICAL FORMULATION OF
DISK MODEL

Figure A1 defines the geometry and notation for the fol-
lowing calculation of the field scattered from a disk.@A simi-
lar calculation is presented for plane-wave illumination in
Morse and Ingard~1968!.# Source and receiver coordinates
are given by (r 1 ,u1) and (r ,u), respectively, while the den-
sity and velocity inside and outside the disk are given by
(r1 ,v1) and (r2 ,v2), respectively. The source term is the
two-dimensional Green’s function

FIG. A1. Geometry and notation used in the calculation of the acoustic
scattering from a disk~see the Appendix!.

TABLE V. Multiple frequency surface seismic simulation parameters.

Parameter Value

Number of sources and receivers 128
Background velocity 6000 ft/s~1828.8 m/s!
Target velocity 6001 ft/s~1829.1 m/s!

Maximum frequency 256 Hz
Source–receiver line length 1490 ft~454 m!
Source and receiver spacing l min/2

85 85J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 T. A. Dickens and G. A. Winbow: Diffraction tomography



f0~ ux12xu!5
i

4
H0~k2ux12xu!, ~A1!

which can be expanded as, forr,r 1,

f0~ ux12xu!5
i

4(n e2 in~u12u!Hn~k2r 1!Jn~k2r !. ~A2!

Here,Hn is the Hankel function of the first kind andJn is the
Bessel function of the first kind.

The fields outside and inside the disk can be written as

fB~r !5(
n

einuHn~k2r !Bn ~A3!

and

fA~r !5(
n

einuJn~k1r !An , ~A4!

respectively.
The coefficientsAn andBn are determined by using the

boundary conditions for the problem, which require that
rf and]f/]r be continuous at the surface of the disk. En-
forcing these boundary conditions leads to the expression for
the scattered fieldfB

fB5
i

4(n e2 in~u12u!Hn~k2r 1!Hn~k2r !
ÑB

D
, ~A5!

where

ÑB5r1k2Jn~k1a!J̇n~k2a!2r2k1J̇n~k1a!Jn~k2a! ~A6!

and

D5r2k1Hn~k2a!J̇n~k1a!2r1k2Ḣn~k2a!Jn~k1a!. ~A7!

The sum in Eq.~A5! can be written as a sum over positive
indices by using the index symmetry properties of the Bessel
function. In Eqs.~A6! and~A7! a dot over a function denotes
differentiation.
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Lo, T., Toksöz, M. N., Xu, S., and Wu, R. S.~1988!. ‘‘Ultrasonic laboratory
tests of geophysical tomographic reconstruction,’’ Geophysics53, 947–
956.

Lo, T., Duckworth, G. L., and Tokso¨z, M. N. ~1990!. ‘‘Minimum cross
entropy seismic diffraction tomography,’’ J. Acoust. Soc. Am.87, 748–
756.

Morse, P. M., and Ingard, K. U.~1968!. Theoretical Acoustics~McGraw-
Hill, New York!.

Pratt, R. G., and Worthington, M. H.~1988!. ‘‘The application of diffraction
tomography to cross-hole seismic data,’’ Geophysics53, 1284–1294.

Pratt, R. G., and Goulty, N. R.~1991!. ‘‘Combining wave-equation imaging
with traveltime tomography to form high-resolution images from cross-
hole data,’’ Geophysics56, 208–224.

Reiter, D. T., and Rodi, W.~1996!. ‘‘Nonlinear waveform tomography ap-
plied to crosshole seismic data,’’ Geophysics61, 902–913.

Sezan, M. I., and Stark, H.~1982!. ‘‘Image restoration by the method of
convex projections: Part 2—Applications and numerical results,’’ IEEE
Trans. Med. Imag.MI-1 , 95–101.

Stewart, R. R., and Marchisio, G.~1991!. ‘‘Cross-well seismic imaging
using reflections,’’ 61st Annual Meeting, Society of Exploration Geo-
physicists, Expanded Abstracts, 375–378.

Williamson, P. R.~1991!. ‘‘A guide to the limits of resolution imposed by
scattering in ray tomography,’’ Geophysics56, 202–207.

Williamson, P. R., and Worthington, M. H.~1993!. ‘‘Resolution limits in
ray tomography due to wave behavior: Numerical experiments,’’ Geo-
physics58, 727–735.

Wu, R. S., and Tokso¨z, M. N. ~1987!. ‘‘Diffraction tomography and multi-
source holography applied to seismic imaging,’’ Geophysics52, 11–25.

86 86J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 T. A. Dickens and G. A. Winbow: Diffraction tomography



Two alternative expressions for the spherical wave expansion
of the time domain scalar free-space Green’s function
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The importance of expanding Green’s functions, particularly free-space Green’s functions, in terms
of orthogonal wave functions is practically self-evident when frequency domain scattering problems
are of interest. With the relatively recent and widespread interest in time domain scattering
problems, similar expansions of Green’s functions are expected to be useful in the time domain. In
this paper, two alternative expressions, expanded in terms of orthogonal spherical wave functions,
for the free-space time domain scalar Green’s functions are presented. Although the two expressions
are equivalent, one of them is seen to be more convenient for the calculation of the scattered field
for a known equivalent source density, whereas the second expression is more suitable for setting
up an integral equation for the equivalent source density. Such an integral equation may be setup,
for example, by the application of a time domain equivalent of the T-matrix~extended boundary
condition! method. ©1997 Acoustical Society of America.@S0001-4966~97!00312-3#

PACS numbers: 43.20.Px, 43.20.Fn@ANN#

INTRODUCTION

Expansions of Green’s functions in terms of orthogonal
wave functions are well known to be important and useful in
the freqency domain; see for instance Harrington, 1961;
Bowman et al., 1969, and Felsen, 1957. Such expansions
should prove to be useful also in the time domain. We
present two alternative expressions for the time domain free-
space scalar Green’s function in terms of wave functions
orthogonal over a spherical surface. Both expressions are in
terms of separated functions ofu, u8, f, andf8. The depen-
dence onR andR8, in contrast, however, is in a more ‘‘com-
pact’’ form in one of the expressions, while it is ‘‘sepa-
rated,’’ in the second expression. Here, by ‘‘separated,’’ we
mean that each term in the expansion appears as a function
of R convolvedwith a function of R8. In the foregoing,
(R,u,f) are the familiar spherical coordinates of the point of
observation and their primed counterparts are those of the
source point. While the first expression is more convenient to
calculate the field due to known impressed or equivalent~or
induced! sources, the second is more suitable to use in a
scattering formulation to set up an~for instance integral!
equation for some unknown quantities which, in turn, yield
the equivalent sources.

The problem is formally stated in Sec. I. In Sec. II, the
‘‘compact’’ expression in the form of an expansion in terms
of spherical wave functions is found; while in Sec. III, a
similar expansion which is ‘‘separated’’ is given. As a nu-
merical example, the second expression for the Green’s func-
tion is used to solve for the scattering by an acoustically soft
spherical surface in Sec. IV. Brief concluding remarks are
given in Sec. V.

To discuss some of the earlier related work, we cite
Heyman and Devaney, 1996; Hansen, 1995; and Jones,
1986.

In Heyman and Devaney, 1996, a formulation is given to
find the time domain field due to a source distribution, of
compact support, in free space. The time dependence of the
source is taken to be of finite duration. Admittedly, the prob-
lems for which the two formulations~those in Heyman and
Devaney, 1996 and in the present work! are similar~essen-
tially to find the time domain field due to a source distribu-
tion in free-space!. Another similarity is that both solutions
are in the form of an expansion in terms of Tesseral harmon-
ics. But there, the similarity ends: In Heyman and Devaney,
1996 the space-time dependence of the source enters via an
nth order linear integral operator@Eq. ~3.14! therein#, while
in the present work, the same dependence enters via two
@superposition~in space! and convolution~in time!# inte-
grals.~Here the indexn is as used in this paper, namely, the
order of the associated Legandre functions; in the work cited,
the letterl is used for the same index.! It is our opinion that
our formulation is easier to use and can also be considered to
be more appealing in that the analogy with using the fre-
quency domain Green’s function~which enjoys wide famil-
iarity! is more straightforward.

In Hansen, 1995 the analysis deals with finding the time
domain field, outside a sphere of radiusa which encapsulates
all the impressed sources, once the field on the spherical
surface is known. Apart from considerations of probe correc-
tion and sampling, the essential achievement of this work is
to find the Green’s function of the first kind~it satisfies the
Dirichlet boundary condition on the spherical surface
R5a) and to use it in conjunction with an expansion of the
field on the spherical surface. While the latter expansion is in
terms of Tesseral harmonics, the Green’s function of the first
kind is expanded in terms of the complex resonant frequen-
cies of the soft sphere (vns therein!. Although this Green’s
function could certainly be used to find the scattering from a
soft sphere, the formulation is substantially different from
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that in the present work, in that here, the problem is solved
entirely in the time domain~via deconvolution!.

In Jones, 1986, a formulation is given for the time do-
main scattering from a hard sphere. Again, this formulation
is substantially different from ours, in that the differential
equation for the field is Laplace transformed, the boundary
conditions imposed and the time domain field found via in-
verse transformation.

Finally, in regards to the two latter formulations cited,
we note that in the present work, the scattering from a sphere
is presented only as anexample~i! to check numerically the
validity of our Green’s function expressions, and~ii ! to dem-
onstrate the utility of the same. In summary, what in essence
we offer to the literature are two alternative expressions of
the free-space time domain Green’s function expanded in
terms of spherical waves.

Throughout the paper the velocity of waves in free-
space is taken to bec51, so that in any frequency domain
expression which appears,k, the wave number is equal to
v, the angular frequency.

I. STATEMENT OF THE PROBLEM

The problem of interest is to find the scalar Green’s
function which satisfies

F¹22
]2

]t2Gg0~R,R8,t !52d~R2R8!d~ t !, ~1!

as well as the radiation condition and causality. Here,R and
R8 stand for the position vectors denoting the observation
and the source points, respectively andt stands for time. The
Green’s function is useful to find the fieldc(R,t), in free-
space, due to a sourcef (R,t), in other words the solution to
the inhomogeneous partial differential equation

F¹22
]2

]t2Gc~R,t !5 f ~R,t !. ~2!

The solution to Eq.~2! is given by

c~R,t !52E
V
E

t52`

`

g0~R,R8,t2t! f ~R8,t!dt dv8,

~3!

whereV is the region occupied by the sourcef . Note from
Eq. ~3! that when viewed spatially,g0 is indeed a Green’s
function in that it appears as the kernel of a superposition
integral, while considered temporally, it is animpulse re-
sponseappearing in a convolution integral.

The solution to Eq.~2! is well known in closed form
~Chew, 1990!:

g0~R,R8,t !5
d~ t2uR2R8u!

4puR2R8u
. ~4!

Equation~4! is simply the inverse Fourier transform of the
well known expression for the closed form Green’s function
in the frequency domain, namely,

G0~R,R8,k!5
e2 jkuR2R8u

4puR2R8u
. ~5!

Although, strictly speaking, Eq.~5! is valid only for positive
values ofk, the frequency~it is frequently noted in the lit-
erature that it is valid for ane1 jvt time dependence!, it can
be used as is to be inverse-tranformed since it is already
conjugate-symmetric, yielding the real Eq.~4!.

II. ONE EXPANSION FOR THE GREEN’S FUNCTION

It is desirable to expand Eq.~5! in terms of functions
which are orthogonal over a spherical surface. To this end,
we temporarily restrict the source point to be on thez axis,
i.e., chooseR85 ẑz8. Another temporary restriction is that
R.R8. Next the Green’s function is expanded in terms of
Tesseral harmonics:

g0~R,u,f;z8;t !5(
p

(
n50

`

(
m50

n

apnm~R,z8,t !Ypnm~u,f!,

~6!

where the parity indexp takes on the ‘‘values’’ eithere or
o ~standing for ‘‘even’’ and ‘‘odd,’’ respectively! and the
coefficientsapnm are, as yet, unknown. The Tesseral Har-
monics are given by

Y
o
e
nm

~u,f!5Pn
m~cosu!

cosmf
sinmf , ~7!

in which Pn
m are the associated Legendre functions of the

first kind; cosmf goes with paritye and sinmf goes with
parity o. The Tesseral Harmonics are well known to be or-
thogonal over a spherical surface; this property is exploited
to solve forapnm using standard techniques: Both sides of
Eq. ~6! are multiplied by a Tesseral harmonic of a given
index ~or, rather set of indices! and integrated on a spherical
surface, centered at the origin, of radiusR. The integration is
straightforward, since the integrand is independent off and
involves a delta~or impulse! function in u. When the coef-
ficients thus found are substituted into Eq.~6!, the desired
expression for the restricted Green’s function is obtained:

g0~R,u,f;z8;t !

5
1

8pRz8(n50

`

~2n11!

3PnSR21z822t2

2Rz8 DPn~cosu!pS t2R

z8 D . ~8!

Here,Pn are the Legendre polynomials andp(•) is a pulse
equal to unity when its argument is in between21 and 1 and
vanishes elsewhere. To remove the restrictionR.z8, the
same procedure is repeated, this time integrating over a
spherical surface with radiusR,z8; this yields an equation
very similar to Eq.~8!.

To remove the restrictionu850, use is made of the
addition theorem for the Legendre polynomials under coor-
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dinate rotation~Gradshteyn and Ryzhik, 1980!. The details
of the application of the theorem are left out for the sake of
brevity; the final desired result is

g0~R,u,f;R8,u8,f8;t !

5
1

8pRR8(n50

` H ~2n11!PnSR21R822t2

2RR8 D pS t2R.

R,
D

3 (
p5e,o

(
m50

n

em
~n2m!!

~n1m!!
Ypnm~u,f!Ypnm~u8,f8!J ,

~9!

where e051 and em52,m Þ 0. Finally we note thatR.

stands for the larger ofR and R8, whereasR, for the
smaller. It is seen that in Eq.~9! the dependence onR and
R8 is not in a separated form.

III. ANOTHER EXPANSION FOR THE GREEN’S
FUNCTION

In some applications, it is desirable to express each
mode in Eq.~9! as a function ofR, convolved with a func-
tion of R8. To this end, we shall find the inverse Fourier
transform of the frequency-domain wave function expansion
of the Green’s function:

G0~R,u,f;R8,u8,f8;t !

52
jk

4p (
n50

` H ~2n11! j n~kR,!hn
~2!~kR.!

3 (
p5e,o

(
m50

n

em
~n2m!!

~n1m!!
Ypnm~u,f!Ypnm~u8,f8!J .

~10!

For this purpose, it is necessary to find the inverse Fourier
transforms ofj n(kR,) andhn

(2)(kR.), the spherical Bessel
and Hankel functions of the second kind, respectively. In
passing, we note that Eq.~10! is also conjugate-symmetric in
k, and will properly yield a real inverse transform. The trans-
form of the Bessel functions are found easily~Abramowitz
and Stegun, 1972!:

F 21$ j n~kR,!%5
j n

2R,
PnS t

R,
D pS t

R,
D . ~11!

Unfortunately, the inverse Fourier transforms of the Hankel
functions do not existeven in the distributional sense. On the
other hand, we note that what we need is not the transform of
the Hankel functionper sebut only that of the product:

F 21$2 jkR.hn
~2!~kR.! j n~kR,!%. ~12!

This transform does exist, so that we formally write, in the
sense defined in the Appendix,

F 21$2 jkR.hn
~2!~kR.!%5 j n

]

]t FPnS t

R.
Du~ t2R.!G

, j nUn~R. ,t2R.!, ~13!

whereu(•) stands for the unit step function. The functions
Un can also be expressed in terms of

Un~x!5
dPn~x!

dx
52

Pn
1~x!

A12x2
5Cn21

~3/2!~x!, ~14!

in which Cn
(m) are the Gegenbauer~or ultraspherical! poly-

nomials. Thus, we can express the time domain Green’s
function as

g0~R,u,f;R8,u8,f8;t !

5
1

8pRR8(n50

` H ~21!n~2n11!

3FPnS t

R,
D pS t

R,
D G*Un~R. ,t2R.!

3 (
p5e,o

(
m50

n

em
~n2m!!

~n1m!!
Ypnm~u,f!Ypnm~u8,f8!J ,

~15!

where* stands for the operation of convolution. A few of the
outgoing wave functionsUn are given below:

U0~R. ,t2R.!5d~ t2R.!, ~16!

U1~R. ,t2R.!5d~ t2R.!1
1

R.
u~ t2R.!, ~17!

U2~R. ,t2R.!5d~ t2R.!1
3

R.
u~ t2R.!

1
3

R.
2 ~ t2R.!u~ t2R.!. ~18!

In generalUn(R. ,t2R.) consists of a delta function strik-
ing at t5R. and annth order polynomial in (t2R.) begin-
ning at t5R. . A recursive relation for the functions
Un(R. ,t2R.) can be found very easily by using the recur-
sive relations for the Gegenbauer polynomials. Note that a
comparison of Eq.~9! and Eq.~15! implies

PnSR21R822t2

2RR8 D pS t2R.

R,
D

5~21!nFPnS t

R,
D pS t

R,
D G*Un~R. ,t2R.!, ~19!

which we have also confirmed numerically for a large num-
ber of ordersn.

IV. SCATTERING BY A SOFT SPHERE

In this section we present as an application of the ex-
pressions given above to the formulation of the scattering by
an acoustically soft sphere.
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Consider a soft sphere of radiusa centered at the origin
insonified by an incident wave. The form of the Green’s
function given in Eq.~15! suggests that the incident field can
be be expressed as

c i~R,t !5 (
p5e,o

(
n50

`

(
m50

n
dnm
R

apnm~ t !

* FPnS tRD pS tRD GYpnm~u,f!, ~20!

where

dnm5
~21!n~2n11!~n2m!!

8p~n1m!!
em . ~21!

For a knownc i , or for a known impressed source,apnm are
known. Particularly, for an impulsive plane wave incident
from the positivez axis ~from u50), i.e.,c i5d(t1z)

c i~R,t !5 (
n50

`
4pdn0
R FPnS tRD pS tRD G . ~22!

Again, inspired by the form of the Green’s function given in
Eq. ~15!, let the scattered field be given by

cs~R,t !5 (
n50

`
4pdn0
R

Pn~cosu!cn~ t !

* FPnS taD pS taD G*Un~R,t2R!, ~23!

where cn(t) are, as yet, unknown. Imposing the boundary
condition on the surface of the sphere, i.e.,

~c i1cs!uR5a50, ~24!

which implies

FPnS taD pS taD G1cn~ t !* FPnS taD pS taD G*Un~a,t2a!50,

~25!

or

cn~ t !*Un~a,t2a!52d~ t !. ~26!

In Eq. ~25! the impulsive plane wave mentioned above was
assumed to be incident, hence Eq.~22! was used forc i . Note
that the orthogonality of the wave functions implies that they
are linearly independent; the latter property enables us to
interpret Eq.~24! as aterm-by-term equality, leading to Eq.
~25!. Solving for cn(t) and substituting into Eq.~23! yields
the scattered field. The solution of Eq.~26! can be achieved
either by direct deconvolution or by using system identifica-
tion techniques~Goodwin and Sin, 1984!.

As a numerical example, the scattering by a soft sphere
of radiusa51 in response to a plane wave incident from the
1z axis is given. The incident field is a Gaussian waveform
given bye28t2/9, which is roughly of duration 6. This corre-
sponds to a scatterer of radiusa51 m and an incident wave-
form duration of 20 ns. The incident field is such that at
t50, it occupies a region 6 m thick situated symmetrically
aroundz50 provided that the wave velocity is that of light
in vacuum. To find the scattered field in response to such an

incident field, we simply convolve the~Gaussian! waveform
with Eq. ~23!. Shown in Figure 1 are two solutions to the
scattered field in the backscatter direction at a distance of
R53 m. The solid curve is obtained using the present for-
mulation, while the cross marks are obtained by inverse Fou-
rier transforming the well known frequency domain solution
~Bowman et al., 1969!. Direct deconvolution was used to
solve Eq.~26! for the time domain solution. Both solutions
are obtained by including only five terms in the series expan-
sion. The excellent agreement of the two solutions is worth
noting.

We have found that the solution converges rapidly if the
dimension of the scatterer is small compared tothe wave-
length at the highest frequency component of the incident
field. This is expected for those familiar with the solution of
similar problems in the frequency domain.

V. CONCLUSION

Two expressions for the time domain free-space scalar
Green’s function have been presented. The expressions are in
the form of an expansion in terms of wave functions which
are orthogonal over a spherical surface. As opposed to one of
the expansions, the other involves a radial dependence on the
source and field points which is ‘‘separated’’ in that the ex-
pression is in the form of a function ofR convolved with a
function ofR8. The ‘‘compact’’ expansion is seen to be more
efficient to use to find the field when either impressed or
induced sources~or both! are known in that it saves one extra
convolution operation for each term in the expansion. On the
other hand, the ‘‘separated’’ expansion is more suitable to
obtain an equation for the unknown equivalent sources.

The utility of the expansion~s! ~the two are equivalent! is
demonstrated by the use of an example, namely that of
acoustical scattering by a soft sphere, where the solution was
performed entirely in the time domain.

Finally, we foresee that the Green’s function expressions
~particularly the ‘‘separated’’ version! given here can be
used to find the time domain field scattered by small objects
of arbitrary shape using an equivalent of the T-matrix

FIG. 1. Scattered field intensity versus time atR53 m due to a Gaussian
pulse waveform plane wave.
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method~where such expansions of the Green’s function are
used extensively! formulated in the time domain. The mean-
ing of ‘‘small’’ is given at the end of Sec. IV; it depends on
the frequency content of the incident waveform. This, as well
as a formulation of a~dyadic! Green’s function useful for
vector scattering problems is planned~and suggested! future
work.

APPENDIX

To obtain the inverse Fourier transform of
$2 jkR.hn

(2)(kR.) j n(kR,)%, we first state the following
properties of the Fourier transform:

Theorem: Let F $g(t)%5G(v). Then, provided that
G(0)50, we have

F H E
2`

t

g~t!dtJ 5
1

jv
G~v!, ~A1!

or equivalently

F 21H 1

jv
G~v!J 5E

2`

t

g~t!dt5u~ t !* g~ t !. ~A2!

Corollary: If lim
w→0

G(v)/( jv)n2150, then

F 21H G~v!

~ jv!n J 5
tn

n!
u~ t !* g~ t !. ~A3!

Proof: ~By induction!

F 21H 1

jv

G~v!

~ jv!n J 5u~ t !*
tn21

~n21!!
u~ t !* g~ t !,

5S E
2`

`

u~ t2t!
tn21

~n21!!
u~t!dt D * g~ t !,

5S u~ t !E
0

t tn21

~n21!!
dt D * g~ t !,

5
tn

n!
u~ t !* g~ t !. ~A4!

It must also be noted that

F 21$G~v!%5g~ t !5d~ t !* g~ t !. ~A5!

Next, we write the spherical Hankel functions as
~Abramowitz and Segun, 1972!

hn
~2!~z!52(

i50

n
j n~n1 i !!

i ! ~n2 i !!2 i
e2 jz

~ jz! i11 . ~A6!

Thus,

2 jkR.hn
~2!~kR.!5(

i50

n

ani
e2 jkR.

~ jkR.! i
, ~A7!

where

ani5
j n~n1 i !!

i ! ~n2 i !!2 i
. ~A8!

We also note that asz→0, j n(z)→zn/(2n11)!!, where
(2n11)!!51•3•5•••(2n11) is the product of odd integers
from 1 to (2n11). Therefore we have

lim
k→0

1

~ jkR.! i
j n~kR,!50 for i50,1, . . . ,n21. ~A9!

Thus

F 21$2 jkR. j n~kR,!hn
~2!~kR.!%

5F 21H (
i50

n

ani
e2 jkR.

~ jkR.! i
j n~kR,!J

5H ~ j !nd~ t2R.!1(
i51

n
ani
R.

F ~ t2R.! i

i !
u~ t2R.!G J

* H j n

2R,
PnS t

R,
D pS t

R,
D J . ~A10!

After some manipulation, it can be shown that

~ j !nd~ t2R.!1(
i51

n
ani
R.

F ~ t2R.! i

i !
u~ t2R.!G

5~ j !n
d

dt FPnS t

R.
Du~ t2R.!G

5~ j !nUn~R. ,t2R.!. ~A11!

Hence, we say that

F n
21$2 jvhn

~2!~v!%5~ j !n
d

dt
@Pn~ t !u~ t21!#

5~ j !nUn~1,t21!, ~A12!

in the sense that for any functionG(v) whose inverse Fou-
rier transform is g(t), if vnG(v) remains bounded as
v→0, than the inverse Fourier transform of the product
(2 jv)hn

(2)(v)G(w) is given by the convolution ofg(t) and
j nUn(1,t21).
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An acoustic boundary element method using analytical/
numerical matching
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Analytical/numerical matching~ANM ! is a hybrid scheme combining a low-resolution global
numerical solution with a high-resolution local solution to form a composite solution. ANM is
applied to a harmonically oscillating body to calculate the radiated acoustic field and the associated
fluid loading. The approach utilizes overlapping smoothed dipoles, and local corrections to calculate
the dipole strength distribution along the surface of the body. A smoothing length scale is introduced
that is larger than the smallest physical scale, and smaller than the largest physical scale. The global
low-resolution solution is calculated numerically using smoothed dipole solutions to the wave
equation, and converges quickly. Local corrections are done with high-resolution local analytical
solutions. The global numerical solution is asymptotically matched to the local analytical solutions
via a matching solution. The matching solution cancels the global solution in the near field, and
cancels the local solution in the far field. The method is very robust, offering insensitivity to node
location. ANM provides high-resolution calculations from low-resolution numerics with analytical
corrections, while avoiding the usual subtleties involving singular integral equations, and their
numerical implementation. The method is applied to calculate the radiated acoustic field and surface
pressure of various flat plate configurations in two dimensions. An oscillating rigid flat plate, a
forced elastic flat plate, plane-wave diffraction, and mechanical impedance calculations are
addressed. ©1997 Acoustical Society of America.@S0001-4966~97!01012-0#

PACS numbers: 43.20.Rz, 43.20.Tb, 43.40.Rj@JEG#

INTRODUCTION

Boundary element methods have become a cornerstone
of modern computational acoustics. These methods construct
the acoustic field, radiated or scattered from a body, using a
linear superposition of simple building-block solutions dis-
tributed over the body surface. The most important feature of
the method is that it only requires computations on the radi-
ating surface or boundary. In contrast, other computational
methods can require calculations throughout the entire vol-
ume of the computational domain. For applications with an
infinite domain, the boundary element method offers a clear
advantage over methods involving a grid throughout the en-
tire domain. Boundary element methods have been used for
many different engineering applications, including: acous-
tics, aeroacoustics, aerodynamics, fluid dynamics, electro-
magnetics, and elastodynamics.

Although boundary element methods have been in use
for a number of years, and have been subsequently the sub-
ject of much research and refinement, they possess some
shortcomings. Typically, boundary element methods are sen-
sitive to the location of computational node points. These are
the points at which imposed boundary conditions are applied.
Specific rules regarding node location must be strictly ad-
hered to, or incorrect answers can result. In many acoustic
applications, the node location must be at the center, or cen-
troid, of each computational element. Usually, the elements
must also be of regular shape and arrangement. This is at
least partly because of the aforementioned node sensitivity.
Problems may also arise when element sizes or orientations
vary rapidly, as is the case with complex geometries. There

are additional issues concerning numerical convergence and
accuracy. In general, the computational burden is greater
when trying to accurately resolve regions with large gradi-
ents, such as structural discontinuities, or edges. Finally,
there are other difficulties and subtleties associated with
implementing the method. Boundary element methods are
the numerical embodiment of a singular integral equation
having a kernel function whose discretization is open to in-
terpretation, leading to the possibility of ambiguity in the
meaning of computed results.

The foundations of the boundary element method lie in
the early work done on wing and body aerodynamics. Some
of the earliest papers written in the field are by Munk1 and
von Karman.2 They modeled ideal fluid flows about airship
hulls and airfoils by embedding a source distribution within
the body, and applying boundary conditions appropriately at
the surface. Strictly speaking, this is not a boundary element
method but rather an embedded singularity technique; how-
ever, it embodies many of the essential aspects of the bound-
ary element method. Later, at the Douglas Aircraft Co., Hess
and Smith3,4 pioneered the use of boundary elements for
steady nonlifting bodies by using surface distributions of
source elements. Around the same time, some of the first
applications in acoustics appeared. Friedman and Shaw5,6

published a paper on transient acoustic scattering, and soon
after a boundary element approach to time harmonic acoustic
scattering problem was developed in a paper by Goldsmith
and Banaugh.7 More recently, an aero/acoustic formulation
has been developed by Farassat8 based on an integral form of
the Ffowcs Williams–Hawkings equation. Many of the theo-
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retical aspects of the traditional boundary element method
are covered in the works by Colton and Kress,9 and Filippi.10

Over the years, many other boundary-element-based tech-
niques have been considered. Some of the most recent
boundary element research includes the work of Wu,11–13

Coyette,14–16 and Seybert17–19 among many others. The
reader may wish to consult the review papers of Ashleyet
al.,20 Shaw,21–23Hess,24 and Habault,25 for a more complete
review of boundary element methods.

The present research involves a novel and innovative
reformulation of the fundamental approach to boundary ele-
ment or singularity methods, with the goal of alleviating
some of the shortcomings and difficulties associated with the
methods. The basis for this reformulation is a new analysis
technique called analytical/numerical matching~ANM !.

I. ANALYTICAL NUMERICAL MATCHING

Analytical/numerical matching is a general analysis
method originally developed at Duke University by D. B.
Bliss. The method was first applied to problems in vortex
dynamics and rotorcraft free wake analysis.26–32 Recently,
ANM has been applied to problems involving acoustic radia-
tion and structural-acoustic scattering from fluid-loaded
structures with discontinuities.33 In all these cases, accurate
solutions were obtained with significant reductions in com-
putational cost. The present work involves the further devel-
opment of ANM and its application to the acoustic boundary
element method.

ANM is a hybrid technique that combines analytical and
numerical solutions by a matching procedure. ANM allows a
global low-resolution numerical solution and a local high-
resolution analytical solution to be combined formally by
asymptotic matching to construct an accurate composite so-
lution.

ANM finds accurate solutions to physical problems hav-
ing small scales or rapid variations that challenge the accu-
racy of the numerical method. In ANM, an artificial smooth-
ing of the physical problem is introduced. The smoothing
length scale must be smaller than the large length scales in
the problem, but larger than the scale of numerical discreti-
zation. Because the smoothing length scale is larger than the
scale associated with the numerical discretization, the nu-
merical solution of the smoothed problem is very accurate.
However, the actual problem has a physical length scale
smaller than the numerical discretization. The local region
associated with the small scale is solved separately~usually
analytically, but sometimes numerically! as a high-resolution
local problem that captures the small scales and rapid varia-
tions. This local problem, because of its idealizations, be-
comes invalid with increasing distance from the local region
of rapid change.

The numerical problem and the local problem are com-
bined by asymptotic matching to form a composite solution.
ANM utilizes a matching procedure similar to the method of
matched asymptotic expansions~MAE!, but otherwise it dif-
fers from MAE in several important ways. The ANM ap-
proach requires a matching solution that is similar to the
local problem but is solved with the smoothing imposed. The
smoothing length scale is the largest scale associated with

the local region, but is still small compared to global scales.
This scale separation allows these local solutions~high reso-
lution and matching! to be solved with simplified geometry.
The composite solution is then given by the low-resolution
global numerical solution plus the high-resolution local so-
lution minus the matching solution, namely:

Composite soln.5 low-resolution numerical soln.

1high-resolution local soln.

2smoothed local matching soln.

In the local region, the matching solution subtracts away the
local error associated with the smoothed numerical solution,
leaving the local solution. Far from the local region, the local
solution and the matching solution cancel, since they become
identical beyond the smoothed region. For the method to
work well, the smoothing must be chosen to achieve a math-
ematical ‘‘overlap’’ so that the transition zone between the
local and numerical solutions is accurate.

II. PROBLEM FORMULATION

The following sections will present a concise review of
the classical boundary element formulation, discuss the con-
cept of smoothed acoustic singularities and finally, using the
classical integral equation as a starting point, develop the
form of the integral equation used in ANM with smoothed
acoustic dipoles.

A. Integral equation development

Following what is called the ‘‘indirect’’ approach,23 the
integral equation will represent any physical boundary with a
distribution of acoustic dipole sources whose strengths are
adjusted to yield solutions imposed by the boundary condi-
tions. Note that the ‘‘direct’’ approach23 leaves the integral
equation in terms of surface velocity and potential, and does
not explicitly identify monopole and dipole source terms.

The following derivation is based on one of Green’s
identities34 taking into account the appropriate boundary
conditions. For clarity, only wave motions in three dimen-
sions will be considered. The results for two-dimensional
wave motions follow by simple analogy and will be given.
Following Baker,35 the velocity potential for small amplitude
sound waves, in a fixed frame of reference, satisfies the
acoustic wave equation

¹2w5
1

c2
]2w

]t2
, ~1!

wherew is the acoustic velocity potential,c is the speed of
sound, andt is time. Consider a body with a specified veloc-
ity distribution on it’s surface. The Neumann boundary con-
dition

]w

]n
5Vs ~2!

applies on the body surface, whereVs is a specified normal
velocity.

Assuming harmonic disturbances, or taking a Fourier
transform with respect tot, the velocity potential becomes,
w5ŵeikct, and the wave equation is written
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¹2ŵ52k2ŵ, ~3!

wherek is the wave number defined byk5v/c, andv is the
angular frequency. This equation, referred to as the Helm-
holtz equation, reduces to Laplace’s equation whenk50.

A useful form of Green’s identity34 is given by

E E E
V
~ ŵ¹2ĉ2ĉ¹2ŵ !dV

52E E
S
S ŵ

]ĉ

]n
2ĉ

]ŵ

]n D dS, ~4!

whereS is defined as the surface bounding the volumeV,
and]/]n denotes differentiation along the outward normal to
S. This identity is valid only whenĉ and ŵ are sufficiently
well behaved, that is to say that their first- and second-order
partial derivatives are continuous within and on the boundary
S. When considering multiply connected regions, appropriate
branch cuts can be introduced. Assumingŵ and ĉ satisfy
Helmholtz’s equation everywhere inV, the left-hand side of
Eq. ~4! vanishes, giving

E E
S
S ŵ

]ĉ

]n
2ĉ

]ŵ

]n D dS50. ~5!

Now, let ĉ be defined asĉ5e2 ikr /r , where

r5A~x2x0!1~y2y0!1~z2z0! ~6!

denotes the distance from the location of the origin ofĉ at
the fixed pointp5(x0 ,y0 ,z0) to a point of evaluation lo-
cated at (x,y,z) in V. This expression forĉ is the potential
for a harmonic acoustic source of strength 4p, which is the
three-dimensional free-space Green’s function for the Helm-
holtz equation. After substitution, Eq.~5! becomes

E E
S
H ŵ

]

]n S e2 ikr

r D2
e2 ikr

r

]ŵ

]n J dS50, ~7!

where it is assumed that the pointp is not within the volume
V and therefore there are no singularities withinV. If p lies
inside the boundaryS, and any singularities ofŵ are outside
S, Eq. ~7! no longer holds, becauseĉ becomes infinite at
p. To avoid this difficulty, we apply Green’s identity, Eq.
~4!, to the volumeV bounded externally byS and internally,
at p, by a small sphere bounded by the surfaceSe , with
center atp, and small radiuse. Now, ŵ andĉ satisfy Helm-
holtz’s equation everywhere inV, therefore

E E
S
H ŵ

]

]n S e2 ikr

r D2
e2 ikr

r

]ŵ

]n J dS
5 lim

e→0
E E

Se
H ŵ

e2 ikr

r S 2 ik2
1

r D2
e2 ikr

r

]ŵ

]r J dS. ~8!

After evaluation, the integral on the right-hand side of Eq.
~8! in the limit becomes24pŵ(p) if p is insideV, and
22pŵ(p) if p ~Ref. 35! is on the boundaryS. Therefore for
any pointp with V we have

4pŵ~p!5E E
S
H e2 ikr

r

]ŵ

]n
2ŵ

]

]n S e2 ikr

r D J dS, ~9!

wherer is the distance fromp to the surfaceS.
For a body surrounded by an acoustic medium, as shown

in Fig. 1,S becomes the boundary of the bodySb , andV the
domain exterior to the body. Rigorously speaking, there is an
additional boundary at infinity boundingV; however, the
contribution from the right-hand side of Eq.~9! becomes
negligible asr→` and this boundary need not be considered
explicitly.36 In the preceding analysis a normal vector to a
surface has been defined such that it points out of the volume
bound by that surface. Therefore, the normal vector onSb
points in the opposite direction than that of the normal vector
of the surface boundingV.

Within the body, exterior toV, not containingp, Eq. ~7!
is valid. Now denoteŵ in Eq. ~7! asŵ i , the ‘‘inner’’ poten-
tial. Exterior to the body, withinV, Eq. ~9! is valid if the
small sphereSe is taken about the pointp. Again denoteŵ in
Eq. ~9! as ŵo , the ‘‘outer’’ potential. Adding Eq.~7! to Eq.
~9!, and remembering that the normal vector to the surface
Sb in each equation points in opposite directions, yields the
expression

ŵ~p!5
1

4pE E
Sb
H e2 ikr

r S ]ŵo

]n
2

]ŵ i

]n D
2~ ŵo2ŵ i !

]

]n S e2 ikr

r D J dS, ~10!

Eq. ~10! provides the value ofŵ(p) in terms ofDŵ and
D]ŵ/]n on the boundary ofVb .

Using Stoke’s theorem37 and the definition of dipole
strength, the difference between the ‘‘external’’ and ‘‘inter-
nal’’ values ofŵ can be related to the dipole source strength
distribution on the surface,36

2mv5ŵo2ŵ i . ~11!

FIG. 1. Nomenclature for acoustic potential derivation: Body surrounded by
an acoustic medium~top!; subsurfaceSrc on Sb ~bottom!.
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Similarly, by the definition of monopole source strength, the
difference between the normal derivatives ofŵ can be re-
lated to the monopole source strength distribution on the
surface,

2ŝv5
]ŵ

]n
2

]ŵ i

]n
. ~12!

Making the appropriate substitutions in Eq.~10! with Eqs.
~11!–~12!,

ŵ~p!52
1

4pE E
Sb
H ŝv

e2 ikr

r
2mv

]

]n S e2 ikr

r D J dS,
~13!

Eq. ~13! gives ŵ(p) in terms of a distribution of acoustic
sources and dipoles along the boundarySb . This expression
is valid for points within, or external to, the volumeVb .

To satisfy the Neumann boundary condition at the sur-
face, the specified normal velocityVs must be equal to the
velocity induced by the integral distribution of acoustic
monopoles and dipoles, leading to the expression,

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikr

r D G
2ŝv¹Fe2 ikr

r G J dSJ . ~14!

The acoustic monopole source term is not always required,
and valid solutions can be composed with only dipole
distributions.36 In fact, if a continuous normal velocity across
the boundary is desired, then

]ŵo

]n
5

]ŵ i

]n
→ŝv5

]ŵ i

]n
2

]ŵo

]n
50. ~15!

Therefore, writing Eq.~14! without the acoustic monopole
term

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikr

r D G J dSJ , ~16!

where Eq.~16! is a homogenous Fredholm integral equation
of the first kind relating the unknown dipole strength distri-
bution onSb to the specified normal velocity onSb .

In two dimensions, the expression analogous to Eq.~16!
is given by

Vs
2D~p!5n–H i4EGb

H mv
2D¹F ]

]n
„H1

~2!~kr !…G J dSJ , ~17!

whereGb is a closed curve in space that surrounds the two-
dimensional body. Equation~17! involves Hankel functions
of the first kind, which give outgoing cylindrical waves;
however, Hankel functions of the first kind rather than the
second kind would arise if the harmonic forme2 ivt were
chosen.

The boundary element method, which is based on the
above formulation, is created when the surface is discretely
approximated by a contiguous set of small elements or pan-
els. Typically, the panels are quadrilaterals on which singu-
larities are distributed in a continuous manner; on each ele-
ment, a node point is identified. In many cases the node point

must be at the center of the computational element. The sin-
gularity strength can be constant over the panel or vary in
some higher-order fashion. The integral equation, and the
boundary conditions are evaluated at the node points. This
formulation gives rise to a set of algebraic equations for the
unknown singularity strengthmv , based on the discrete ap-
proximation of Eqs.~16! and~17!. The form of thekth equa-
tion is given by

F]w

]nG
k

5
1

4p (
body

Akjm j . ~18!

The influence coefficientsAkj depend on the frequency,
speed of sound and body geometry; not the boundary condi-
tions, and therefore, are fixed for harmonic body motions.

The radiated acoustic pressure field and the surface pres-
sure distribution can be calculated from the dipole strength
distributionmv , solved for discretely in Eq.~18!. The radi-
ated field is calculated by backsubstitutingmv into a surface
distribution of dipoles, and calculating the radiation directly
in the field. The surface pressure can be calculated from the
unsteady momentum equation. On the surface of a flat plate
this gives,

Dp52 irckmv , ~19!

whereDp denotes the jump in pressure across the surface.
Due to the symmetric nature of the flat plate problem, the
surface pressure can then be written as

p57
irckmv

2
, ~20!

where the sign depends if evaluation is taken on an upper or
lower surface.

B. Smoothed acoustic dipoles

Before preceding to develop the ANM method, the
smoothed dipole, which is the basic building block of the
method, will be described. The concept of smoothing singu-
larities has its origin in the field of computational vortex
dynamics.26,30–32,38,39The following discussion describes the
development of smoothed acoustic dipoles as a natural ex-
tension of the concepts used in vortex dynamics.

In three dimensions, the harmonic monopole source so-
lution to the acoustic wave equation can be written

P~x,y,z,t !5
ikrc

4pr
sve

ik~ct2r !5 ikrcsvgv~rur0!eivt.

~21!

In Eq. ~21!, the Green’s function is defined as

gv~rur0!5
1

4pr
e2 ikr ~22!

and

r 25ur2r0u25~x2x0!
21~y2y0!

21~z2z0!
2, ~23!

where the source point isr05(x0 ,y0 ,z0), the point of evalu-
ation r5(x,y,z), the source strength issv , the density is
r, and k5v/c. Performing a simple transformation on the
radial variable,
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r 2⇒r 21r c
25ur2r0u21r c

25~x2x0!
21~y2y0!

2

1~z2z0!
21r c

2 , ~24!

where the smoothing length scaler c has been added radially.
After transformation Eq.~21! becomes

P~x,y,z,t !5
ikrc

4pAr 21r c
2
sve

ik~ct2Ar21r c
2!. ~25!

This transformed form of Eq.~21! is an acoustic monopole
with algebraic smoothing. It is no longer singular at the
source point. The source strength is now distributed
smoothly over a region. As a result, the pressure approaches
a constant value asr→0. Note, however, asr gets large,
namelyr@r c , the pressure tends quickly toward the poten-
tial value, the value without smoothing. In the limit when
r c→0, Eq. ~21! is recovered. As shown, the deviation from
the potential result depends on both the magnituder c and
r . The smoothed monopole can be interpreted as a convolu-
tion of a singular monopole with a suitable smoothing
function.40 There is no unique type of smoothing; therefore,
other types of smoothing are possible.40,41 It follows that, the
potential for a smoothed acoustic monopole can be written

ŵ~x,y,z,t !5
sv

4p

eik~ct2Ar21r c
2!

Ar 21r c
2

. ~26!

The algebraically smoothed dipole can be derived by
differentiation with respect to the characteristic direction of
dipole orientation,

P~x,y,z,t !5n–¹H ikrc

4pAr 21r c
2
sve

ik~ct2Ar21r c
2!J .

~27!

After differentiation,

P~x,y,z,t !52k2mv

rcr

4p~r 21r c
2!

3S 12
i

kAr 21r c
2D cosueik~ct2Ar21r c

2!,

~28!

wheremv is the dipole strength, andu is defined relative to
the dipole orientation vector and the field point. Equation
~28! is a smoothed acoustic dipole and exhibits all the prop-
erties discussed with regard to smoothed monopoles. Most
importantly, whenr→0 the pressure approaches a constant
value, because the dipole strength is distributed. An entire
family of smoothed multipole solutions can be derived by
differentiating the smoothed monopole. The velocity field of
the smoothed dipole is given by integrating the momentum
equation in the appropriate coordinate system,

r
]u

]t
52¹P, ~29!

whereu is the desired velocity field.
In general, using an inverse Fourier transform, Eq.~28!

can be inverted to the time domain,

P~r ,t !5
r

4pc

r

r 21r c
2 cosuHD9S t2 Ar 21r c

2

c D
1

c

Ar 21r c
2
D8S t2 AR21r c

2

c D J , ~30!

whereD is an arbitrary dipole strength function, and ()8
denotes differentiation with respect to the argument. Equa-
tion ~30! can be interpreted as a mathematical statement of
Huygen’s Principle for a dipole acoustic disturbance dis-
placedr c from the source point.

In two dimensions, the smoothed monopole can be de-
rived by direct integration of Eq.~25! giving

P~y,z,t !52
krcsv

4
H0

~2!~kAr̂ 21r c
2!eivt, ~31!

whereH0
(2)(x) is a Hankel function of the second kind of

order 0, and

r̂ 25ur2r0u25~y2y0!
21~z2z0!

2. ~32!

Similar to Eq.~28!, the two-dimensional smoothed acoustic
dipole can be derived from Eq.~31! by differentiation in the
characteristic dipole direction to give

P~y,z,t !52
krcmv

4

3H1
~2!~kAr̂ 21r c

2!
kAy21z2

Ay21z21r c
2
cosueivt, ~33!

whereu is defined relative to the dipole orientation vector
and the field point. The corresponding velocity field can be
found with the two-dimensional form of the momentum
equation, Eq.~29!.

The smoothing operation takes a discrete singularity, a
doublet in this case, and replaces it with a continuous distri-
bution having the same net strength and the same far-field
behavior. As a result, the region over which the singularity is
distributed is no longer divergence free, although it is irrota-
tional. The governing equation is then an inhomogeneous
form of the wave equation, with a distributed source/sink
distribution on the right-hand side.

When the ANM solution procedure separates the prob-
lem into local and global parts, as illustrated in Fig. 2, the
global solution and the local matching solution are not
divergence-free. When the composite solution is constructed
for this linear problem, the distributed source/sink effects
from the global and matching solutions cancel~after all, their
equal and opposite nature was the basis for decomposing the
solution in Fig. 2!, and the composite solution does satisfy
the homogeneous wave equation.

This part of the solution procedure, which involves a
decomposition by adding and subtracting smoothed singu-
larities, is actually one of the keys to how the method works.
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Understanding the role of smoothing is a subtle point, espe-
cially since the smoothing cancels out in the final answer.
This process is one of the real innovations of the ANM
method.

C. ANM acoustics

A distribution of smoothed dipoles, as given by Eq.~26!,
is added and subtracted to Eq.~16!, with no net change in the
equation, giving

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikr

r D G J dS
1

1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dS

2
1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dSJ .

~34!

Regrouping terms,

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dS

1S 1

4pE E
Sb
H mv¹F ]

]n S e2 ikr

r D G J dS
2

1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dSD J .

~35!

Combining the two integrals in the second term on the right-
hand side gives

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dS

1
1

4pE E
Sb
H mv¹F ]

]n S e2 ikr

r D
2

]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dSJ . ~36!

Notice, that the second term on the right-hand side of Eq.
~36! becomes negligible whenr@r c , because the value of
the smooth dipole kernel function approaches that of the sin-
gular kernel function and they asymptotically cancel each
other for larger . The contribution of this integral becomes
significant only whenr5O(r c).

The far-field contributions vanish asymptotically for the
integral in Eq.~36! as intended. There is no clear distinction
between near and far field, only a gradual transition between
them. This behavior is intentional, and it is one of the distin-
guishing features of the method, which is a ‘‘matching’’
method—not a ‘‘patching’’ method. The final results are in-
dependent of the choice of integration areas, as long as they
extend into the far field. Similarly, and related to this, the
results are independent of the degree of smoothing used, as
shown in Fig. 10.

On the surfaceSb whereVs is specified, there is a small
regionSrc aboutp wherer5O(r c), see Fig. 1. Note, how-

ever, most of the contribution to the integral comes from the
region Src immediately aboutp. Therefore, the bounds of

integration can be modified such that the integration is done
on any surfaceSmodwhich containsSrc, without changing the

final result.
Due to the local nature of the integral overSmod, a series

expansion aboutp can be written for the dipole strength
density

mv~p1Dr!5F ~Dr!(
k50

`
1

k!
~Dr–¹!kmv~p!, ~37!

whereDr is the vector change in position on the surface,p is
the vector location ofp, andF (Dr) is a weighting function
discussed in the next section. Essentially,F (Dr) is included
because the dipole strength density may be nonanalytic ap-
proaching the edges of a surface. Only the first few terms in
the series are necessary; however, at this point the entire
series is retained for completeness. Substituting the series
expression into Eq.~36!, and changing the bounds of inte-
gration on the second integral fromSb to Smod gives

FIG. 2. A schematic representation of the ANM solution methodology for
acoustics.
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Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dS

1
1

4pE E
Smod

H F (
k50

`
1

k!
~Dr–¹!kmv~p!¹

3F ]

]n S e2 ikr

r D 2
]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dSJ .

~38!

This can then be rewritten as

Vs~p!5n–H 1

4pE E
Sb
H mv¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dS

1 (
k50

` Fwk
local~p!2

F

4pE E
Smod

H 1

k!
~Dr–¹!k

3mv~p!¹F ]

]n S e2 ikAr21r c
2

Ar 21r c
2 D G J dSG J , ~39!

where

wk
local~p!5

F

4pE E
Smod

H 1

k!
~Dr–¹!k

3mv~p!¹F ]

]n S e2 ikr

r D G J dS, ~40!

wk
local is the local potential, and in Eq.~40! it is written in

terms of an integral over the surfaceSmod. This integral
represents a family of simple flow solutions to Helmholtz’s
equation, as shown in Fig. 3, which can be found by separa-
tion of variables. As such, the explicit integration of Eq.~40!
is not required. Equation~39! is the fundamental integral
equation of the ANM boundary element method. In two di-
mensions Eq.~39! becomes

Vs
2D~p!52n–S 1

2pEGb
H m2D¹F ]

]n
„H1

~2!~kAr̂ 21r c
2!…G J dS

1 (
k50

` m2D
~k!~p!

k! H wk
local~p!2

F

2pEGmod

~x2p!k

3¹F ]

]n
„H1

~2!~kAr̂ 21r c
2!…GdSJ D , ~41!

where

wk
local~p!5

F

2pEGmod

~x2p!k¹
]

]n
„H1

~2!~kr̂ !…dS. ~42!

Again wk
local represents simple flow solutions to Helmholtz’s

equation, the hat notation denotes two dimensions,Gmod is a
contour that containsG r c

, and the series expansion is taken
aboutp.

It may be noted that, if the pointp is not on the surface
Sb , Eqs.~39!–~41! are integral representations of the normal
velocity field, in terms of the normal velocity field on the
surfaceSb . If the pointp is onSb , Eqs.~39!–~41! become
inhomogeneous Fredholm integral equations of the first kind,
relating the known normal velocityVs to the unknown values
of mv on Sb . At this point, the benefit of using Eqs.~39!–
~41! may not be clear; however, it will be shown that due to
their smooth nature these equations are advantageous for nu-
merical implementation.

Examining the terms in Eq.~39! in greater detail reveals
the relationship between the original problem, Eq.~16!, and
the problem cast in terms of ANM. The ANM methodology
breaks the problem up into global, and local constituent
parts. It will be shown that the first term on the right-hand
side of the equation embodies smoothed global effects, ulti-
mately treated numerically, while the second term is a local
correction that can be found analytically.

To illustrate the underlying idea in more physical terms
consider a flat plate oscillating in an infinite acoustic me-
dium. Figure 2 shows a schematic of the ANM decomposi-
tion of the original linear problem. As a first step, equivalent
smoothed singularity distributions are added to and sub-
tracted from the original problem, as given in Eq.~34!. Be-
cause these smoothed distributions exactly cancel, the net
result is unchanged. However, as shown in Eq.~36!, the sin-
gularity distributions can also be regrouped. The first
smoothed singularity distribution, the first term on the right-
hand side of Eq.~36!, can be viewed as the low-resolution
smoothed global problem, and represented by discrete over-
lapping smoothed dipoles, given by Eq.~27!, as shown in
Fig. 2. The second~original! distribution and the third
~smoothed! distribution can be combined, as in Eq.~36!.
When this is done, these two distributions always cancel as-
ymptotically at points away from the point of evaluation,
because their far-field behavior is the same. Thus only the
local behavior of these distributions ultimately matters. For
convenience they can be evaluated as if they are part of an
infinite sheet~or a semi-infinite sheet if near an edge!. Using
a Taylor series expansion of the singularity strength distribu-
tion in this local region, as in Eq.~37!, it can be shown that

FIG. 3. Examples of simple flow solutions to the Helmholtz equation.
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these local solutions can be expressed in terms of simple
flow fields obtained from the governing equation by separa-
tion of variables.

An interesting feature of the ANM composite solution,
given by Eqs.~39!–~41! is that all its constituent parts are
functionally smooth. In fact, it is only vaguely reminiscent of
a traditional boundary element method. The surfaceSb of
Eq. ~16! is no longer discretely approximated by a contigu-
ous set of boundary elements, but rather, a discrete distribu-
tion of overlapping smoothed dipoles. Therefore, the idea of
a surface of contiguous elements exists only with regard to
the spacing between adjacent smoothed dipoles.

In traditional methods, singularities such as dipoles are
integrated over a small region to make an element. A number
of these elements are then used to build up the overall sur-
face. On each element is a node at which boundary condi-
tions are applied. Applying the boundary conditions on the
N nodes associated with theN elements leads to an
Nth-order linear system that can be solved to determine the
element strengths.

In the ANM approach, the numerical part of the problem
is still solved as a linear system, very much in the same spirit
as the traditional approach. In place of the elements,
smoothed overlapping doublets are used. Because of the
smoothing and overlapping, these distributed doublets do not
need to first be integrated to form elements~although this
could be done for higher-order accuracy!. A ‘‘discrete’’ set
of these smoothed doublets accurately approximates a con-
tinuous distribution. This fact gives the formulation an addi-
tional simplicity. These smoothed doublets play roughly the
same role as elements in the traditional method.

The analytical local and matching solutions are em-
ployed to remove the unwanted effects of smoothing from
the final answer. These solutions do involve a continuous
distribution of doublets and smoothed doublets, and they can
be found by an integration process somewhat similar to that
used to construct elements, although a more direct method
using separation of variables is generally superior. Because
of the asymptotic nature of this process, these local solutions
are not really elements either, but are actually corrections to
the smoothed doublets.

Boundary conditions are still applied at nodes, as before.
There is one node for each smoothed doublet. The strengths
of the smoothed doublets are the unknowns. The strengths of
the local and matching solutions are related to the smoothed
doublet strengths. All this leads to a linear system for the
smoothed doublet strengths, from which all other solution
properties can be constructed in a direct manner.

This smoothness leads to accurate, rapidly converging
numerics. In addition, the analytical aspects of the problem
are well defined and well behaved. The traditional problems
associated with discretizing a singular integral equation to
obtain numerical solutions are avoided. In contrast to tradi-
tional discretized calculations, there is no ambiguity as to
whether local averages or point values of variables, such as
pressure, are being computed on panels. ANM computes lo-
cal values of variables, and even handles singular behavior at
edges in a formal manner that allows singularity strength to
be determined. Sources of error are quantifiable, and there is

a procedure for extending the method to higher-order accu-
racy.

D. ANM local correction

This paper presents results from two-dimensional calcu-
lations, therefore, the following section addresses the devel-
opment of the ANM local correction explicitly in two dimen-
sions. The extension to three dimensions of the following
formulation is not difficult, however, for the sake of brevity
it will be included with future work.

The local correction is based on the second term on the
right-hand side of Eq.~41!, which represents the difference
between a distribution of singular dipoles and smoothed di-
poles. The difference between these distributions cancels far
away, therefore the far-field shape and behavior is unimpor-
tant, allowing for simplification in the evaluation of the in-
tegral. The domain of integration only needs to be geometri-
cally correct immediately aboutp. In particular, when
considering a flat surface, for convenience, the bounds of
integration can be taken to infinity. The integration is done
on an infinite flat surface~a contour in two dimensions! with
p located at the origin, given by

Lw5n–H i

4E2`

` H F (
k50

` mv
2Dk~p!

k!
~x2p!k¹

3F ]

]n
„H1

~2!~kr̂ !…2
]

]n
„H1

~2!~kAr̂ 21r c
2!…G J dSJ ,

~43!

whereLw denotes the net local correction. Any effects from
the far field will cancel, leaving only the local difference
between the smoothed, and singular distributions. Therefore,
in practice, only the first few terms in the series need to be
retained. Special consideration is made for edges, due to the
additional length scale that measures from the tip of the edge
to p, leading to a nonanalytic region. The integration is taken
over semi-infinite bounds along the edge coordinate direc-
tion, starting at the edge, wherep is located a distancel
inboard of the edge

Lw
edge5n–H i

4E0
`H F (

k50

` mv
2Dk~p!

k!
~x2p!k¹

3F ]

]n
„H1

~2!~kr̂ !…2
]

]n
„H1

~2!~kAr̂ 21r c
2!…G J dSJ .

~44!

The contribution of the distribution of singular dipoles in
Eqs. ~43! and ~44!, the first term in the square brackets, is
called the high-resolution local solution. It contains the de-
tails of the local flow structure, including the local gradients.
Looking specifically at this part of the integral, it can easily
be shown that the high-resolution local solution consists of
exact solutions to the Helmholtz equation on an infinite do-
main. This is because it is integral distributions of free-space
Green’s functions with varying strength distributions given
by the terms in the series, which explicitly satisfy the Helm-

99 99J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 R. J. Epstein and D. B. Bliss: Acoustic boundary element method



holz equation and boundary conditions. As such, by consid-
ering the terms in the Taylor series of the dipole strength
distribution in Eqs.~43! and~44!, the flow field about a node
can be deduced in terms of simple exact solutions to the
Helmholtz equation on an infinite domain, shown in Fig. 3.

Using the Taylor series as a guide, solutions to the
Helmholtz equation can be found that correspond to each
term in the series, and therefore represent the integrated dis-
tributions of singular Green’s functions given in Eqs.~43!
and~44!. As noted earlier, the series can be truncated at any
desired accuracy; however, depending onSmod, care must be
taken to assure the resulting integrals are uniformly conver-
gent. In the present implementation, the series was truncated
after the quadratic terms, thereby giving the local correction
in the form of a truncated asymptotic expansion.

The contribution of the distribution of smoothed dipoles
in Eqs.~43! and~44!, the second term in the square brackets,
is called the matching solution. It cancels the global solution
locally, and the high-resolution local solution globally,
thereby asymptotically matching the global solution to the
local high-resolution solution. The matching solution is pre-
cisely a smoothed version of the high-resolution local solu-
tion.

The smoothing, as shown in Fig. 4, can be done by any
suitable means; however, a technique called the ‘‘split-sheet
analogy’’ is effective. This approach is based on the obser-
vation that the smoothing process is similar to viewing a
singular solution at an offset location. In particular, consider
the smoothed doublet velocity field, given by Eqs.~28! and
~29!, when viewed in thez50 plane, which is the surface on
which the downwash is evaluated. This expression can be
shown to be the same as that for a discrete source and sink
displaced a distancer c above and below thez50 plane,
respectively, provided the doublet strength and source

strength are related asm52r cs. It follows that a sheet of
smoothed doublets onz50 can be replaced by correspond-
ing sheets of discrete sources and sinks, offset above and
below z50 by distancer c . For the calculation of down-
wash, smoothing a doublet sheet is equivalent to splitting the
doublet sheet into its constituent source and sink sheets dis-
placed an appropriate amount. This approach leads to a
simple way to construct smoothed local solutions using sepa-
ration of variables. Since the local solutions can be inter-
preted basic flows obtained by separation of variables, as
shown in Fig. 3, the smoothed local solutions used for
matching can also be obtained in a similar manner. However
these flows must be associated with source/sink surfaces,
rather than doublet surfaces. Furthermore, the downwash as-
sociated with these surfaces must be evaluated at positions
offset above and below the surfaces a distancer c . This ap-
proach, which has been verified by other means~direct inte-
gration of the kernel function!, has been found to be particu-
larly straightforward and insightful.

The net local correction is the difference between the
high-resolution local solution and the matching solution,
both terms in the square brackets of Eqs.~43! and~44!. For a
two-dimensional flat surface with coordinatex, the net local
correctionLw , at the pointx15p, in terms of upwash is
given by

Lw5n–H i

4E2`

1`H S mv
2D1

dmv
2D

dx
~x2p!

1
d2mv

2D
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~x2p!2
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1•••HOT••• D
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]n
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2D 1
d2mv

2D

dx2
r c
4

~45!

for krc!1, where the truncated Taylor series has been sub-
stituted into Eq.~43!, p is taken as the local origin, andF is
taken as unity. It is interesting to note that only the even
terms inx contribute to the integral.

It is documented in the literature42,43 that for subsonic
flow about edges there is a12-power singularity in the tangen-
tial velocity component just inboard of an edge. Therefore, at
an edge, the dipole strength distribution can be expected to
be expanded in powers of12,

medge
2D ~x!5c0x

1/21c1x
3/21O~x5/2!, ~46!

wherec0 andc1 are arbitrary constants.
In three dimensions, Eq.~46! can be thought of as the

leading-order term in an asymptotic expansion, because very
close to an edge, the two-dimensional terms dominate the
three-dimensional terms in the solution. This can be demon-
strated with as simple perturbation expansion about the edge.
Trouble could possibly arise at the wing tip corners, where
two edges are present. Here, however, the flow field can be
modeled with conical flow solutions.42,44 Numerical experi-
mentation has shown that the conical flow solutions are not

FIG. 4. Building blocks of the ANM solution:~a! discrete and Smoothed
dipoles,~b! high-resolution local solutions,~c! smoothed low-resolution lo-
cal solutions.
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required for sufficient accuracy. If, however, higher accuracy
is needed, higher-order wing tip corner solutions can be con-
structed from conical flow solutions.

Therefore, the weighting functionF in Eq. ~37! should
beADr for the edge panels~unity elsewhere!. As mentioned
earlier, this is because the dipole strength distribution be-
comes nonanalytic at the edge. At any pointl on the surface
near the edge,c0 andc1 can be determined in terms of the
derivative of Eq.~46!, ignoring terms ofO(x3/2), such that,

c05
3

2

medge
2D ~ l !

Al
2Al

d

dx
@medge

2D ~x!#x5 l ,

c15
1

Al
d

dx
@medge

2D ~x!#x5 l2
1

2

medge
2D ~ l !

l 3/2
.

~47!

The series expansion of the dipole distribution for an edge,
Eq. ~46!, can now be written in terms of the dipole strength
density and its derivative as

medge
2D ~x!5S 32 medge

2D ~ l !

Al
2Al

d

dx
@medge

2D ~x!#x5 l D x1/2
1S 1

Al
d

dx
@medge

2D ~x!#x5 l2
1

2

medge
2D ~ l !

l 3/2 D x3/2,
~48!

wherex is the coordinate direction inboard of the edge. In
practice, the doublet strength and its derivative are deter-
mined by numerical means, so these terms are replaced by
doublet strengths at nodal locations. After substitution of Eq.
~48! into Eq. ~44!, and evaluation@similar to Eq.~45! either
by direct integration or separation of variables!, the corre-
sponding correction in terms of upwash for edge panels is
found as

Lw
edge~x!5

c0
2r c

Rrc
1/2H S 12

~kRrc!
2

6
D cosu
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1
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2
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2

1
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2
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cos

7u

2 J , ~50!

for kRrc,1, wherex is the coordinate inboard of the edge,

Rrc
5Ax21r c

2, andu5arctan(r c /x).
The extension to a curved surface is completely straight

forward. The application to curved surfaces can proceed as
follows. The smoothed doublets are now positioned along a
curved surface, leading to some straightforward changes in
geometry and surface velocity calculations. To good accu-
racy the flat surface local and matching solutions can still be
used, because the curvature effects are higher order in a local
region, i.e., the region is ‘‘locally flat,’’27–29which involves
a different utilization of ANM, which shows the role of cur-

vature in local solutions to be surprisingly unimportant. Nev-
ertheless, curvature can be included in local solutions by a
completely straightforward perturbation procedure.

III. NUMERICAL RESULTS

The method was implemented in two dimensions to cal-
culate the surface pressure, and the acoustic field of an un-
baffled oscillating flat plate, see Fig. 5. Later, the implemen-
tation was generalized to include calculations of acoustic
scattering from a flat plate, and the acoustic field of a lightly
loaded elastic plate subject to forced vibrations. The pre-
sented results include both surface pressure and far-field ra-
diation calculations. Comparison is made with classical so-
lutions when possible.

In previous work, the ANM methodology has been ap-
plied to both steady linear incompressible and compressible
aerodynamics.32,45 In both applications, the method has been
rigorously verified by comparison to classical solutions.
Throughout this developmental work, the ANM boundary
element formulation proved to be a robust and versatile
methodology providing accurate results.

Consider a rigid, flat plate undergoing forced oscilla-
tions in two dimensions. For the incompressible case, an
exact analytical expression exists for pressure jump across
the plate.46 Figure 6 shows a calculation of the surface pres-
sure jump for a flat plate oscillating in an incompressible
flow. The calculation used 100 smoothed dipoles along the
chord of the plate, with a smoothing length scaler c of 1.6
times the dipole spacing,ds . The jump in pressure is nor-
malized by the densityr, the semichord of the plateb, the
frequency of oscillationv, and the plate surface velocity
Wp . The coordinate along the plate is normalized by the
plate chordC. The calculation was done with increasingly

FIG. 5. Schematic diagram of the various plate geometric configurations.~a!
Oscillating flat plate,~b! incident normal wave,~c! vibrating elastic flat
plate.
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fewer dipoles, and was shown to successfully converge with
as few as ten smoothed dipoles. The ANM result compares
favorably to the exact analytical solution to the governing
equations. Two cases are shown in Fig. 6. In the first case,
the nodes and smoothed dipole locations were collocated;
indicated in the legend of the figure as collocated. In the
second case, the nodes and smoothed dipole locations are
separated byds/4, one quarter the spacing between consecu-
tive smoothed doublets, indicated in the figure as separated.
It is clear from the figure that the results are independent of
node/influence point positioning.

Next consider a flat rigid plate oscillating, with dimen-
sionless frequencykC510, in compressible flow. Figure 7
shows the calculation of the magnitude of the pressure along
the surface of the plate. The calculation used 100 smoothed
dipoles along the chord of the plate, with a smoothing length
scale,r c /ds51.7. The pressure is normalized byr, the speed
of sounda` , and the plate surface velocity. Similar to the
previous result, the converged calculation can be done with
as few as ten smoothed dipoles, and demonstrate the charac-
teristic ANM control point/influence point independence.
The acoustic wavelength is approximately 3C/5, and there-
fore the plate is not acoustically compact. This is evident by
the shape of the pressure distribution. Again, two cases are
shown in the figure. In both cases, the node and smoothed

dipole locations are collocated; however, in one case they
distributed evenly~symmetrically! over the plate, and in the
other case, they are all skewed to the left, as indicated in the
figure. Similar to the preceding calculation, it is clear that the
results are independent of node/influence point positioning,
even in the extreme of asymmetric skewing.

Examining a higher frequency,kC5100, one expects
the results to approach that of piston theory,47 which exist in
the limit ask→`. As shown in Fig. 8, the ANM calculation
approaches the anticipated piston theory limit. Note the more
complex structure of the surface pressure distribution. This is
primarily due constructive and destructive interference of the
surface pressure by waves radiated from the plate edges. The
acoustic wavelength is approximatelyC/16. Due to the el-
evated frequencies involved in the problem, 500 smoothed
dipoles were used to assure highest accuracy. However, the
calculation could have been done with far fewer smoothed
dipoles. The smoothing length scale used wasr c /ds51.7.
Looking at the radiated acoustic field, Fig. 8 shows the mag-
nitude of the pressure along the axis normal to the center of
the plate~axis of symmetry!. Here we see the complex nature
of the acoustic near field, and the inverse square root fall off
of the pressure in the acoustic far field, characteristic of two-
dimensional acoustics.

FIG. 6. Pressure jump across the surface of a two-dimensional oscillating
plate in incompressible flow,r c /ds51.6.

FIG. 7. Surface pressure for a two-dimensional oscillating plate in com-
pressible flow,kC510, r c /ds51.6.

FIG. 8. Calculation for a two-dimensional oscillating plate in compressible
flow, kC5100, r c /ds51.7: Surface pressure~top!; Pressure along axis of
symmetry~bottom!.
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Now consider the far-field radiation for an oscillating
flat plate at different frequencies, shown in Fig. 9. The radial
distance from the center of the plate to the observation posi-
tion is 20 chord lengths. Starting with the directivity pattern
in the top left of Fig. 9,kC55, the radiator at this frequency
is acoustically compact, and the pattern looks like that of a
simple dipole. As the frequency increases, the directivity pat-
tern becomes increasingly more complex. In thekC58.5
pattern, top right of the figure, the formation of two side
radiation lobes can be easily seen. The radiator is becoming
increasingly less compact, and the influence of the plate edge
radiation is becoming important. AtkC510, the trends con-
tinue, and finally atkC520 some finer scale detail is visible
in the directivity pattern. These calculations were made with
100 smoothed dipoles, and a smoothing length scale
r c /ds51.7.

The smoothing length scale,r c , is the parameter that
controls the magnitude of the smoothing effect. It is desir-
able to make the global solution as smooth as possible,
thereby removing any large spatial gradients, and improving
numerical convergence. This in turn ultimately reduces the
dependence on node location. If too much smoothing is used,
however, the global and local solutions do not match prop-
erly, and the calculation will degrade. This is primarily be-
cause the smoothing length scale becomes so large it intro-
duces a length scale in the local problem that is comparable
to the global length scales. Furthermore, if the smoothing
radius is chosen too small, the global solution is no longer
smooth, resulting in numerical discreteness errors. Again, the

calculation will degrade due to the influence of large spatial
gradients.

There is range of smoothing length scalesr c that provide
the best global-local solution match, that fall in the math-
ematical ‘‘overlap’’ between the global and local solutions.
The smoothing length scale should be on the order of the
spacing between smoothed dipoles in the global solution.
Typically values of 1.4 to 2.8 times the dipole spacing quite
work well. Figure 10 shows the solution overlap for the first
calculation presented in this paper, shown in Fig. 6. Incom-
pressible calculations tend to be less forgiving than com-
pressible calculations. In Fig. 10 the net dipole strength cal-
culated using ANM is normalized by the net dipole strength
calculated using linear theory, and plotted as a function of
the smoothing length scaler c normalized by the distance
between smoothed dipoles in the solutionl , and 100
smoothed dipoles were used in the calculation. The figure
shows that the solution is insensitive to the smoothing pa-
rameter over a range of smoothing values, thereby demon-
strating the expected overlap region between the global and
local solutions.

As an interesting application of the methodology, the
mechanical impedance of an oscillating flat plate in two di-
mensions was calculated. The calculation is somewhat simi-
lar to that found in many classical acoustics textbooks for the
mechanical impedance of an oscillating baffled piston in
three dimensions. Quite simply, the net force on the flat plate
is calculated by direct integration of the surface pressure, and
then the mechanical impedance is calculated by dividing by

FIG. 9. Directivity patterns for a flat plate oscillating at various frequencies,kC55, kC58.5, kC510, kC520, r c /ds51.7.
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the surface velocity, which is the same at all stations across
the rigid plate. The impedance calculation is shown in Fig.
11, where at low frequency the apparent mass hydrodynamic
loading is evident in the reactanceX(kC); the calculated
slope agrees with low-frequency theoretical result. There is
third power dipole radiation resistance evident in the low-
frequency behavior ofR(kC). At higher frequencies, the im-
pedance is dominated by the radiative resistance. The calcu-
lation was made with 100 smoothed dipoles, and a
smoothing length scaler c /ds51.7. The impedance is nor-
malized by the densityr, the speed of sounda` , the plate
velocityWp , and the plate chordC52b.

Consider now the diffraction of an incident plane wave
from a two-dimensional flat plate. As shown in Fig. 5, the
flat plate is oriented such that the incident wave is parallel to
the plate surface, normal to the bisecting axis of the plate.
The diffracted pressure is calculated along they0 station,
shown in Fig. 5, whereD5C. The magnitude of the pressure
alongy0 is shown in Fig. 12. The pressure is normalized by
the incident value. Two hundred smoothed dipoles were used
in the calculation, the frequency iskC540, and the smooth-
ing length scale isr c /ds51.7. The shadow region behind the
plate is clear, and the characteristic oscillations of the edge
diffraction pattern are evident. Examining the directivity pat-
tern, shown in Fig. 12, at a radial distance ofC an increase of pressure can be seen on the reflecting side of the plate, and

a decrease can be seen in the shadow region. The smaller
radial distance was chosen in the directivity pattern to show
the shadow and defraction regions more dramatically. To-
ward the side of the plate, the ratio of the reflected pressure
to the incident pressure is practically unity, with the excep-
tion of a small oscillatory perturbation in pressure magni-
tude.

Consider now the effect of forced vibrations on a two-
dimensional lightly loaded elastic flat plate. The modes of
vibration are governed by the transverse wave equation, and
the boundary conditions are such that the ends are free,
therefore no shear force or moment exist, and there is zero
slope specified at the driving point. The elastic plate is driven
by a harmonic point force,Fpe

iwt, at the mid-chord. Figure 5
shows a sketch of the geometry. For a specified frequency,
the surface velocity of the plate can be written as a ratio of
the surface velocitywp(x) to the velocity at the driving point

FIG. 10. Solution overlap region of a net dipole strength calculation for a
rigid flat plate oscillating in incompressible flow.

FIG. 11. The mechanical impedance for an oscillating flat plate in two
dimensions,r c /ds51.7.

FIG. 12. Calculation of normal wave diffraction from a two-dimensional flat
plate,kC540, r c /ds51.7: Pressure magnitude along axis parallel to plate
(C above plate! from the diffraction of a normal incident wave~top!; Di-
rectivity pattern from the diffraction of a normal incident wave,R5C ~bot-
tom!.
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wp(0). For afrequency ofkC550, the surface velocity is
shown in Fig. 13. In this calculation, the flexural wave speed
on the plate is subsonic, and the ratio of the plate wave speed
to the acoustic wave speed isap /a`50.5. The surface pres-
sure and acoustic response of the plate is calculated using the
surface velocity as the input boundary condition. Using 300
smoothed dipoles, to assure highest resolution, and a
smoothing length scaler c /ds51.8, Fig. 13 shows the mag-
nitude of the surface pressure distribution. The surface pres-
sure is normalized by the density, speed of sound, and the
velocity at the plate origin. Note, fewer dipoles could have
been used without a compromise in accuracy. The wave-
length of the surface pressure is approximatelyC/8. The di-
rectivity pattern is shown in Fig. 14, at a radial distance of 20
chord lengths from the center of the plate. The detailed struc-
ture of the radiated field is evident, and the node present
along the plate axis can be clearly identified.

IV. CONCLUDING REMARKS

A boundary element method based on smoothed funda-
mental solutions to the Helmholtz equation has been devel-
oped and applied successfully to linear acoustics problems.
The formulation is based on a technique called analytical/

numerical matching, which offers a fresh point of view on
traditional boundary element techniques, by solving the
problem with a fundamentally different means. The ANM
approach breaks the problem up into global and local con-

FIG. 13. Calculation for a lightly loaded elastic plate driven at the origin by a harmonic point force,kC550: Surface velocity~top!; Surface pressure
distribution,r c /ds51.7 ~bottom!.

FIG. 14. Directivity pattern radiated by lightly loaded elastic plate driven at
the origin by a harmonic point force,kC550 r c /ds51.7R520C.
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stituent problems that are defined by the physical length
scales of the problem and an additional smoothing length
scale.

ANM offers a computational acoustic methodology
without the traditional problems associated with the numeri-
cal solution of singular integral equations. The ANM bound-
ary element formulation leads to accurate solutions, rapid
numerical convergence, and is free from the ambiguity
present in many traditional panel methods. Additionally,
ANM does not have rigid rules on influence point/control
point location, and therefore is suitable for complex geomet-
ric configurations, including hybrid fluid/structure calcula-
tions requiring a matching computational mesh.

In practice, ANM is a simple methodology, that offers
high-resolution acoustic calculations in the framework of a
unified acoustic method. In the future, one can envision the
method being applied to a multitude of acoustic problems,
including the design and analysis of complex acoustic con-
figurations.
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The discretized Helmholtz and equivalence integral equations yield the impedance representation of
a generalized network formulation for acoustic scattering. Trans- and self-impedances relate the
ensonification, the scattered field, and the pressure and velocity on the scatterer’s surface,S; the
scatterer’s dry impedance loadsS. This formulation suggests applying analysis tools from electrical
circuit theory: network element abstraction and change of field-variable basis. The scatterer’s wet
admittance~impedance! corresponds to the augmented driving point admittance~impedance! from
electrical network theory. The lower-branch modes of the scattering from a submerged spherical
shell occur when the reactance looking into the fluid fromS negates that looking into the shell.
Change of basis onS transforms the impedance representation into the admittance,
arbitrary-reference, and network-scattering representations. The impedance, admittance, and
arbitrary-reference representations naturally separate hard, soft, and intermediate background
scattering, respectively. Scattering from passive objects with limited vibrational degrees of freedom
is bounded: the lower-branch modes of the submerged spherical shell approach this bound. No
bound exists when the vibrational degrees of freedom are unlimited. ©1997 Acoustical Society of
America.@S0001-4966~97!00401-3#

PACS numbers: 43.20.Rz, 43.20.Tb, 43.20.Wd, 43.40.At@JEG#

INTRODUCTION

This paper presents a generalized network formulation
for acoustic scattering from penetrable structures. In this
conceptually simple approach, the scattering structure is
treated as a load that terminates anN-port network descrip-
tion of the fluid, whereN is the number of mesh points on
the wet surface. Our primary contribution is in organizing
the scattering calculation to exploit analysis tools from cir-
cuit theory; in particular, change of field-variable basis is
used to explore scattering from unknown-but-passive loads,
and network element abstraction is used to interpret interme-
diate results and determine resonance frequencies and
shapes.

Change of field-variable basis manipulates an existing
network representation to generate any number of algebra-
ically equivalent scattering formulations. The field variables
which describe acoustic propagation are pressure and veloc-
ity. We change basis by forming a linear combination of
pressure and velocity and rewriting the acoustic equations in
terms of these new field variables. Of course, the utility of
this basis change depends on the particular linear combina-
tion. We discuss three different scattering formulations, each
obtained from the network-impedance representation, which
is derived first. Each provides a different view—in the sense
of a different network analogue—of the target’s scattering
mechanism, which in turn provides different modeling and
measurement possibilities. First, a simple basis change yields
the network-admittance representation, which can be used to
extend an impedance-based result previously obtained by
Borgiotti.1 Impedance and admittance formulations naturally
separate ‘‘hard-background’’ and ‘‘soft-background’’ scat-
tering, respectively. Second, a more complicated basis

change separates the total acoustic scattering into that from
an arbitrary-impedance structure and a residual, such as is
sometimes used in electromagnetics. Third, a change to the
network-scattering basis is used to bound the acoustic scat-
tering from passive targets with limited vibrational degrees
of freedom—such as targets that are represented by finite-
element models or truncated modal expansions. As an ex-
ample, we show that a spherical shell’s lower-branch
resonances2 approach this bound. Removing the assumption
of limited vibrational degrees of freedom, we show that
knowledge of a target’s shape and passivity is insufficient to
bound its normalized scattering cross section.

Network element abstraction enables separate examina-
tion and modeling of individual network elements—that is,
the fluid and scattering object can be analyzed and modeled
separately. This is known as substructuring to the finite-
element modeling community, where it is widely used to
reduce computational effort and to integrate data from dis-
parate models. For example, Vasudevan and McCormick3

use substructuring to integrate lumped-element models of in-
ternal structure into a finite-element model of the nominal
scatterer.

Network element abstraction also allows us to examine
network properties as seen from junctions, which can pro-
vide simple interpretation of physically meaningful interme-
diate results. The network-impedance representation of
acoustic scattering yields the wet admittance—the sub-
merged target’s surface velocity response to a source which
acts as a surface pressure discontinuity—which was origi-
nally described by Borgiotti.1 The admittance representation
yields the wet impedance—the submerged target’s pressure
response to a source which acts as a velocity discontinuity—
which was previously formulated by Gaumond and Yoder,4
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but left uninterpreted. The wet admittance and wet imped-
ance are directly analogous to Kuh and Rohrer’s5 augmented
driving point admittance and augmented driving point im-
pedance, which occur in electrical network theory.

Additionally, network element abstraction allows us to
analyze interaction resonances by comparing the fluid and
structure impedance~or admittance! matrices. Scattered-field
resonance interpretation, based on impedance comparison, is
found in Junger and Feit2 for submerged spherical shells and
in Muzychenko and Rybak6 for submerged circular cylindri-
cal shells. In these cases, where the interface between the
fluid and structure is a constant coordinate surface in a sepa-
rable coordinate system, and where the fluid and structure are
similarly symmetric, the field-variable basis functions can be
chosen to enable mode-by-mode impedance comparison. For
exposition, we analyze the scattering from a spherical shell
and determine the locations of the lower-branch resonances.
Resolving these sharp resonances requires dense sampling in
frequency, and we save significant computational effort by
decreasing the sampling density away from the resonances.
Generalization to arbitrary shapes is straightforward given
the appropriate computational tools.

The network formulation for acoustic scattering closely
resembles Harrington’s7 ‘‘theory of loaded scatterers,’’
which describes the electromagnetic scattering from a struc-
ture with a number of attached antennas, where the antenna
ports are terminated electrically. Harrington’s description in-
cludes network parameters relating the transmitter- and
antenna-port currents to the receiver- and antenna-port volt-
ages. An electrical circuit loads the antenna ports, and a
simple coupled system of equations yields the receiver volt-
age. Analogously, this chapter’s description of acoustic scat-
tering includes network parameters relating the source vol-
ume flux and the target surface velocity to the scattered
pressure and target surface pressure. The scattering structure
loads the surface ports, and a similar coupled system of
equations yields the scattered pressure.

The fluid impedance matrices can be calculated using
either domain methods8 or boundary integral methods. Par-
ticular boundary integral formulations include variational
methods,9,10 superposition methods,11–13 and direct discreti-
zation methods.14–16 We will use the last—and most
popular—of these to calculate the fluid impedance matrices.
Numerical difficulties are encountered in cases where the
scattering structure has sharp or flat appendages,17 but aside
from this ‘‘thin-shape breakdown,’’ our formulation is not
constrained by the scatterer’s geometry. We will not address
the nonuniqueness associated with the surface Helmholtz in-
tegral equation.18 Any of the techniques for treating the criti-
cal frequencies12,14,19can be substituted at appropriate loca-
tions in the equations presented here.

This paper is the second in a series which investigates
single-frequency circuit methods for acoustic radiation and
scattering. The first20 analyzed the scattering from a sub-
merged spherical shell that has an internal spring-mass as-
sembly. The internal structure was treated as a load on a
network description of the submerged shell. Two analyses
were performed: the first used network-element abstraction
at the interface between the submerged shell and the internal

structure to identify peaks in the scattered response; the sec-
ond used network-scattering variables and a power flow con-
straint to bound the scattering from a spherical shell having
anypoint-attached passive internal structure. This paper pre-
sents a formulation in which the entire scattering structure is
treated as a load on a network description of the fluid. This
network formulation facilitates communication between
electrical engineers and acousticians, and the attendant
analysis tools enable simple derivation of unique results.
Subsequent papers will investigate the synthesis of passive
loads to achieve a desired dynamic response.

The remainder of this paper is divided into three parts:
The first states the impedance representation of acoustic scat-
tering from a general penetrable target, and the second and
third apply change of field-variable basis and network ele-
ment abstraction, respectively, to analyze and interpret that
scattering.

I. THE IMPEDANCE REPRESENTATION FOR
ACOUSTIC SCATTERING

A general scattering geometry is shown in Fig. 1: the
scattering structure, shown as a polygon, is embedded in an
infinite homogeneous fluid and surrounded byS, a bounding
surface that need not coincide with the surface of the struc-
ture; the field quantities associated with the interface be-
tween the fluid and scatterer are defined onS; the scatterer is
ensonified by a single source atr 8; and the scattered field is
calculated at the receiver location,r . The locationsr 8 and r
can vary over all space, external toS. For convenience, we
assume a point-monopole volume-flux source and receiver.
We assume that the fluid is stationary, homogeneous, isotro-
pic, inviscid, and isentropic, and that the microscopic, linear-
ized equations of motion are valid external toS. All field
variations will be time harmonic with time dependenceeiwt.

We consider scattering from penetrable objects and refer
to everything insideS as the target, the scatterer, the scat-
tering object, or the scattering structure, even thoughS may
not be coincident with the surface of the penetrable object.
We assume that our scatterer can be described by a dry im-
pedance~Zd! or dry admittance matrix~Yd! relating dis-
cretized normal velocity onS to discretized pressure onS.
The discretization is discussed in Appendix A. The dry im-
pedance and admittance matrices represent the constraints
imposed by the scattering structure on the relationship be-
tween the steady-statep andv. Describing these matrices as

FIG. 1. Scattering configuration.
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dry, which follows previously published work,1,4 is some-
what misleading. These matrices relate thep and v on S,
regardless of conditions outsideS.

The following coupled system of equations is the imped-
ance representation for our target’s acoustic scattering:

Fpscatp G5FDz11
r z12

T

z21 Z22
GFqvG , p52Zdv, ~1!

where the 232-block matrix describes the dynamics of the
fluid, p is the discretized total pressure onS, v is the dis-
cretized total normal velocity onS, q is the source strength,
and pscat is the scattered pressure—the difference between
the total pressure at the receiving point and the pressure that
would exist in the absence of the scatterer. The fluid imped-
ance matrices are determined from first principles in Appen-
dix A.

Figure 2~a! and ~b! show the relationship between the
physical scattering geometry and the network-impedance
block diagram. The matrix elements have the following in-
terpretation: the scalarDz11

r is the scattered pressure taking
q51 andv50 ~i.e.,Dz11

r is the unit-source-strength scatter-
ing from a rigidS!; the column vectorz21 is the discretized
surface pressure takingq51 andv50 ~i.e., z21 is the unit-
source-strength pressure for a rigidS!; the i th element of
row vectorz12

T is the radiated field takingq50 andv5ei ,
whereei is a vector of zeros with a one in thei th place~i.e.,
the elements ofz12

T are the radiated pressure for a rigidS
with a single unit-velocity source!; and finally, thei th col-
umn of Z22 is the discretized surface pressure takingq50
andv5ei ~i.e., the columns ofZ22 are the surface pressure
for a rigid S with a single unit-velocity source!.

The matrix Z22 is the well-known Helmholtz
impedance;21 the other elements in the matrix which de-
scribes the fluid are used to fill out the linear relationship
between field variables. Ther superscript reminds us that
Dz11

r is the scattering from a rigidS. TheD prefix reminds
us thatDz11

r does not relate total field quantities and cannot
support a load—that is, the ratio ofpscat and q cannot be
constrained by a physically meaningful impedance.

As stated in the introduction, the matrix description of
the acoustic transmission paths in Eq.~1! is similar to the
matrix description of the electromagnetic transmission paths
in Harrington’s7 theory of loaded scatterers. In Appendix A,
we derive Eq.~1! directly from the discretized Helmholtz
integral equation and the discretized equivalence integral.
Alternatively, we could follow Harrington’s derivation,
which emphasizes the relationship of Eq.~1! to a network
formulation in which all the field variables are measured at
ports ~which can support loads!. We start by placing spheri-
cal wave generators atr 8 and r , the source location and the
receiver location, respectively. Both generators are~i! inde-
pendent sources,~ii ! small compared to a wavelength,~iii !
provide the same field as the point-monopole volume-flux
sources of Appendix A, and~iv! do not impede the radiating
field. We consider a network model for the relationship be-
tween the source-location generator, the receiver-location
generator, andS. The port variables at the generators are
total pressure and volume flux, and the port variables atS
arep and v. In the velocity-current, force-voltage analogy,
the impedance matrix for this network takes the current-like
field quantities~v the volume flux at the source-location gen-
erator,q; and the volume flux at the receiver-location gen-
erator! to the voltage-like field quantities~p; the total pres-
sure at the receiver location; and the total pressure at the
source location!. Because we do not consider the effect of a
source at the receiver location, we can remove the associated
column of the impedance matrix, and because we do not
consider the radiated~or scattered! field at the source loca-
tion, we can remove the associated row. With this column
and row removed, loading the network with the dry imped-
ance yields the relationship between the source strength,q,
and thetotal pressure at the receiver. The scattered pressure
is, of course, the difference between this total pressure and
the incident field.~The incident field is the pressure that
would exist with the scatterer replaced by an equal volume
of the external fluid.! This incident-field term is incorporated
into the impedance matrix to yield Eq.~1!. With reference to
Fig. 2, terminatingS by the dry impedance yields the rela-
tionship between the source strength,q, and thescattered
pressure at the receiver,pscat.

Equation~1! is simply modified to treat multiple illumi-
nation sources and multiple receiving locations. If there is
more than one source, we organize their complex amplitudes
into a vectorq, and we add the corresponding number of
columns toDz11

r andz21. If there is more than one receiving
location, we organize the scattered pressures into a vector
pscat, and we add the corresponding number of rows toDz11

r

and z12
T . Of course, if there is more than one illumination

source and more than one receiving location, we assemble a
vector q and a vectorpscat, and we add the corresponding
number of columns toz21, the corresponding number of
rows toz12

T , and the corresponding number of columns and
rows toDz11

r .
Direct substitution in Eq.~1! yields pscat, v, and p in

terms ofq:

pscat5$Dz11
r 2z12

T @Z221Zd#
21z21%q, ~2!

v5$2@Z221Zd#
21z21%q, ~3!

FIG. 2. Scattering configuration versus network-impedance block diagram.
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p5$Zd@Z221Zd#
21z21%q. ~4!

The equation forpscathas a simple relation to resonant scat-
tering theory:22 Dz11

r q is the scattering from a rigidS, the
hard background, and the second term is the residual due
to the compliance of the structure. Additionally, if we write
out Dz11

r 5z12
T Y0z21, which defines Y0, we find pscat

5$z12
T @Y02~Z221Zd!

21#z21%q, which is Borgiotti’s1 scatter-
ing formulation.

II. CHANGE OF FIELD-VARIABLE BASIS

Change of field-variable basis manipulates an existing
network formulation by forming a linear combination of field
variables and then rewriting the descriptive equations in
terms of that linear combination. We define a transformation
from the new surface-field variables~a,b! to the current
surface-field variables~p,v!:

FpvG5FT11 T12
T21 T22

GFabG . ~5!

To rewrite the descriptive equations, we substitute Eq.~5!
into Eq. ~1! and replacep with a andv with b which yields

Fpscata G5FD z̃11 z̃12
T

z̃21 Z̃22
GFqbG , a5Z̃db, ~6!

where

D z̃115Dz11
r 1z12

T T21@T112Z22T21#
21z21, ~7!

z̃12
T 5z12

T T21@T112Z22T21#
21@Z22T222T12#1z12

T T22, ~8!

z̃215@T112Z22T21#
21z21, ~9!

Z̃225@T112Z22T21#
21@Z22T222T12#, ~10!

Z̃d52@T111ZdT21#
21@ZdT221T12#. ~11!

Equation~6! shows the transformed fluid and structural im-
pedances. Of course, we cannot admit all choices of
~T11,T12,T21,T22!. For example, examination of Eq.~11!
shows that the choiceT115T2150 requires that we invert the
zero matrix, as does the choiceT115Zd , T2152I. The trans-
formations discussed in this section do not require that we
invert the zero matrix.

We now examine three different bases~admittance, ar-
bitrary reference, and network scattering! and give a brief
description of the utility of each.

A. Network-admittance representation

To determine the admittance representation, we ex-
changep andv in Eq. ~1! by choosing~T11,...,T22!5~0,I,I,0!,
which yields

Fpscatv G5FDz11
pr h12

T

h21 Y22
GFqpG , v52Ydp, ~12!

where the fluid and structural dynamics matrices can be de-
termined directly from Eqs.~7!–~11!:

Dz11
pr5Dz11

r 2z12
T Z22

21z21, ~13!

h12
T 5z12

T Z22
21, ~14!

h2152Z22
21z21, ~15!

Y225Z22
21, ~16!

Yd5Zd
21. ~17!

The fluid matrices can also be calculated directly from the
discretized equivalence integral and surface Helmholtz inte-
gral equation using the same techniques as employed in Ap-
pendix A, in which case we arrive at simpler, but equivalent,
forms for Eqs.~13!–~16!.

In Eq. ~12!, the fluid is described by a hybrid matrix. We
refer to~12! as the ‘‘network-admittance’’ representation be-
cause the fluid and structure—as seen fromS—are described
by the admittance matricesY22 andYd . This representation
is useful whenYd is available andZd is not—when the target
has a rigid component, for example. The interpretation of the
submatrices in~12! is similar to that of the submatrices in
~1!: Dz11

pr is the unit-source-strength scattering from a
pressure-releaseS; h21 is the unit-source-strength velocity
distribution for a pressure-releaseS; the elements ofh12

T are
the radiated field for a pressure-releaseS with a single unit-
pressure source; and the columns ofY22 are the surface ve-
locity response for a pressure-releaseS with a single unit-
pressure source.

Direct substitution solves forpscat, p, andv in terms of
q:

pscat5$Dz11
pr2h12

T @Y221Yd#
21h21%q, ~18!

p5$2@Y221Yd#
21h21%q, ~19!

v5$Yd@Y221Yd#
21h21%q. ~20!

Again, the equation forpscathas a simple relation to resonant
scattering theory:22 Dz11

prq is the scattering from a pressure-
releaseS, the soft background, and the second term is the
residual due to the stiffness of the structure. Additionally, if
we write Dz11

pr5h12
T Z0h21, which defines Z0, we find

pscat5$h12
T @Z02~Y221Yd!

21#h21%q, which is similar in form
to Borgiotti’s scattering formulation, but emphasizes the
fluid and structural admittances rather than fluid and struc-
tural impedances.

B. Arbitrary-reference representation

The impedance representation naturally separates the to-
tal scattering into the scattering from a rigidS and a residual
due to the target’s compliance. The admittance representa-
tion separates the total into that from a pressure-releaseS
and a residual due to the target’s stiffness. A rigidS has an
infinite dry impedance, and a pressure-releaseS has a zero
dry impedance. This section describes a change of basis
which naturally separates the total scattering into that from
an intermediate-impedanceS and a residual due to the dif-
ference between the intermediate impedance and the actual
impedance of the target. This intermediated impedance can
be arbitrarily chosen and is the ‘‘arbitrary reference’’ of the
section title. This section extends the separation methods of
resonance scattering theory to targets that have arbitrary-
impedance background~or reference! scattering.

The following transformation separates scattering from
an arbitrary-reference impedance,Zr , from the total scatter-
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ing: ~T11,T12,T21,T22!5~2Zr ,T12,I,I!, whereT12 is an arbi-
trary matrix with appropriate units. Choosinga to be the
surface velocity distribution that would exist if the scatterer’s
impedance wereZr , and choosingb to be the difference
between the actual surface velocity anda, yields T125Z22.
Similar analysis is possible starting from the admittance for-
mulation.

Solving for pscat/q in the new basis yields

pscat

q
5$Dz11

r 2z12
T @Z221Zr #

21z21%1x1
T@Zd2Zr #x2 ,

~21!

where the bracketed term is the scattering from the interme-
diate impedance,Zr , the remaining term is the residual,
x1
T5z12

T @Z221Zd#
21, andx25@Z221Zr#

21z21. In order for the
scattering from the intermediate impedance to equal the scat-
tering from the actual impedance, we must have

x1
T@Zd2Zr #x250, ~22!

which is a much less stringent condition than requiring that
the impedances be equal. With reference to Eq.~3!, x2 is the
surface velocity of a target that has dry impedanceZr , illu-
minated by a source atr 8. Regardless of receiver location,
Eq. ~22! is satisfied when theZd andZr respond tox2 with
the same surface pressure. Given a single receiver location,
r , ~22! is satisfied whenx1 is orthogonal to the difference
between those surface pressures.

A particularly interesting intermediate impedance is that
of a fluid-filledS. In this case, Eq.~22! yields exactly what is
required ofZd to achieve zero scattering.

C. Network-scattering representation

In this section, we assume knowledge ofS—the scatter-
er’s shape and size—and knowledge of the scatterer’s pas-
sivity, and we try find ana priori bound on the amplitude of
the scattered field. Because passive targets cannot deliver
power to the fluid, we expect some basic limitation on their
ability to scatter the incident acoustic field. We provide three
results: the first bounds the acoustic scattering for any pas-
sive target withlimited vibrational degrees of freedom; the
second shows that the lower-branch resonances of a spherical
shell2 approach this bound; and the third shows that if a
passive target has anunlimitednumber of vibrational degrees
of freedom, then the scattering cannot be boundeda priori.

The following transformation yields the network-
scattering representation:5

~T11,T12,T21,T22!5~Z22
HR21/2,Z22R

21/2,

2R21/2,R21/2!,

whereR5 1
2~Z22

H 1Z22!, and superscriptH indicates conjugate
transpose. The scattered field is

pscat5~D z̃111 z̃12
T Gz̃21!q, ~23!

whereD z̃11 is the scattering from a target withZd5Z22
H , and

G5Z̃d
21. The scattering structure’s passivity requires that the

real part of its impedance matrix be positive semidefinite,
i.e., Re$Zd%>0. In the new basis, this condition is trans-
formed into iGi2<1. This condition for passivity requires

that we replacev in Eq. ~1! with Affv, which yields power-
conjugate surface variables.~Aff is described in Appendix
A.! We note that, if a network is passive, then Re$Zd%>0.
However, if we determine that Re$Zd%>0 for some existing
network, we cannot guarantee its passivity. That is, this ma-
trix positivity condition is necessary, but not sufficient, for
passivity. We also note that, if this condition is met at a
particular frequency, we can always construct a passive net-
work which has impedanceZd at that frequency.

To bound the scattering from targets with limited vibra-
tional degrees of freedom—our first result—we take the
magnitude of Eq.~23! and apply Cauchy-Schwartz and the
triangle inequality, which yield

upscat/qu<uD z̃11u1i z̃12i2i z̃21i2 . ~24!

This bound applies to passive targets that have surface fields
well described byp andv.

The second result shows that this bound can be reached
for backscattering of a plane wave from a spherical shell, in
which the shell is restricted to a single mode of vibration.
The fluid impedance submatrices for the sphere are calcu-
lated in Appendix B. Limiting vibration to thel th spherical
harmonic and applying Eq.~24!, we find

Upscatq U< ~2l11!

k H U j 8h8
2
1

2

uh8u2

h82
U1 1

2 J , ~25!

whereh5hl
(2)(ka) is thel th spherical Hankel function of the

second kind evaluated atka, j5 j l(ka) is the l th spherical
Bessel function evaluated atka, k is the wave number, anda
is the diameter of the sphericalS. From Junger and Feit2 Eq.
~11.30!, at the lower-branch resonance, the spherical shell
scattering magnitude is written

Upscatq U5 ~2l11!

k U j 8h8
2

uh8u2

h82
U. ~26!

It is easy to show analytically that this magnitude is never
greater than the bound; that this magnitude approaches the
bound whenu j u!uhu; and that this magnitude equals the
bound for certain phase conditions immediately off reso-
nance.

Finally, the third is an interesting theoretical result: We
provide a constructive demonstration that, for any target
shape and any constant,M , there exists a passive dry imped-
ance which yieldsupscat/qu.M . We postulate a particular dry
impedance for the target: a sphere is embedded withinS, and
the remainder is filled with the external fluid. The firstN
harmonic modes of the embedded sphere’s dry impedance
are chosen to be the conjugate match to the impedance look-
ing into the fluid from the surface of the sphere, i.e.,
@Zd#

l l5@Z22#
l l * . For mode numbers greater thanN, we as-

sume that the sphere is rigid. We make no attempt to realize
a scatterer which achieves this dry impedance. For plane-
wave backscattering, this configuration yields

pscat

q
5
i

k (
n50

` H ~2n11!~21!nF j n8hn8G J 2
i

k (
n50

N H ~2n11!

3~21!nF j n821yn8
2

hn8
2 G J , ~27!
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wherepscat is the far-field pressure, referred to 1 m. The first
term is the scattering from a rigid sphere, and the second is
the contribution from the conjugate-matched modes. For
n@ka the second summand becomes (2n11)(21)n. Thus
as we increaseN, pscat grows without bound, which shows
that knowledge of a three-dimensional target’s shape and
passivity, without restriction on the surface field’s vibra-
tional degrees of freedom, does not lead to ana priori bound
on the scattering.

III. NETWORK ELEMENT ABSTRACTION

Network element abstraction has two main features: it
permits us~i! to examine network properties as seen from
junctions, and~ii ! to examine each network element sepa-
rately. In this section, we use the first feature to interpret the
‘‘wet admittance,’’ Yw5@Z221Zd#

21, and the ‘‘wet imped-
ance,’’ Zw5@Y221Yd#

21, which occur frequently in Eqs.
~2!–~4! and Eqs.~18!–~20!, respectively. We use the second
feature to examine resonances caused by the interaction of a
spherical shell with the surrounding fluid.

A. The wet admittance and wet impedance

Figure 3~a! and~b! show physical and symbolic network
interpretations of the wet admittance, which is obtained by
breaking into the network at the~p,v!-port and considering
the effect of a discontinuity in pressure as we follow the
normal acrossS. This discontinuity, which we call the ap-
plied pressure,pap, is the difference between the pressure
affecting the structure in the equationp52Zdv and the pres-
sure affecting the fluid inp5Z22v. The pressure affecting the
structure isp in ~for now!, and the pressure affecting the fluid
is pout5p in1pap. We assume that the surface velocity is con-
tinuous as we follow the normal acrossS, and we consider
the applied pressure to be the only source. It is not clear how
to physically realizepap, although any force source applied

to S could approximate its effect. Regardless of the realiz-
ability of the source, this section provides an interpretation
of the quantity@Z221Zd#

21. In Fig. 3~a!, the applied pressure
is shown covering only a small disk. Of course, this can be
generalized to any applied pressure. The equations

pout5Z22v; p in52Zdv; pout5p in1pap ~28!

combine to givev5Ywp
ap. The i th column of Yw is the

discretized normal velocity onS for pap5ei .
The symbolic representation, a network analogy, shows

two impedances in series with a vector of pressure sources.
The wet admittance is the admittance seen by that source and
is completely analogous to the ‘‘augmented driving point
admittance’’23 from electrical network theory.

Figure 4~a! and~b! show physical and symbolic network
interpretations of the wet impedance, which has derivation
and interpretation similar to those for the wet admittance.
We break into the network at the~p,v!-port and consider the
effect of a discontinuity in the velocity as we follow the
normal acrossS. This discontinuity, which we call the ap-
plied velocity,vap, is the difference between the velocity on
the surface of the structure in the equationv in52Ydp and
the velocity on the fluid invout5v in1vap5Y22p. We assume
that the pressure is continuous as we follow the normal
acrossS, and we consider the applied velocity to be the only
source. As withpap, it is not clear how to physically realize
vap, although we could consider either injecting and extract-
ing fluid at some point onS or applying a film toS that has
a controllable rate of change of thickness. Again, regardless
of the realizability of the source, this section provides an
interpretation of the quantity@Y221Yd#

21. The above equa-
tions combine to givep5Zwv

ap, whereZw is the immersed
object’s pressure response to an applied normal velocity.

The network analogy shows two admittances in parallel
with a vector of velocity sources. The wet impedance is the
impedance seen by that source and is completely analogous
to the ‘‘augmented driving point impedance’’23 from elec-
trical network theory.

We should note that there is no agreed-upon definition
of ‘‘wet impedance.’’ Borgiotti1 defines a wet impedance,

FIG. 3. Physical and network interpretations for the wet admittance.

FIG. 4. Physical and network interpretations for the wet impedance.
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Yw
21, which he does not interpret, and Gaumond and Yoder4

write down the wet impedance from this paper, but do not
provide an interpretation. In this paper,ZwÞYw

21 because the
matrices relate different quantities.Zw takes the surface ve-
locity discontinuity to the resulting total pressure, andYw

takes the surface pressure discontinuity to the resulting total
normal velocity. The interpretations ofYw

21 andZw
21 are not

as appealing as those forYw andZw . The i th column ofYw
21

is the surface pressure discontinuity that is required to sup-
port an ei surface velocity, andi th column ofZw

21 is the
surface velocity discontinuity that is required to support an
ei surface pressure.

B. Interaction resonances

The frequency and shape of interaction resonances can
be determined by comparingZ22 to Zd . For a spherical shell,
Junger and Feit2 use this method to find the lower-branch
resonances. These resonances are sufficiently narrow that a
coarse frequency sampling does not capture the peaks in the
scattered response.

For a target with arbitraryS, the scattered pressure is
written as in Eq.~2!:

pscat5$Dz11
r 2z12

T @Z221Zd#
21z21%q.

The inverted factor~the wet admittance! will be relatively
large at frequencies where the matrixZ221Zd is nearly sin-
gular. The singular vectors associated with the small singular
values of this matrix are the resonance shapes of the sub-
merged structure. The entire second term will have a large
contribution when the vectorsz12

T andz21 have components
corresponding to these shapes.

We apply this analysis technique to the scattering from
the spherical shell shown in Fig. 5. The scattering configu-
ration’s material parameters, fluid impedance matrices, and
dry impedance matrix are given in Appendix B. Because the
structure is lossless, Re$Zd%50; because we always have
some radiation from a sphere, no matter how high the spatial
frequency of the field quantities, Re$Z22%.0. Given thatZ22
andZd are diagonal,

pscat5H Dz11
r 2(

n

@z12
T #n@z21#

n

@Z22#
nn1@Zd#

nn J q, ~29!

and finding frequencies at whichZ221Zd is nearly singular is
greatly simplified. The second term’s contribution topscat

will be largest where the fluid and shell reactances of an

individual mode are equal and opposite, i.e.,
Im$@Z22#

nn%52Im$@Zd#
nn%, and Re$@Z22#

nn% is small. This
phenomenon is illustrated in Fig. 6. The top plot shows
Im$@Z22#

77%, 2Im$@Zd#
77%, and Re$@Z22#

77%. The fluid imped-
ance is mass-like at lowerka and lossy at higherka. The dry
impedance of the shell is spring-like at lowerka and mass-
like at higherka. An arrow marks the point at which the
‘‘fluid mass’’ matches the ‘‘shell spring,’’ and the corre-
sponding peak in the form function is indicated. The middle
plot is similar to the top forn521. For the frequency range
shown in this plot, the peaks in the form function correspond
to reactance matching in then52 throughn522 spherical
harmonics. These peaks, of course, form the lower branch of
the denominator zeros on the frequency-versus-mode-
number dispersion plot for the submerged spherical shell.

These peaks are particularly narrow and are plotted here
with a frequency step ofDka51028. Off resonance, the scat-
tered field is plotted withDka51022. Without knowledge of
the resonance frequencies, derived by impedance compari-
son, this relatively simple scattering calculation would be
infeasible.

IV. SUMMARY AND CONCLUSIONS

This paper presents a generalized network formulation
for acoustic scattering. The network formulation organizes
the scattering calculation in a manner that allows us to ex-
ploit single-frequency circuit-theory analysis tools, in par-
ticular, change of field-variable basis and network element
abstraction.

We change field-variable basis to determine the admit-
tance, arbitrary-reference, and network-scattering representa-
tions. We use the network-scattering representation to deter-
mine bounds on the scattering from passive targets with
limited spatial degrees of freedom, and we show that the
lower-branch resonances of a spherical shell approaches
these bounds. We also use a conjugate-matched load imped-
ance to show that, for a target with unlimited spatial degrees

FIG. 5. Scattering configuration for a spherical shell.

FIG. 6. Impedance comparison forn57,21 and the spherical shell form
function.
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of freedom, we can construct a passive impedance which
gives a form function greater than any bound.

We use network element abstraction to find the lower-
branch resonances of a submerged spherical shell. Because
these modes lose energy to radiation very slowly, the peaks
are extremely sharp.2 We show that being able to solve for
the resonance frequencies allows us to increase the sampling
density in their neighborhood and capture peaks that other-
wise would be missed by a coarse frequency sampling. Net-
work element abstraction is also used to interpret the wet
admittance and wet impedance.

Many of these results are available through other
means—the admittance and arbitrary-reference representa-
tions can be derived from first principles, and the intermedi-
ate matrix interpretations and resonance identification are
also available directly. Our network formulation provides a
unifying, conceptually simple, and analytically supportive
framework for treating all these problems.

We have shown that network formulations are useful in
analyzing acoustic scattering for:~i! developing formulations
which emphasize different field quantities,~ii ! interpreting
intermediate results,~iii ! determining features in the scat-
tered response by means of impedance~or admittance! com-
parison, and~iv! examining power flow by means of the
network scattering variables.

The utility of this formulation is not in improving the
numerical aspects of scattering calculations, but in under-
standing properties of the scattering system once the calcu-
lations are complete, making more intuitive the properties of
systems under design, and altering the formulation so that
different models and measurements can be incorporated. The
formulation also facilitates communication between electri-
cal engineers and acousticians, and the attendant analysis
tools enable simple derivation of unique results.
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APPENDIX A: DERIVATION OF THE DISCRETIZED
ACOUSTIC INTEGRAL EQUATIONS AND
FORMATION OF THE FLUID IMPEDANCE MATRICES

In summary, the fluid-impedance submatrices which ap-
pear in Eq.~1! are given by

Z225@ 1
2A

cf2D#21 jvr0G, ~A1!

z215@ 1
2A

cf2D#21g~r8!, ~A2!

z12
T 5g~r !T@ 1

2A
cf2D#2TAff, ~A3!

Dz11
r 5g~r !T@ 1

2A
cf2D#2TAff@ jvr0G#21@ 1

2A
cf1D#

3@Acf#21g~r8!, ~A4!

wherer0 is the fluid density.
The components of these submatrices are given by

@D# l i5 R
S
H c l~r1! R

S
$~¹G ~r ,r1!•n̂!f i~r !%dSJ dS,

~A5!

@G# l i5 R
S
H c l~r1! R

S
$G ~r ,r1!f

i~r !%dSJ dS, ~A6!

@Acf# l i5 R
S
c l~r !f i~r !dS, ~A7!

@Aff# l i5 R
S
f l~r !f i~r !dS, ~A8!

@g~r8!# l5 R
S
$c l~r ! jvr0G ~r ,r 8!%dS, ~A9!

where@•#l i indicates the (l ,i )th matrix element, and

G ~r ,r 8!5
exp~2 jkur2r 8u!

4pur2r 8u
~A10!

is Green’s function for an infinite-extent fluid medium,r 8 is
the source location, andr is the~Green’s function! receiving
location. We assume that the pressure and normal velocity
on S, from Fig. 2, are well approximated by

p~r !'(
i51

N

pif i~r !; v~r !•n̂'(
i51

N

v if i~r !, ~A11!

wherer is constrained to lie onS, and from Eq.~1!, @p#l5pl

and @v#l5v l . The ci that appear in Eqs.~A5!–~A9! are
method-of-moments testing functions.24

The remainder of this Appendix provides a detailed deri-
vation of the fluid impedance matrices, starting from the
first-order, microscopic, linearized equations of fluid motion.

1. The equivalence integral

The physical assumptions from Sec. I allow us to write
the following first-order acoustic equations:25

“–v~r !1
jv

r0c
2 p~r !5d~r2r 8!q, ~A12!

“p~r !1 jvr0v~r !50, ~A13!

where the right-hand side of this system is the independent
source, and the left-hand side describes the dynamics of the
fluid. Equation~A12! is derived from the continuity equation
and the equation of state for the fluid. Equation~A13! is
derived from the conservation of momentum. The velocity of
the fluid atr is v~r !, the dynamic pressure atr is p~r !, r0 is
the fluid’s steady-state density,c is the speed of sound,v is
the angular frequency of variation, andj is A21. The
steady-state density and speed of sound are constant outside
of S. The source is a volume-flux-per-unit-volume monopole
with amplitudeq at r 8. These equations hold in all space
external toS.

To derive the equivalence integral, Green’s theorem is
applied to the field quantities in the above system.26 The
volume of integration is bounded on the interior byS and on
the exterior by the far-field sphere. The Sommerfeld radia-
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tion condition implies that the surface integral over the far-
field sphere is zero, which yields one form of the equivalence
integral:

R
S
$2p2~r !v1~r !1p1~r !v2~r !%•n̂ dS

5p2~r1!q12p1~r2!q2 , ~A14!

where the field quantitiesp1,v1 andp2,v2—corresponding to
sourcesq1 and q2, respectively—are any two solutions of
Eqs. ~A12! and ~A13! outside and onS. The source loca-
tions, here denotedr1 andr2, instead ofr 8, can be anywhere
outsideS. The two solutions can correspond to arbitrarily
different physical situations insideS. In the rest of this ap-
pendix, we will refer to the physical situation denoted by
subscript 1 as ‘‘Config. 1’’ and the physical situation de-
noted by subscript 2 as ‘‘Config. 2.’’ For example, Config. 1
could have the scattering object insideS, while Config. 2
could haveS a rigid surface.

Let us assume, for the moment, that either both configu-
rations have a rigidS or both have a pressure-releaseS. The
boundary condition for a rigid surface isv–n̂50, and the
boundary condition for a pressure-release surface isp50. In
both cases, Eq.~A14! becomes

p1~r2!q25p2~r1!q1 . ~A15!

Assuming thatq15q2 , we can write

p1~r2!5p1
~r2!

~r1!, ~A16!

which is simply a statement of reciprocity for physical con-
figurations with rigid or pressure-releaseS. On the rhs, the
subscript-2 field variable has been replaced by subscript 1
because the configurations are identical except for source
location, while the source location is given by the superscript
since it does not coincide with that implied by the subscript.

Equation ~A16! also holds when both configurations
haveS filled exclusively with external fluid. In this case,
~A16! becomes a statement of reciprocity for the free-space
Green’s function.

Substituting~A16! into ~A14! gives

R
S
$2p2~r !v1~r !1p1~r !v2~r !%•n̂ dS

5p2~r1!q12p1
~r2!

~r1!q2 , ~A17!

which, we have shown, holds for Config. 1 rigid, pressure-
release, or fluid-filled. The source location for both configu-
rations isr2, and the receiving location for both configura-
tions is r1. Thus if we takeq15q251, the rhs becomes a
difference of total fields. We usually choose the physical
situations insideS to be different—for example, if we
choose Config. 1 to be the fluid-filledS and Config. 2 to be
the scattering structure, the rhs is the pressure scattered from
the structure.

The method of moments24 is used to discretize this equa-
tion. Substituting Eq.~A11! into ~A17! yields

2p2
TAffv11v2

TAffp15p2~r1!q12p1
~r2!

~r1!q2 , ~A18!

where the boldface lowercase letters are vectors, and the
boldface uppercase letters are matrices. The quantitiesp and
v are column vectors of the discretized pressure and normal
velocity. The row vectorpT is the transpose ofp.

2. The surface Helmholtz integral equation

The Helmholtz integral equation~HIE! can be derived
from Eq. ~A17! by choosing the fluid-filledS for Config. 1.
The Config. 1 field quantities are then known everywhere:

p1~r !5 jvr0G ~r ,r1!q1 , v1~r !52“ rG ~r ,r1!q1 ,
~A19!

where G , Green’s function for an infinite-extent fluid, is
given in Eq. ~A10!, r1 is the source location, andr is the
receiving location. Substituting~A19! into ~A17! yields

R
S
$p2~r !“G ~r ,r1!1 jvr0G ~r ,r1!v2~r !%•n̂ dS

5p2~r1!2 jvr0G ~r1 ,r2!q2 . ~A20!

This equation was derived by consideringr1 outsideS and
then applying Green’s theorem. If we considerr1 insideS,
the first term on the rhs does not appear, which implies that
the rhs is discontinuous asr1 follows the normal acrossS.
The value of the rhs forr1 on S is resolved by applying a
three-dimensional version of the principal value theorem,27

which yields

R
S
$p2~r !“G ~r ,r1!1 jvr0G ~r ,r1!v2~r !%•n̂ dS

5
a

4p
p2~r1!2 jvr0G ~r1 ,r2!q2 , ~A21!

wherea is the solid angle subtended by the surface at the
point r1PS. For example, ifS has no edges or vertices, then
a52p at every point onS.

To discretize the HIE, we start by substituting the ap-
proximation for the surface field quantities from~A11! into
~A21!, which gives

(
i

R
S
$~“G ~r ,r1!•n̂!p2

i f i~r !1 jvr0G ~r ,r1!v2
i f i~r !%dS

5
a

4p (
i
p2
i f i~r1!2 jvr0G ~r1 ,r2!q2 . ~A22!

To fully discretize this equation, we define the testing func-
tions, $ci~r1!; i512N, r1PS%, whereN is the number of
field-variable basis functions, and integrate each testing
function in turn against the entire expression. If everyci has
finite area onS, then the different values ofa at the edges
and vertices ofS do not contribute to the integration against
the testing functions, and we can takea52p. This yields

Dp21 jvr0Gv25
1
2A

cfp22g~r2!q2 , ~A23!

whereD, G, Acf, andg(r2) are given in Eqs.~A5!–~A9!. If
the testing functionsdo not extend over a finite area on
S—i.e., if we choose one or more of theci to be Dirac delta
functions—and if the testing locations are chosen on edges
or vertices, then Eq.~A23! can be simply modified to ac-
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count for the different values ofa. In the rest of this appen-
dix, we assume that everyci has finite area or that the testing
locations are chosen such thata52p.

We assume that the range and domain bases provide an
adequate approximation to the integral equations above. As
an example of the bases used in a standard code, the com-
bined Helmholtz integral equation formulation~CHIEF!21

uses a subsectional basis for$f% and point-matching for$c%.
Eachfi in the subsectional basis is unity over a patch onS
and zero everywhere else, and eachci in the point-matching
basis is a Dirac delta, which CHIEF places at the center of
each patch. Point-matching is by far the most popular choice
for $c%, because it simplifies the second integration in Eq.
~A23!. Bases other than point-matching are most often used
whenS is a constant coordinate surface in a separable coor-
dinate system. In Appendix B, whereS is a sphere, choosing
the spherical harmonics for$f% and$c% results in diagonalD,
G, and Afc matrices, which allow harmonic-by-harmonic
examination of the fluid impedance matrices.

3. Fluid impedance matrices

In Eq. ~1! of the the text, the relationships between the
field quantitiesp, v, q, andpscat define the fluid impedance
matrices. As stated in the introduction, many different acous-
tic modeling methods could be used to determine these ma-
trices. This section uses Eqs.~A18! and ~A23!, the dis-
cretized equivalence integral and the discretized HIE.

In Eq. ~1!, the i th column ofZ22 is defined as the dis-
cretized surface pressure,p, givenq50 and discretized sur-
face velocityv5ei—i.e.,Z22 relates the surface pressure and
velocity when there are no active sources external toS. Z22
is found quite simply from the discretized HIE. We take
Config. 2, here unsubscripted, to be the penetrable scatterer.
~Recall that the HIE is derived by taking Config. 1 to be the
fluid-filled S.! We assume thatr2 is insideS, which places
the source outside the region of integration in Green’s theo-
rem and eliminates the second term on the rhs of~A23!. The
discretized HIE can be rewritten

p5@ 1
2A

cf2D#21 jvr0Gv

⇒Z225@ 1
2A

cf2D#21 jvr0G, ~A24!

which is the well-known Helmholtz impedance.
In Eq. ~1!, the column vectorz21 is the discretized sur-

face pressure;p, givenq51 andv50—i.e., z21 is the unit-
source-strength pressure on a rigidS. z21 is also determined
using the discretized HIE. In this case, we assume that Con-
fig. 2 is the rigidS, here indicated by subscriptr . Thev50
boundary condition yields the following relationship be-
tweenpr andqr :

pr5@ 1
2A

cf2D#21g~r8!qr⇒z215@ 1
2A

cf2D#21g~r8!,
~A25!

wherepr is the pressure that would exist on a rigid body, and
qr is the source corresponding to that pressure. The super-
script ong indicates the location of the source point. This
relationship forpr and qr is a discretized version of the
rigid-body Green’s function.

The i th element of row vectorz12
T is the radiated pres-

sure, givenq50 andv5ei . z12
T is determined using the dis-

cretized equivalence integral, Eq.~A18!. In this case, we
assume that Config. 1 is the rigidS, indicated by subscriptr .
Config. 2 is the penetrable scatterer, here unsubscripted. We
take the Config. 2 source interior toS, which eliminates the
second term on the rhs. This yields

pr
TAffv5p~r !qr , ~A26!

wherep~r ! is the penetrable scatterer radiated pressure atr ,
the rigid S source point. Substituting from Eq.~A25!, with
source atr , we get

p~r !5@@ 1
2A

cf2D#21g~r !#TAffv

⇒z12
T 5g~r !T@ 1

2A
cf2D#2TAff, ~A27!

which givesp~r ! for any v.
And finally, the scalarDz11

r is the scattered pressure,
given q51 and v50—i.e., the Dz11

r is the unit-source-
strength scattered pressure from a rigidS. Here, Dz11

r is
determined using both the discretized HIE and equivalence
integral. In the discretized equivalence integral, Config. 1 is
the fluid-filled S, indicated by subscripti for ‘‘incident
field,’’ and Config. 2 is the rigidS, indicated by subscriptr .
The source for Config. 1 is atr 8, the source location, and the
source for Config. 2 is atr , the receiving location. This
yields

2pr
TAffv i5pr~r !qi2pi

~r8!~r !qr . ~A28!

To find the rigid-body scattered pressure, we setqi5qr and
note that the scattered field is defined aspr

scat5 pr 2 pi . Thus

pr
scat52S 1qr DprTAffv i5z12

T v i . ~A29!

Now we have to findv i , the incident velocity, and we are
done. The incident velocity can be found from geometrical
arguments, or from the discretized HIE with Config. 2 the
fluid-filled S. With Config. 2 indicated by subscripti , the
latter yields

Dp i1 jvr0Gv i5
1
2A

cfp i2g~r8!q, ~A30!

where thep i and v i are in the$f% basis, andg(r8)q is the
incident pressure projected into the$c% basis. To solve forv i
in terms ofq, we must reconcile this difference in discreti-
zation. Assuming that the incident pressure is reasonably ap-
proximated as a sum overfi~r !, the two representations are
related byg(r8)q 5 Acfp i . Substituting into Eq.~A30!
yields,

v i52@ jvr0G#21@ 1
2A

cf1D#@Acf#21g~r8!q ~A31!

and then, substituting back into~A29!, we find that

Dz11
r 5g~r !T@ 1

2A
cf2D#2TAff@ jvr0G#21@ 1

2A
cf1D#

3@Acf#21g~r8!. ~A32!

This completes the solution for the submatrices in Eq.~1! of
the text.
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Far-field source and receive locations~directions! can be
included using the standard plane-wave assumptions. We al-
low ur 8u andur u to recede tò while keeping the incident field
amplitude constant at the origin. The source strength is rede-
fined to be this incident field amplitude, and the scattered
pressure is redefined to be the far-field pressure referred to 1
m.

APPENDIX B: FLUID AND STRUCTURAL NETWORK
MATRICES FOR THE SPHERICAL SHELL

This Appendix calculates the fluid impedance matrices
and structural admittance matrix for the scattering configu-
ration shown in Fig. 5. In the numerical example, we take
a55 m, h50.15 m, c51480 m/s, r051000 kg/m3,
E519.631010 N/m2, n50.3, andrs57668.7 kg/m3.

1. Fluid impedance matrix for spherical S

For the spherical geometry, with axisymmetric field
variation, we choose$fn% and $cn%,

fn5cn5A2n11

4p
Pn„cos~f!…, ~B1!

where Pn is the Legendre polynomial of degreen. This
choice diagonalizes the fluid and structure network
matrices28 and enables analytic calculation of the matrix el-
ements.

We substitute Eq.~B1! into ~A5!–~A9!, which yields

@D# l j52
ik2a4

2
$ j l8~ka!hl~ka!1 j l~ka!hl8~ka!%d l j ,

~B2!

@G# l j52 ika4 j l~ka!hl~ka!d l j , ~B3!

@Acf# l j5a2d l j , ~B4!

@Aff# l j5a2d l j , ~B5!

@g~r8!# l5a2~2 i ! lA4p~2l11! j l~ka!, ~B6!

@g~r !# l5a2ivr0~2 i ! lA~2l11!

4p
j l~ka!, ~B7!

where the Cauchy principal value is used to calculateD, k is
the wave number,a is the radius,j l(ka) is the l th spherical
Bessel function evaluated atka, hl(ka) is the l th spherical
Hankel function of the second kind evaluated atka, anddl j
is the Kronecker delta. The prime superscript onj and h
indicates derivative with respect to the argument. The forms
of g(r8) andg(r ) are determined by the source and receiving
location. The source is taken to be the amplitude of the in-
cident plane wave at the origin, and the receiving location
~direction! is taken to be the backscattered pressure in the far
field, referred to 1 m.

Using the Wronskian,29 we can write

@ 1
2A

fc2D# l l5~ka!2ia2 j l~ka!hl8~ka!, ~B8!

where we see that both@12A
cf2D# andG are singular at the

roots of the spherical Bessel functions. These critical
frequencies21 correspond to resonant conditions on the inte-
rior fluid volume, in which case the relationship betweenp

and v in the surface HIE is not one-to-one. We note that
these matrix singularities cancel in the analytic formulation
of Z22, z21, andz12

T .
We form the first two impedance matrices using Eqs.

~A1! and ~A2!:

@Z22#
l l52 icr0

hl~ka!

hl8~ka!
, ~B9!

@z21#
l5~2l11!~2 i ! lA 4p

2l11

2 i

~ka!2hl8~ka!
, ~B10!

@z12
T # l5

cr0
k
A2l11

4p

~2 i ! l

hl8~ka!
, ~B11!

Dz11
r 5

2 i

k (
l

~2l11!~21! l
j l8~ka!

hl8~ka!
. ~B12!

2. Spherical shell admittance

The shell model used to determine the spherical-shell
dry admittance includes shear as well as membrane stresses.
We include no waves traveling from the interior surface to
the exterior surface. The force on and motion of the shell are
represented by the force on and the motion of the midplane.
From Junger and Feit,2 using the basis functions defined
above, the admittance of the shell is given as

Yl j5
ivEAl

AlDl2BlCl
d l j , ~B13!

where

Al5V22~11b2!~n1l l21!, ~B14!

Bl5b2~n1l l21!1~11n!, ~B15!

Cl52l l@b2~n1l l21!1~11n!#, ~B16!

Dl5V222~11n!2b2l l~n1l l21!, ~B17!

and

E52
a2~12n2!

Eh
, V25S av

cp
D 2, b25

h2

12a2
,

cp5S E

~12n2!rs
D 1/2, l l5 l ~ l11!.

Note that the radius parameter used in the shell model is that
of the shell’s middle surface, and that the radius parameter
used in the fluid model is that of the shell’s outer surface. In
order to match a previously published analysis,30 we take
those radii to be the same.
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Sound beams generated by an arbitrary baffled projector are considered. A wave equation which
considers thermoviscous effects is derived in terms of nondimensional velocity potential. Then, an
improved King integral solution that includes the thermoviscous effect is developed here. The
solution shows an interesting phenomenon: that the dissipation effect contributes exponential decay
in the propagation spectrum. In addition, the effect also contributes a propagation mode in the
evanescent spectrum. The dissipation effects on sound beams are investigated numerically on axis
and off axis with propagation spectrum and evanescent spectrum, respectively. ©1997 Acoustical
Society of America.@S0001-4966~97!02912-3#

PACS numbers: 43.20.Rz, 43.20.Tb, 43.38.Ar@JEG#

INTRODUCTION

In this paper, a dissipated model in terms of a nondimen-
sional velocity potential is obtained. A solution including
thermoviscous effects is obtained by considering appropriate
boundary conditions. An axisymmetric wave propagation
problem is considered in the present study. In the earlier
study, the King integral,1 which is a Hankel transform ex-
pression, is a well-known solution for a linear wave equation
without dissipation. Dissipation models with a dissipation
solution have been well studied in the early works.2–4 In
addition, Harris5 and Tjottaet al.6,7 both developed a dissi-
pation model by solving the Helmholtz equation. Therefore,
their solutions are developed in the frequency domain. In the
present study, another improved King integral that considers
the thermoviscous effect is obtained. It is found in the solu-
tion that there is a propagation mode in the evanescent spec-
trum. This feature will be derived and discussed in the
present study.

I. LINEAR WAVE EQUATION INCLUDING
THERMOVISCOUS EFFECTS

A linear wave equation including thermoviscous effects
in terms of nondimensional velocity potential is derived. In
order to describe thermoviscous effects, the fundamental
equations of fluid motion should be used to derive the wave
equation. The fluid in which waves propagate is assumed to
be irrotational, viscous, gravityless, and initial quiescent with
a uniform pressureP0, uniform densityr0, and an ambient
speed of soundc0. The equations of motion governing waves
in this kind of fluid become8 momentum equation:

r
DV

Dt
52“P, ~1!

continuity equation:

]r

]t
1“–~rV!50, ~2!

state equation:

P5P~r,s!, ~3!

heat transfer equation:

rT
]s

]t
5kDT, ~4!

whereh, m, k are coefficients of bulk viscosity, shear vis-
cosity, and thermal conductivity, respectively.

In the case of energy dissipation, the equation of state of
the medium generally cannot be assumed to be adiabatic.
From Eqs.~3! and ~4!, the approximate equation of state is
obtained9 by keeping linear terms:

P85c0
2r82kS 1cv2 1

cp
D“–V, ~5!

whereCv andCp are specific heat at constant volume and
pressure, respectively. In addition,P8 and r8 represent
acoustic pressure and acoustic density, respectively.

Away from boundary layers and sound sources, the flow
is assumed to be irrotational,“–f50, which is the condition
for existence of a velocity potential,

V5“f ~6!

Combining Eqs.~1!, ~2!, ~5!, and ~6! leads to a linear ther-
moviscous wave equation in terms of velocity potentialf:

¹2f1
D

c0
2

]

]t
~¹2f!2

1

c0
2

]2f

]t2
50, ~7!

where

D5Fh1S 43Dm1kS 1cv2 1

cp
D Gr021

is the sound diffusivity.10

Considering a monochromatic source operating in a fre-
quencyv0, a set of nondimensional variable defined by

“*5“/k, R*5kR, t*5v0t,
~8!

x*5kx, V*5
V

c0
, k5

v0

c0
,

are introduced into Eq.~7!, which leads to the following
dimensionless equation, in which* is omitted for brevity:
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“

2f1§
]

]t
~“2f!2

]2f

]t2
50, ~9!

wherez is nondimensional dissipated coefficient5Dv0/c0
2.

This is a linear wave equation with thermoviscosity in
terms of nondimensional velocity potential.

II. BOUNDARY CONDITION

Let w(R,t) denotes the normal displacement of the pro-
jector face, as shown in Fig. 1. The continuity condition on
the projector face is that the normal component of the fluid
particle and of projector motion must be equal, that is,

c0S cosg
]f

]x
52sin g

]f

]RD
x/k5w

5ẇ cosg, ~10!

wherex, R, t are the nondimensional quantities defined in
the previous section and

g5tan21S k ]w

]RD .
If f (R) be an amplitude shading function which may be

complex. A general presentation of monochromatic oscilla-
tion at frequencyv0 and acoustic Mach numbere is

ẇ5
1

2i
ec0f ~R!exp~ i t !1c.c., ~11!

w52
1

2k
ec0f ~R!exp~ i t !1c.c. ~12!

Becausew isO~e!, the surface rotationg may be replaced by
its tangent. For the same reason, the left-hand side of Eq.
~10! can be expanded in Taylor series about the undeformed
location of the projector face,x50, and truncated at first
order, which leads to a boundary condition at the fluid–baffle
interface,

c0S ]f

]x D
x50

5ẇ. ~13!

III. KING INTEGRAL WITH THERMOVISCOSITY

Equations~9! and~13! are the linear equation including
thermoviscous effect for an arbitrary baffled projector. In the
nondissipative case, wherez is set to be zero, the solution
may be expressed in the form of the King integral. The Han-
kel transform of the amplitude shading function is

Fn5E
0

`

Rf~R!J0~nR!dR1c.c. ~14!

The King integral is the inverse Hankel transform given by

f5
e

2 E
0

`

Gn exp~ i t2mnx!J0~nR!dn1c.c., ~15!

where

mn5 H i ~12n2!1/2, n,1,
~n221!1/2, n.1,

Gn5nFn /mn .

Note that the domain of transverse wave numbern,1 cor-
responds to axisymmetric propagating spectrum in a circular
waveguide, whereasn.1 corresponds to evanescent spec-
trum.

In the dissipative case, the solution of Eqs.~9! and~13!
has a form similar to Eq.~15!. Let

f5E
0

`

g~x!exp~ i t !J0~nR!dn1c.c., ~16!

whereg(x) is a function to be determined. This approach is
found to give the same solution as the frequency domain
approach which is described in the Appendix.

Substituting Eq.~16! into Eq.~9! leads to a second-order
ordinary differential equation forg(x),

g9~x!2S n22 1

11 i z Dg~x!50, ~17!

where each prime denotes differentiation with respect tox.
The general solution of Eq.~17! is

g~x!5A expF2S mn1
i z

2mn
D xG

1B expF S mn1
i z

2mn
D xG . ~18!

CoefficientB is set to be zero in order to satisfy the radiation
condition for increasing positivex. CoefficientA is selected
in order to satisfy the boundary condition Eq.~13!, which
gives

A5 i
e

2
Hn , ~19!

where

Hn5nFn /~mn1 i z/2mn!. ~20!

In the casez!1, Hn is approximatelyGn . Therefore, an
improved King integral with dissipation is as shown:

FIG. 1. Continuity of normal velocity at the projector–fluid interface.
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f5 i
e

2 E
0

`

Gn exp~ i t !expF2S mn1
i z

2mn
D xGJ0~nR!dn1c.c.

~21!

According to pressure and velocity potential relationship,
one can easily obtain

P

r0c0
2 52

]f

]t
5

e

2 E
0

`

Gn exp~ i t !expF2S mn1
i z

2mn
D xG

3J0~nR!dn1c.c. ~22!

Also, the velocity in axial direction can be expressed as

Vx

c0
5

]f

]x
5

e

2i E0
`

nFn exp~ i t !expF2S mn1
i z

2mn
D xG

3J0~nR!dn1c.c. ~23!

It is interesting to observe that forn,1, wheremn is imagi-
nary, the thermoviscosity term contributes an exponential de-
cay. On the other hand, ifn.1, so thatmn is real, the ther-
moviscosity term imparts propagation features to the
evanescent spectrum. More specifically, modes in the eva-
nescent spectrum now have the appearance of waves that
propagate with axial wave numberz/2~n221!1/2 and whose
amplitude decays in the axial direction at rate~n221!1/2. This
effect is insignificant because of the smallness ofz, except
possible in the vicinity ofn51.

IV. NUMERICAL EVALUATION

There are two problems in the evaluation of the integral
for pressure. One is the singularity involved atn51, the
other is the difficulty to integrate over an infinite domain. To

overcome these two difficulties, the integral is carried out by
dividing the integral domain into two subdomains. They are
the 0,n,1 domain for propagation spectrum and then.1
domain for evanescent spectrum. Then, in each domain the
technique of change variables are performed. Then Eq.~22!
can be rewritten as

P

r0c0
2 5

Pprop

r0c0
2 1

Pev

r0c0
2 , ~24!

where

Pprop

r0c0
2 5

e

2 E
0

1 nFn
mn

exp~ i t !expF2S mn1
i z

2mn
D xG

3J0~nR!dn1c.c. ~25!

represents contribution from 0,n,1 domain, and

Pev

r0c0
2 5

e

2 E
1

` nFn
mn

exp~ i t !expF2S mn1
i z

2mn
D xG

3J0~nR!dn1c.c. ~26!

represents contribution fromn.1 domain.
For 0,n,1 domain, let

n5coss, ~27!

then

mn5 i sin s, dn52sin sds. ~28!

Substituting Eqs.~27! and ~28! into Eq. ~25! leads to

FIG. 2. Variation of pressure amplitude along the transverse direction in the propagation spectrum.
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FIG. 3. Variation of the pressure amplitude along the transverse direction in evanescent spectrum.

FIG. 4. Variation of the pressure amplitude along the axial direction in the propagation spectrum.
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Pprop

r0c0
2 5

i e

2 E
p/2

0

nFn exp~ i t !exp@2 i sin~s!x#

3expS 2
z

2 sins
xD J0~R coss!ds1c.c. ~29!

Equation~29! can be evaluated numerically.
For n.1 domain, let

n5secs, ~30!

then

mn5tans, dn52tans secsds. ~31!

Substituting Eqs.~30! and ~31! into Eq. ~26! leads to

Pev

r0c0
2 52

e

2 E
0

p/2

nFn exp~ i t !exp~2 i tansx!

3expS i z

2 tans
xD J0~R secs!secsds1c.c.

~32!

Equation~32! can be evaluated easily.
In the examples shown in the following figures, the am-

plitude shading functionf (R) is assumed to be uniform
which is set to bef (R)51. Then, it can be shown by solving
Eq. ~14! that

nFn5kaJ1~nka!. ~33!

The parameters which are used in the following ex-
amples areka5179 and acoustic Mach numbere54.5286e
25.

Figure 2 shows the variation of pressure amplitude along
the transverse direction atx54000 in the propagation spec-
trum. In the figure, it shows a stronger effect on the axis than
off the axis. Figure 3 shows the variation of pressure along
the transverse direction atx54000 in the evanescent spec-
trum. It also shows a stronger dissipative effect on axis than
off axis. From Figs. 2 and 3, it shows the propagation spec-
trum is dominant in overall pressure value. In addition, the
evanescent spectrum shows more variation in the transverse
direction. Figure 4 shows the variation of pressure amplitude
along the axial direction on axis in the propagation spectrum.
It shows that the amplitude decreases in axial direction due
to dissipated effects. Figure 5 shows the variation of pressure
amplitude in the axial direction on axis in the evanescent
spectrum. It is interesting to find that there is a peak value
close to the circular piston in the evanescent spectrum. The
location of the peak value may change due to the dissipation
coefficient. Also, one can see that with a higher dissipation
coefficient ~such as:z52.6183e21!, it could have higher
peak values. It is a valuable phenomena that the higher dis-
sipation is not necessary to reduce the peak pressure ampli-
tude in the evanescent spectrum. In addition, it is found that
the evanescent spectrum is important, being very close to the
circular piston.

V. CONCLUSION

In the present study, a linear nondimensional wave equa-
tion is developed in terms of velocity potential. Then, an
improved King integral solution including thermovicous ef-
fects is obtained. Particularly, in the solution, the spectrum
which is considered to be evanescent in the nondissipated

FIG. 5. Variation of the pressure amplitude along the axial direction in the evanescent spectrum.
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model whenn.1, is found to have a propagation mode with
axial wave numberz/2~n221!1/2 due to the dissipation ef-
fects. This effect is noticeable in the evanescent spectrum
~n.1!, however, when it is compared to the overall pressure,
it is insignificant. In addition, if one can find a medium with
a dissipation coefficientz'O~1!, then, the effect might be
significant, especially being very close to the circular piston.

APPENDIX: ALTERNATIVE APPROACH IN THE
FREQUENCY DOMAIN

Equation~9! is rewritten as follows:

“

2f1z
]

]t
~“2f!2

]2f

]t2
50.

Considering a monochromatic source, one lets

f~x,R,t !5c~x,R!eit1c.c. ~A1!

Substituting Eq.~A1! into Eq. ~9! leads to

~11 i z!“2c1c50. ~A2!

Inverse Hankel transform and Hankel transform ofc is
shown, respectively,

c~R,x!5E
0

`

c̃~n,x!J0~nR!ndn, ~A3!

c̃~n,x!5E
0

`

c~R,x!J0~nR!RdR. ~A4!

Equation~A3! is substituted into the Laplace operator in Eq.
~A2! which leads to

¹2c5
]2c

]R2 1
1

R

]c

]R
1

]2c

]x2

5E
0

`

c̃~n,x!
]2J0~nR!

]R2 n dn

1E
0

`

c̃~n,x!
]J0~nR!

]R
n dn

1E ]2c̃~n,x!

]x2
J0~nR!n dn. ~A5!

The identity of the Bessel function is used, which is

]2J0~nR!

]R2 1
1

R

]J0~nR!

]R
52n2J0~nR!. ~A6!

Therefore Eq.~A5! can be rewritten as

“

2c5E
0

`

~2n2!c̃~n,x!J0~nR!n dn

1E
0

` ]2c̃~n,x!

]x2
J0~nR!n dn. ~A7!

Substituting Eq.~A7! and Eq.~A3! into Eq. ~A2! leads to

~11 i z!S E
0

`

~2n2!c̃~n,x!J0~nR!n dn

1E
0

` ]2c̃~n,x!

]x2
J0~nR!n dnD

1E
0

`

c̃~n,x!J0~nR!n dn50. ~A8!

Each term in Eq.~A8! is operated by the Hankel transform
and is divided by~11i z!. Then Eq.~A8! becomes

]2c̃~n,x!

]2x2
2S n22 1

11 i z D c̃~n,x!50, ~A9!

where ‘‘n’’ respresents an individual nondimensional trans-
verse wave number which is considered as a constant for
each transverse wave. Therefore, Eq.~A9! is accurately an
ordinary differential equation. Also, Eq.~A9! has the same
form as Eq.~17! exceptc̃(n,x) instead ofg(x). This proves
that the two approaches give the same results.

1L. V. King, ‘‘On the acoustic radiation field of the piezo-electric oscillator
and effect of viscosity on transmission,’’ Can. J. Res.11, 135 ~1934!.

2K. E. Froysa, J. N. Tjotta, and S. Tjotta, ‘‘Linear propagation of a pulsed
sound beam from a plane or focusing source,’’J. Acoust. Soc. Am.93,
80–92~1993!.

3D. T. Blackstock, ‘‘On plane, spherical, and cylindrical sound waves of
finite amplitude in lossless fluids,’’J. Acoust. Soc. Am.36, 217–219
~1964!.

4D. T. Blackstock, ‘‘Thermoviscous attenuation of plane, periodic, finite-
amplitude sound waves,’’J. Acoust. Soc. Am.36, 534–542~1964!.

5G. R. Harris, ‘‘Review of transient field theory for a baffled planar pis-
ton,’’J. Acoust. Soc. Am.70, 10–20~1981!.

6J. N. Tjotta and S. Tjotta, ‘‘An analytical model for the nearfield of a
baffled piston transducer,’’J. Acoust. Soc. Am.68, 334–339~1980!.

7G. S. Garrett, J. N. Tjotta, and S. Tjotta, ‘‘Nearfield of a large acoustic
transducer. Part III: general results,’’J. Acoust. Soc. Am.75, 769–779
~1984!.

8S. Goldstein,Lectures in Fluid Mechanics~Interscience, London, 1957!,
Vol. II, Chap. 4.

9O. V. Rudenko and S. I. Soluyan,Theoretical Foundations of Nonlinear
Acoustics, translated by R. T. Beyer~Plenum, New York, 1977!.

10J. Naze Tjotta and S. Tjotta, ‘‘Nonlinear equations of Acoustics,’’Fron-
tiers of Nonlinear Acoustics~1990!, pp. 80–97.

11A. D. Pierce,Acoustics—An Introduction to Its Physical Principles and
Application ~McGraw-Hill, New York, 1981!, Chap. 10.

124 124J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Gee-Pinn James Too: King integral with dissipation



Optimal selection of parameters for the angular spectrum
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Optimal selection of parameters is presented for the angular spectrum approach~ASA! to the
numerical calculation of acoustic fields radiated by planar transducers and linear arrays with and
without focusing. The parameters include spatial sampling interval, discretization size of a source
plane in which a source is located, and the angular range over which the plane waves decomposed
from the source using the discrete Fourier transform~DFT! are chosen to superimpose and construct
the fields. The concept of instantaneous frequency is applied to the Fourier transformed Green’s
function to determine the angular range of the plane waves used for the construction with minimal
spatial aliasing error. Based on the minimization of spatial frequency and spatial aliasing errors in
a constructed field, optimal selection of the parameters is worked out. The ASA with the optimal
selection is then applied to computing the fields radiated by planar transducers and linear arrays into
water and a layered~oil/water! medium. The results demonstrate that the methods proposed in this
paper to select the parameters for the ASA allow the aliasing errors to effectively eliminate and thus
yield the best computational accuracy for the parameters selected. ©1997 Acoustical Society of
America.@S0001-4966~97!00501-8#

PACS numbers: 43.20.Rz, 43.20.Bi@JEG#

INTRODUCTION

The angular spectrum approach~ASA! has been widely
used to calculate acoustical fields because it can be imple-
mented by taking advantage of a powerful numerical com-
putation tool—the fast Fourier Transform~FFT!
algorithm,1–7 or the discrete Hankel transform.8,9 It is well
known, nevertheless, that the numerical implementation of
the ASA results in several types of errors. Two major ones
are spatial frequency and spatial aliasing errors. They have
been investigated by a few researchers. The effect of the
spatial frequency aliasing has been studied by the authors
and this type of aliasing error can be completely eliminated
in the case of planar sources by using the sinc-Fourier trans-
form introduced in Ref. 1, even if the spatial sampling fre-
quency does not meet the requirement of the Nyquist crite-
rion. The spatial aliasing is another type of error which
seriously affects the computation accuracy, and it was coped
with more than ten years ago by Williams and Maynard5 and
recently by Orofino and Pedersen3,4 and Christopher and
Parker.8 Most recently, the authors2 have given a thorough
investigation to this spatial aliasing error based on the evalu-
ation of 2-D fields.

The spatial aliasing mainly results from the undersam-
pling of the Fourier transformed Green’s function in the spa-
tial frequency domain.2,5 Although it can be reduced by use
of a large discretization size of a source plane, the spatial
aliasing cannot be avoided as long as all the decomposed
plane waves are used to construct a field. The reason for this
is that, if the Fourier transformed Green’s function is viewed
as the ‘‘signal’’ in the spatial frequency domain, the ‘‘instan-
taneous frequency’’ of the ‘‘signal’’ can be as large as
infinite.2 When the discretization size is fixed, however, the
spatial aliasing error has been found to be sensitive to the
angular range of the angular spectrum over which the de-
composed plane waves are used for constructing the

field.2–4,8 The investigation in Ref. 2 revealed that the
smaller the angular range used, the smaller the spatial alias-
ing error. Nevertheless, the larger angular range can result in
a better convergence of the ASA’s solution to the exact so-
lution, provided that no spatial aliasing error exists. Spatial
sampling frequency determines not only the spatial sampling
interval but also the spatial frequency range, or the angular
range, of the angular spectrum. Although the aliasing error in
the spectrum can be eliminated with the sinc-Fourier trans-
form, the high spatial sampling frequency for the enough
large angular range is necessary to guarantee the good con-
vergence of the ASA’s solution. In the case of the 2-D DFT,
as can be easily imagined, simultaneous use of high sam-
pling frequency and large discretization size results in tre-
mendously increasing the size of the 2-D matrix used for
performing the DFT. Very often the matrix size is con-
strained by the size of a computer memory. Meanwhile, the
computation obviously becomes more time consuming as the
2-D matrix increases in size. This implies that these two
parameters may not be large enough simultaneously to elimi-
nate the aliasing errors in the computation, and thus the cal-
culated results may unavoidably be distorted if all the de-
composed plane waves are used to construct a field. The
extent of the distortion is very sensitive to the spatial sam-
pling interval and the discretization size and, when they are
fixed, to the angular range used to construct the field.2 The
main goal of this paper is to present the way to determine the
parameters for the ASA to reach the best computation accu-
racy.

For this purpose, the methods used for the analysis of
the ASA in the case of 2-D fields2 are extended to the present
case of 3-D fields. Based on the investigation of the charac-
teristics of the ASA as a function of the angular range, opti-
mal selection of parameters for the ASA to calculating 3-D
fields is fulfilled. The optimization is applied to the ASA for
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the calculations of acoustic fields radiated from rectangular
planar sources and linear arrays into homogeneous and lay-
ered media.

I. ANGULAR SPECTRUM APPROACH AND ITS
NUMERICAL IMPLEMENTATION

An acoustical~pressure! field radiated by a planar piston
source or an array of planar piston source elements in an
infinite baffle with time-harmonic excitatione2 jvt(e2 jvt is
dropped in sequel! can be calculated according to the
integral,5,10,11

p~x,y,z!52 jkrcE E
S
v~x8,y8,0!

ejkR

2pR
dx8dy8, ~1!

where v(x,y,0) is the normal velocity distribution on the
source plane atz50, S is the area of the source, and
R5A(x2x8)21(y2y8)21z2. This is the well-known Ray-
leigh integral. Application of the convolution theorem to the
Rayleigh integral yields the representation of the pressure
field as an angular spectrum of plane waves,5,12

p~x,y,z!5
krc

~2p!2
E

2`

` E
2`

`

V~kx ,ky!

3
exp@ j ~xkx1yky1zkz!#

kz
dkxdky

for z>0,

5
k2rc

~2p!2
E

2`

` E
2`

`

V~nx ,ny!

3
exp@ jk~xnx1yny1znz!#

nz
dnxdny , ~2!

wherek is the wave number,V(kx ,ky) is the 2-D Fourier
transform ofv(x,y,0), and

kz5Ak22kx
22ky

25kA12nx
22ny

2, k2>kx
21ky

2 ,

5 jAkx21ky
22k25 jkAnx21ny

221, k2,kx
21ky

2 .

Here nx5kx /k5cosux , ny5ky /k5cosuy , and nz
5A12nx

22ny
25cosuz. The direction angles of the decom-

posed wave components,ux ,uy , anduz , form the orienta-
tion of the wave vectork with respect to thex,y, and z
coordinate axes. The direction cosinesnx ,ny , and nz are
related to the wave vector in a mannerk5k(nx ,ny ,nz). It is
obvious that there exists a pole atkz50 ~or nz50) in Eq.
~2!. When the integrand is sampled for the DFT, therefore,
the resultant sum becomes infinite whenever the values of
any sample points givekz50.

Numerical implementation of the ASA is conducted in
the following way:

~1! Select a source plane which is a square with a length
D on each side, which is several times larger than the maxi-
mal dimension of the source, and in the middle of the se-
lected plane the source is located~Fig. 1!.

~2! Determine a spatial sampling frequencyFs or its
reciprocal,Dd51/Fs ~the sampling interval! for the proper
sampling of the source plane having the normal velocity dis-
tribution v(x,y,0). The source plane is discretized into a 2-D

N3N matrix, whereN5D/Dd is the number of the samples
along each side of the plane. The number of the samples for
the planar source with the dimension 2A32B is assumed to
beLx3Ly , whereLx52A/Dd andLy52B/Dd. ~see Fig. 1!.
When Lx and Ly both are odd, the source center is at the
origin of the coordinates. When eitherLx or Ly or both are
even, the center of source is at (Dd/2,0), or (0,Dd/2), or
(Dd/2,Dd/2), respectively, which introduces the half sample
length phase shift error in the angular spectrum.1 Correction
of the phase shift error will be taken into account in the
numerical implementation.

~3! Perform the DFT of v( i xDd,i yDd,0), where
i x ,i y52N/211, . . . ,N/2 and obtain the discrete angular
spectrum VD(mxD f ,myD f ), where mx ,my52N/2
11, . . . ,N/2 andD f is the sampling interval in the spatial
frequency domain, which is equal to 1/D or 1/NDd.

~4! Make a complex summation of the decomposed
N3N plane waves at point (x,y,z) with the amplitudes
VD(mxD f ,myD f ) and the propagation directions
(nx ,ny ,nz)5(lmxD f ,lmyD f ,A12(lmxD f )22(lmyD f )2,
mx ,my52N/211, . . . ,N/2, and finally get the acoustical
field pD(x,y,z) radiated by the source.

With introducing the discrete sinc-Fourier transform
~DSFT! and the phase correction factor to get rid of the spa-
tial frequency aliasing and phase shift errors,1 the above de-
scribed procedure for the numerical implementation can be
formulated as

VD~mxD f ,myD f !

5sincS pmx

N
,
pmy

N DexpS j2p~mxfx1myfy!

N D
3Dd2 (

i x52N/211

N/2

(
i y52N/211

N/2

v~ i xDd,i yDd,0!

3expF2 j2p~mxi x1myi y!

N G , ~3!

FIG. 1. Geometry and notation used for the numerical calculation of angular
spectra and acoustic fields.
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pD~ i xDd,i yDd,z!

5
D f 2rc

l (
mx52N/211

N/2

(
my52N/211

N/2
VD~mxD f ,myD f !

A1/l22~mxD f !22~myD f !2

3expF j2pS i xmx1 i ymy

N

1zA1/l22~mxD f !22~myD f !2D G , ~4!

where sinc(x,y)5(sinx/x)(siny/y) is the 2-D sinc function
andfx andfy are the phase correction factors, which are
given by

fx5H 1/2 when Lx is even,

0 when Lx is odd,

and

fy5H 1/2 when Ly is even,

0 when Ly is odd.

Obviously, the angular spectrum in Eq.~3! can be obtained
by multiplying the FFT ofv( i xDd,i yDd,0) with a 2-D sinc
function and a phase correction term.

II. CHARACTERISTICS OF THE ASA AS A FUNCTION
OF ANGULAR RANGE

Taking advantage of the DSFT algorithm, we can elimi-
nate the spatial frequency aliasing error and obtain a nona-
liasing angular spectrum. The remaining error is mainly
caused by the spatial aliasing. In order to make clear why
and how the spatial aliasing error occurs in the numerical
computation and to show the dependence of the error on the
parameters used, we shall study Eq.~2! and its numerical
implementation, Eq.~4!. The approach used in Ref. 2 to deal
with the problem in the 2-D case is extensively employed
here in the present 3-D case.

Transforming the rectangular coordinates to the cylindri-
cal ones in the double integral in Eq.~2! and using variable
integration bounds, we get

p~x,y,z;h!5
k2rc

~2p!2
E
0

hE
0

2p

V~nr ,w!

3
exp@ jk~xnr cosw1ynr sin w1zA12nr

2!#

A12nr
2

3nr dw dnr , ~5!

whereh>0, nr5Anx21ny
2, andw5arctan(ny /nx). It can be

seen from Eq.~5! that, when the source is given, the field
p(x,y,z) at point (x,y,z), superimposed from decomposed
plane waves, depends only on the variableh. Theh radially
determines the angular range over which the decomposed
plane waves are used for constructing the field, and ranges
from zero to infinity. Apparently, whenh<1, nz5A12nr

2 is
real and p(x,y,z;h) only contains homogeneous plane
waves with wave vectork5k(nx ,ny ,nz). Whenh.1, the
exponential in the integral becomes exp(2kunzuz) since the

nz is imaginary fornr.1 and evanescent plane waves are
present. How thep(x,y,z;h) varies withh is the so-called
characteristics of the ASA as a function of angular range.
Here we observe the characteristics by taking advantage of
the DFT for the numerical implementation discussed in the
preceding section. For a given spatial sampling frequency
Fs which gives the spatial frequency range of an angular
spectrum,2Fs/2, f x , f y<Fs/2, and according to the rela-
tionsnx5l f x , ny5l f y , the direction cosinesnx andny run
over a square region@2lFs/2<nx ,ny<lFs/2#, but
nr5Anx21ny

2 ranges from 0 tohmax5A2lFs/2 ~see Fig. 2!.
The equivalent of Eq.~5! in the rectangular coordinates can
be expressed as

p~x,y,z;h!5
k2rc

~2p!2
E

2h

h S E
2Ah22nx

2

Ah22nx
2

V~nx ,ny!

3
exp@ jk~xnx1yny1zA12nx

22ny
2!#

A12nx
22ny

2
dnyD

3dnx , ~58!

where 0<h<hmax. The area over which the integration is
performed with respect tonx andny in the spectrum domain
needs to be specially specified. Referring to Fig. 2, for
h<lFs/2, the area is within and on the circle with radius
h, and forlFs/2,h<A2lFs/2 the area is the one within
and on the circle with radiush excluding the shaded part
outside the square sinceV(nx ,ny) are not defined in the
shaded part.

The numerical implementation of Eq.~58!, accordingly,
can be written as

pD~ i xDd,i yDd,z;h!5
D f 2rc

l (
mx52M

M

(
mx52 int[AM22mx

2]

int[AM22mx
2]

~• !,

~6!

FIG. 2. Geometry and notation for investigating the characteristics of the
DFT-based ASA as a function of angular range by using Eqs.~58! and ~6!.
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whereM50,1,2, . . . , int@A2N/2# ~int@•# means taking the
integer part of! and h5MFsl/N, and (•) represents the
components of the sum in Eq.~4!. Similarly, when
mx ,my<2N/2 or mx ,my.N/2, VD(mxD f ,myD f ) are not
defined in theN3N matrix and therefore excluded in the
calculation of Eq.~6!. When Fsl is such an integer that
makesM5N/Fsl be an integer,h becomes unity and hence
the components of the sum forAmx

21my
25M in Eq. ~6!

become infinite. To eliminate the problem, we subtract a tiny
valued number from the medium’s sound speed to make
Fsl not be an integer without loss of accuracy.

Now we investigate the characteristics of the ASA as a
function of angular range by considering a specific case of a
3 MHz rectangular piston transducer with dimension
2A532l and 2B524l ~see Fig. 1!. The normal velocity on
the source surface is assumed to be unity. The medium in
which the waves are radiated is water having sound speed
c51500 m/s, densityr5103 kg/m3, and no attenuation to be
included. Sincel50.5 mm andFsl can be an integer, the
sound speedc used is subtracted by 1024 m/s in computa-
tion. All the results concerning the pressure fields are nor-
malized by rc. The investigation of the characteristics is
based on the analysis of the difference between the ASAs
and the analytical~exact! solutions. The analytical solution is
obtained using the method developed by Ocheltree.10

To investigate the characteristics of the ASA as a func-
tion of angular range, and also to see how it is affected by the
source plane sizeD and the sampling frequencyFs and var-

ies with the field points, two different conditions are used,
one where Fs52/l and the number of samples
N5512(D5256l) and the other whereFs52/l and
N5256(D5128l), and the fields to be calculated are on the
z axis and off thez axis at x/A52, y/B50 and x/A52,
y/B52.5 with the dimension of 2l;400l and the calcula-
tion interval of 2l. ChoosingFs52/l allows to be available
all homogeneous plane waves whose angular range is
0<h<1, but, meanwhile, yields some inhomogeneous plane
waves sinceh runs till A2, which is different from the 2-D
case.1,2 The changing ofN is to observe the effect ofD on
the spatial aliasing. Since the source is planar and no beam
steering is involved, the symmetry of the angular spectrum is
employed. It should be noted that, due to the use of the
symmetry, VD(0,0) must be divided by four and both
VD(0,myD f ) and VD(mxD f ,0) by two, and the indices of
the sum in Eq. ~6! become mx50,1,... ,M and my

50,1,... , int@AM22mx
2#. The results calculated from the

above conditions for four cases are shown in Fig. 3 in which
the absolute values of the differences are taken. Comparison
of the results at different field points of interest forN5512
andN5256 is illustrated in Fig. 4.

Figure 3~a!–~d! shows the same phenomenon as in the
2-D case studied in Ref. 2 that there exists a deep, flat ‘‘val-
ley’’ between ‘‘two mountain chains’’ in each subfigure. A
detailed analysis of this phenomenon has been presented in
Ref. 2. Here we just introduce some definitions and obtain
some conclusions. This flat ‘‘valley’’ is termed as good ac-

FIG. 3. Difference~absolute! between the ASAs and the analytical solution’s pressure magnitudes plotted as a function of angular range. The transducer
radiating the fields has the size of 2A532l and 2B524l. The sampling frequencyFs52/l and two different numbers of samplesN5512 andN5256 are
used;~a! N5512,x/A5y/B50; ~b! N5512,x/A52, y/B50; ~c! N5512,x/A52, y/B52.5; and~d! N5256,x/A5y/B50. The magnitudes are normalized
by rc. Note that the full scales of the vertical axes in~a!, ~b!, and~c! are different.
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curacy region. The ‘‘mountain’’ located in the large angular
range is the aliasing region~which will be explained later!
and in the small angular range is the pre-well-converging
region. The boundary between the aliasing and the good ac-
curacy regions is called upper boundary, and the other be-
tween the pre-well-converging and the good accuracy re-
gions is called lower boundary. Comparing Fig. 3~a! with
Fig. 3~d!, we can see that the size of the good accuracy
region is largely decreased whenD is decreased from
256l(N5512) to 128l(N5256) and hence the aliasing re-
gion pushed downward. Comparison of Fig. 3~a! with Fig.
3~b! and ~c! shows slight influence of the coordinate varia-
tion on the size of the good accuracy region and a large
influence on the pre-well-converging region~in which the
‘‘mountain’’ height largely vary with the coordinates in ref-
erence to the ‘‘mountain’’ height in the aliasing region!. Fig-
ure 4 shows a comparison of the results of the difference of
the ASAs and the analytical solutions at different positions
on thez axis in the two cases whereN5512 andN5256.
The comparison reveals that there is an angular range@e.g.,
h5$0;0.2% in Fig. 4~a!, h5$0;0.3% in Fig. 4~b! etc.# over
which the results forN5512 andN5256 are in a good
agreement and tend to converge to zero ash increases, and

beyond which the results forN5256 first go into the aliasing
region and start to diverge and later those forN5512 follow.
This is because the smallerD for N5256 makes the spatial
aliasing come up earlier than in the case ofN5512. In Figs.
3 and 4, it can also be discovered that, in the range
1,h<1.414 over which evanescent waves appear, the dif-
ference of the ASAs and the analytical solutions keeps con-
stant. This indicates that the evanescent waves do not con-
tribute to the constructed fields except in the vicinity of the
source.

According to the above comparison and analysis, it is
possible to conclude that the sampling frequencyFs domi-
nates the convergence of the ASA, and choosing it to be
2/l can ensure the convergence as good as required for any
high precision provided thatD is infinite so that no spatial
aliasing appears~unless the extremely near field is consid-
ered and the radiation is considered from a source with a
sharply curved radiation surface!. The discretization sizeD
determines the sampling interval (D f51/D) in the spatial
frequency domain and dominates the aliasing region, i.e., the
larger the discretization size, the smaller the aliasing region
and the larger the good accuracy region.

It is known that the spatial aliasing results from the un-

FIG. 4. Difference between the ASAs and the analytical solution’s pressure magnitudes plotted as a function of angular range in two cases, corresponding to
Fig. 3~a! and ~d!, where the numbers of samplesN5512 ~solid! and N5256 ~dashed and dotted!, respectively, with the same sampling frequency
Fs52/l; ~a!, ~b!, ~c!, and~d! show the difference at different points of interest on thez axis,z5398l, 200l, 100l, and 50l, respectively. The magnitudes are
normalised byrc. Note the difference between the ASAs and the analytical solution’s pressure magnitudes is not absolute value.
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dersampling of the Fourier transformed Green’s function.2

The transformed Green’s function in the cylindrical coordi-
nates is exp(jkzA12nr

2)/kA12nr
2, which is exactly the

same in form as in the 2-D case except thatnr5Anx21ny
2.

The transformed Green’s function can be considered as a
‘‘signal’’ of nr in the spatial frequency domain, and its ‘‘in-
stantaneous frequency’’ can be found to be2

f I~nr!5
1

2p

d

dnr
~kzA12nr

2!5
2kznr

2pA12nr
2
. ~7!

From Eq.~7!, u f I(nr)u→` whennr→1 and it is propor-
tional toz. This indicates that the ‘‘instantaneous frequency’’
of the transformed Green’s function can be infinite and hence
the function cannot be sampled enough for any finiteD as
nr→1 and as a result, the spatial aliasing is unavoidable.
Fortunately, before the aliasing comes up, as has been seen
in Figs. 3 and 4, the integral in Eq.~5! can be well conver-
gent when the angular rangeh is large enough but less than
unity. For this reason, we can choose the wave components
within an adequate angular range to get a good accuracy
rather than use all decomposed components.

To acquire the adequate angular range, we shall gain
more insight into the numerical situation for Eq.~7!. In the
rectangular coordinates the sampling interval in the angular
spectrum is identical toD f51/D all over theN3N matrix,
but looking at the intervalD f in the cylindrical coordinate
system, the interval is not identical, e.g., on thex or y axes
D f51/D and diagonallyD f is maximal and equal to
A2/D'1.414/D ~refer to Fig. 2!, and thus the sampling fre-
quency in the spectral domain,F f , is not radially constant
and the minimal sampling frequency,F fmin5D/A2 corre-
sponding to the maximal interval. In order to eliminate the
spatial aliasing, letting Eq.~7! meet the Nyquist criterion for
all different intervals~in the sense of the cylindrical coordi-
nates!, i.e., znr /A12nr

2<F fmin/2. Thus, we obtain a transit
boundary below which the angular range chosen does not
cause the aliasing error:

nna5
D

2A2zYA11S D

2A2zD
2

5sinS arctan D

2A2zD .
~8!

Whenh becomes larger thannna , the sampling of the trans-
formed Green’s function does not meet the Nyquist criterion
and the undersampling happens to the function. Thus, Eq.~6!
is mingled with the aliasing. However, the aliasing error is
not serious whenh increases just overnna . Letting h con-
tinue to increase untilznr /A12nr

25F fmin , we get

nup5
D

A2zYA11S D

A2zD
2

5sinS arctan D

A2zD , ~9!

which will be applied later to some specific examples and
shown to be able to determine the above defined upper
boundary of the good accuracy region.

Dealing with the lower boundary, here we adopt the em-
pirical method used in Ref. 2. The existence of the good
accuracy regions in Figs. 3 and 4 indicates that for a certain
discretization size used,pD( i xDd,i yDd,z;h) at some point

of interest can be convergent to a good enough precision for
a certain range ofh. Comparing the results in Figs. 3 and 4
with those in the 2-D case reported in Ref. 2, we may find
quite similar convergence in both cases. Hence, the formula
presented in Ref. 2 determining the lower boundary is di-
rectly applied here, written as

nlow5H ~16l/z!1/2, for z>16l,

1, for z,16l.
~10!

Applying Eqs.~8!–~10! to the case presented in Fig. 4~a!–
~d!, we obtain the nonaliasing angular range and the loca-
tions of the upper and lower boundaries for the case, which
are listed in Table I. Applying the calculatednlow andnup in
Table I to Fig. 4~a!–~d!, we can see that the errors in the
regions betweennlow and nup are much smaller than those
outside the regions. In the case ofN5256 andz5398l, i.e.,
the dashed and dotted curve in Fig. 4~a!, the upper boundary
nup50.22 is very close to the lower boundarynlow50.20 and
nna50.11,nlow50.20 which does not satisfy the inequality
nna.nlow , and the error betweennlow andnup is large com-
pared to the other cases in the figure. This means that
D5128l is not large enough to make the inequality
nna.nlow hold. Whereas in the case ofD5256l(N5512)
andz5398l, i.e., the solid curve in Fig. 4~a!, nup50.41 and
nna50.22.nlow50.20, and the error is much smaller. This
demonstrates that the largerD pushes the spatial aliasing
toward the larger angular range region and hence the accu-
racy region increases in size. From Table I it is not hard to
find that the position of the nonaliasing angular range is in
between the two boundaries and hence the angular range
determined by Eq.~8! in general may result in a better accu-
racy than those on the two boundaries. Up to now Eqs.~8!–
~10! have been confirmed to well fit with the numerical re-
sults.

III. APPLICATION OF OPTIMAL SELECTION
TO THE CALCULATION OF ACOUSTIC FIELDS

In the preceding sections we have dealt with the optimal
selection of the numerical parameters for the ASA. The op-
timal selection may be applied to the implementation of the
ASA in two schemes.

The first scheme is that the sampling frequencyFs and
the discretization sizeD are chosen once and fixed in the
entire computation, and thus the DFT is performed only once

TABLE I. Locations of the lower and upper boundaries and the nonaliasing
angular range calculated from Eqs.~8!–~10! for Fig. 4~a!–~d!.

Fig. 4 ~a! ~b! ~c! ~d!

nlow N5512 0.20 0.28 0.40 0.56
N5256 0.20 0.28 0.40 0.56

nup N5512 0.41 0.67 0.87 0.96
N5256 0.22 0.41 0.67 0.87

nna N5512 0.22 0.41 0.67 0.87
N5256 0.11 0.22 0.41 0.67
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with theFs andD and used to construct the whole acoustic
field of interest. This scheme may be most suitable for a
computer which has a large size memory.

Since the spatial frequency aliasing can be eliminated by
use of the DSFT proposed in Ref. 1, selection ofFs should
be based on the maximal angular range needed for a certain
computation accuracy and the dimension of the field to be
calculated. According to the analysis in Sec. II, choosing
Fs to be 2/l, one can numerically get all homogeneous plane
waves ~whose angular range in the angular spectrum is
0<h<1) but meanwhile yields some inhomogeneous plane
waves since 1,h<A2. The inhomogeneous plane waves
contribute little to the constructed fields and shall be dis-
carded in the calculation. Therefore,Fs52/l can ensure that
the ASA’s result can converge to the analytical solution as
well as required provided thatD is large enough to push the
aliasing region far enough towards the large angular range.

WhenD is so small thatnna,nlow for a given point of
interest in a field, the error will be large because the aliasing
appears before the convergence of Eq.~6! is sufficiently
good. Therefore, when the dimension of the acoustic field to
be calculated is given, Eqs.~8! and~10! should be employed
simultaneously to ensurenna.nlow . Should a better compu-
tation accuracy be needed,D should be further enlarged to
makenna sufficiently larger thannlow . When the field to be
calculated starts at a nonzero distance in thez direction,Fs

can be chosen to be less than 2/l according to Eqs.~8! and
~10! if D or N could be given in advance. When the selected
Fs andD are applied to the calculation, the angular range
should be chosen according to Eq.~8! and the plane wave
components within this range should be used to construct the
field.

If the memory of a computer is not so large in size that
the 2-D DFT can only be performed with a small size matrix,
an alternative scheme for applying the optimal selection can
be employed; that is, fixing the size of the 2-D matrix but
changingFs andD according to the location of the calcu-
lated field in thez direction and Eqs.~8! and~10!. Each time
whenFs andD are changed, the DFT must be carried out
once again.

Here the first scheme is used to the calculation.

A. Acoustic fields in a homogeneous medium

Acoustic fields in water radiated by the rectangular
planer transducer specified in Sec. II are evaluated with di-
mensionx5$0;2A%,z5$2l;398l%, and the intervals of
l and 2l in the x and z directions, respectively. Since the
field to be calculated in thez direction starts from
2l,16l, and from Eq.~10!, nlow51 and thusFs is chosen
to be 2/l; and since the field ends atz5398l, and from the
results in Table I obtained from Eq.~10!, nlow50.20.nna
50.11 for N5256(D5128l), whereas nlow50.20,nna
50.22 forN5512(D5256l). Obviously,N5256 does not
satisfy the inequalitynlow,nna butN5512 does. Thus,N is
chosen to be 512. Consequently, the fields calculated have
the same physical and numerical parameters as those in Fig.
3~a!, ~b!, and~c! except that Eq.~8! is used here to determine
the angular range for the decomposed plane waves used in
the construction of the field. Fig. 5~a! and ~b! show a com-

parison of the analytical~solid curve! and the ASA’s~dotted
curve! solutions of the fields on thez axis (x5y50) and off
the z axis (x52A,y50), respectively. By comparison, the
ASA’s solutions are in a very good agreement with the ana-
lytical ones@Fig. 5~a! and ~b!# only except that very small
ripples appear in the far field and they are mainly due to the

FIG. 5. Acoustic fields from the transducer with the same physical and
numerical parameters as in Fig. 3~a! calculated by means of the analytical
method~solid line! and the ASA~dotted curve! with the optimal selection of
the angular range from Eq.~8!. ~a! The field on thez axis (x/A5y/B50)
and~b! the field off thez axis (x/A52,y/B50), and~c! 3-D plot of the field
on the planey/B50 calculated by means of the ASA with the optimal
selection.
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not-good-enough convergence. Figure. 5~c! shows the 3-D
plot of the field in thex2z plane (y50) obtained from the
ASA.

B. Acoustic fields in a layered medium

One of the advantages that the ASA possesses is the
ability to solve the problems involved with the boundaries.
The ASA has therefore, been applied to the computation of
fields reflected by a boundary4,7 and in layered tissues.8 The
effectiveness of the ASA lies in that the decomposition of a
finite source into a set of plane waves leads to the easy use of
the Snell law and the easy finding of the reflection and trans-
mission coefficients at the boundaries.

To illustrate this, we apply the ASA and the above stud-
ied optimal selection to calculating acoustic fields in a lay-
ered medium from a 3 MHz linear array. The medium con-
sists of an oil ~diesel! layer with thicknesszow510 mm,
sound speedc851200 m/s, and densityr85800 kg/m3, and
water beneath the oil layer, which hasc andr specified as in
Sec. II. The wavelength in the oil is denoted byl8 and in
water still byl. The linear array used has the same aperture
size as the transducer used in Sec. II, but along the side of
2A, consists of 40 elements which have a width ofl8. No
gap between the adjacent elements are considered. The array
is intended to generate a focused acoustic field. When it is
not focused, the array is equivalent to a rectangular planar
transducer. The focusing is carried out only electronically by
appropriately delaying the excitation of each element. The
delay for each element is calculated by using the geometrical
acoustics in such a way that all acoustic pulses coming from
the centers of the array elements simultaneously arrive at a
focal point expected. Here the expected focal point is located
at z550 mm (100l) on the array axis in water. The field in
the layered medium being calculated also has a dimension
x5$0–16 mm%, z5$1–150 mm% or x5$0–2A%, z5$2l–
300l% with the intervals ofl and 2l, respectively, in thex
andz directions. The multiple reflections between the trans-
ducer and the oil/water interface are not considered here. The
pressure field in the layered medium should be calculated
separately, that is, the field in the oil layer and the field in the
water, which are written as

p~x,y,z!5
k8r8c8

~2p!2
E

2`

` E
2`

` V~kx8 ,ky8!

kz8
exp@ j ~xkx81yky8

1zkz8!#dkx8 dky8 ~z,zow!, ~11a!

p~x,y,z!5
k8r8c8

~2p!2
E

2`

` E
2`

` V~kx8 ,ky8!T~kx8 ,ky8!

kz8
exp@ j „xkx8

1yky81zkz1zow~kz82kz!…#dkx8 dky8 ~z>zow!,

~11b!

wherekx8 ,ky8 ,kz8 andkx ,ky ,kz are the spatial frequencies in
thex,y, andz directions in the oil layer and in water, respec-
tively. If kx8 ,ky8 ,kz8 and kx ,ky ,kz are expressed in terms of
spherical angles as

~kx8 ,ky8 ,kz8!5~k8sin u8 cosf,k8sin u8 sin f,k8cosu8!,

and

~kx ,ky ,kz!5~k sin u cosf,k sin u sin f,k cosu!,

whereu8 andu are the polar angles and also the incident and
the refracted angles of plane waves in the oil layer and in
water, respectively, andf is the azimuth angle. By means of
the Snell’s law statingk8sinu85k sinu, we can find the fol-
lowing relation,

kx85k8sin u8 cosf5k sin u cosf5kx ,

ky85k8sin u8 sin f5k sin u sin f5ky ,

which has been used in deriving Eq.~11b!. T(kx8 ,ky8) in Eq.
~11b! is the transmission coefficient of pressure at the liquid/
liquid interface and it can be easily found elsewhere~e.g.,
see Ref. 8!. Equation~11b! is not difficult to numerically
implement in the way similar to that in Sec. II. And the way
of optimally selecting parameters presented in Sec. III can be
easily applied to the case of layered medium, just noting that
the wavelength used in Eq.~10! must be the one in the me-
dium in which the field points calculated are located, e.g., in
the present case,l8 must be used over the range
0<z,10 mm andl over 10 mm<z,150 mm.

Fs is chosen to be 2/l8 in order to numerically get all
homogeneous plane waves.N is chosen to be 512 and hence
D is 256l8 or 205l. From Eqs.~8! and~10!, we obtain that
for the farthest field point in waterz5150 mm, nna
50.235.nlow50.231. By numerical implementation of Eq.
~11!, the fields radiated by the array without and with focus-
ing into the oil/water layered medium are calculated and pre-
sented in Figs. 6 and 7, respectively, in which the pressure
magnitude is normalized byr8c8, the acoustical impedance
in oil but the distancez still by l. Hence, the oil/water in-
terface is located atz520l, where the reflection and refrac-
tion happen and discontinuities appear in the fields. From
these two figures, we can see that, since the aliasing is elimi-
nated, all the plots are quite smooth only with an exception
that some very small ripples remain in the far field zone.

IV. CONCLUSIONS

Optimal selection of parameters for the DFT-based an-
gular spectrum approach~ASA! to the calculation of 3-D
acoustic fields has been presented. With the extension of the
methods used and the results obtained in the 2-D case in
Refs. 1 and 2, the discrete sinc-Fourier transform~DSFT!
proposed in Ref. 1 has been applied and the characteristics of
the ASA as a function of the angular range in the 3-D case
have been investigated. Based on the minimization of spatial
aliasing errors in the constructed field, optimal selection of
the parameters such as the spatial sampling frequency, the
discretization size, and the angular range has been devel-
oped. Since the DSFT enables us to remove the spatial fre-
quency aliasing error in the angular spectrum, the spatial
sampling frequency may be chosen, according to the dimen-
sion of a calculated field, to be less than or equal to 2/l,
wherel is the wavelength in the medium in which the cal-
culated wave fields propagate, in order to obtain a sufficient
convergence and to reduce the spatial aliasing error as well.
A formula to determine the sufficiently good convergence or

132 132J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Wu et al.:Angular spectrum approach



the lower boundary of a good accuracy region in the 2-D
case is confirmed to be valid and effective in the 3-D case.
Applying the concept of instantaneous frequency to the Fou-
rier transformed Green’s function, which is viewed as a
‘‘signal’’ in the transformed domain, the analytical formula

has been obtained which, for a given discretization size, al-
lows us to determine the angular range over which the de-
composed plane waves should be used for constructing the
field with minimal spatial aliasing error. More important is
that this formula can be used to predict such a discretization
size that the spatial aliasing can be eliminated completely. In
combination of the above two formulas, two schemes of op-
timal selection of parameters for the ASA to calculating 3-D
fields have been proposed according to the size of a comput-

FIG. 6. Acoustic fields from the nonfocused array in the oil/water layered
medium obtained using the ASA with optimally selected parameters. The oil
layer is 20l(10 mm thick and starts atz50. The array consists of 40 ele-
ments which have a width ofl8 along the 2A side and a length of 24l along
the 2B side~see Fig. 1!. The numerical conditions used areFs52/l8 and
N5512 but the angular range is chosen by Eq.~8!. ~a! The field on thez
axis (x/A5y/B50) and~b! the field off thez axis (x/A52,y/B50), and
~c! 3-D plot of the field on the planey/B50. Note that the vertical axis is
normalized byr8c8 and the horizontal axis byl, respectively.

FIG. 7. Acoustic fields from the focused array in the oil/water layered
medium obtained using the ASA with optimally selected parameters. The
medium, the array and the normalization are the same as in Fig. 6 except
that the array is focused. The focal point is expected to be located at
z5100l(50 mm) in water.
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er’s memory. The ASA with optimal selection of parameters
has been applied to the calculations of the fields radiated by
rectangular planar sources and linear arrays into homoge-
neous and layered media. The results obtained demonstrate
that the way proposed to select the sampling frequency, the
discretization size, and the angular range allows the two
types of aliasing errors to be eliminated and hence enables
the ASA to obtain a best computation accuracy for the pa-
rameters selected.
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Previous theoretical and experimental studies of sound scattering from plates and from evacuated
cylindrical or spherical shells with one-sided water loading have demonstrated the existence of a
water-borne Scholte–Stoneley wave, and its acoustic excitation, in addition to that of the Lamb-type
plate or shell wave modes. For two-sided water loading two Scholte–Stoneley waves, of symmetric
~S! and antisymmetric~A! nature, were predicted on plates, with only theA wave surviving for the
case of one-sided loading, while for loading with two different fluids, again two such waves have
been demonstrated theoretically. In the present investigation, these two Scholte–Stoneley waves are
studied experimentally via short-pulse scattering from water-immersed, thin-walled cylindrical
shells filled alternatingly with air, water, and alcohol, and a theoretical analysis of their dispersion
curves is presented. ©1997 Acoustical Society of America.@S0001-4966~97!01201-0#

PACS numbers: 43.20.Tb, 43.30.Jx, 43.40.Ey@ANN#

INTRODUCTION

Scholte–Stoneley-type interface waves have first been
introduced in the geophysical context,1,2 but their name has
more recently been applied3,4 to surface waves on immersed
elastic objects, excited by incident sound waves. Test objects
in corresponding experiments have often been thin-walled
cylindrical or spherical metal shells, and ever since the pio-
neering experiments on cylindrical shells by Bunneyet al.,5

the complete analogy and great quantitative similarity of the
elastic-wave modes on thin metal shells to those on free
plates, symmetric or antisymmetric ‘‘Lamb waves,’’ has re-
peatedly been emphasized.6–15 If such plates~or shells! are
water-loaded on both sides, an additional pair of waves has
been predicted16 consisting of a symmetric~S! and antisym-
metric ~A!, largely fluid-borne wave, while the correspond-
ing pseudo Lamb-wave modesSi and Ai ~i51,2,3,...! on
water-loaded plates or shells remain largely shell-borne and,
as stated are very similar to the free-plate Lamb waves. If the
water loading is removed from one side of the plate~or, for
the case of submerged shells, the shell is evacuated or air-
filled!, the S wave disappears and only theA wave
remains;6,7 thisA wave~no longer antisymmetric! is the one
that has been referred to as the ‘‘Scholte–Stoneley wave.’’
Figure 1 shows dispersion curves of theS, A and the
lowest-order flexural Lamb waveA0 for a duraluminum
plate, plotted versus the frequency-thickness productf d ~in
MHz3mm!; the lower scale refers to the value of the re-
duced wave numberka ~k5acoustic wave number in water,
a5radius! for a cylindrical duraluminum shell of inner-to-
outer ratiob/a50.96 that has been used in our experiments
~see below!.

The connection between the scales is given by

f d5
Cw

2p S 12
b

aD ka, ~1!

the sound velocity in water being taken asCW51480 m/s.
The figure shows the phase velocity dispersion curve of

the flexural, lowest-order Lamb waveA0 on a free plate
13 as

a dashed line. One-sided water-loading splits~or
‘‘bifurcates’’!11,12 this curve into the two solid-line phase
velocity ~Cph! curves12,13 labeledA0 and A, i.e., the fluid-
borne Scholte–Stoneley waveA has been introduced by the
water loading. Also shown is the solid-line group velocity
curve (Cg) of theA wave17 obtained from the formula

Cg5H d

d~ f d!

f d

CphJ 21

. ~2!

The nature of theA andA0 waves has been discussed
recently.13 Proceeding downward in frequency from the
right-hand side of Fig. 1, their dispersion curves start out to
converge,A0 being the plate-borne andA the fluid-borne
~Scholte–Stoneley! wave. However, the convergence fails to
materialize near the critical~‘‘coincidence’’! value Cph

~A0!>CW and an apparent repulsion of the phase velocity
curves takes place~although eventually asf d→0, both
curves do end up together atCph50!. In the repulsion region,
the waves exchange their nature,13 so that in the left-hand
region of Fig. 1,A0 is the fluid-borne, andA is the plate-
borne wave.

For double-sided water loading of the plate, the curves
of Cph andCg for the A wave get replaced by the slightly
different17 dash-dot curves shown in Fig. 1, and the symmet-
ric S-wave curveS of the second Scholte–Stoneley wave
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also appears,16 which over its entire length is practically
equal to the constant water sound speedCW . It is thus non-
dispersive, so that its phase and group velocities7 coincide.

It should be stated here the a different naming conven-
tion of theA wave exists in some parts of the literature,11,18

where it is referred to as thea02 wave.

I. ONE-SIDED WATER LOADING

For the case of thin air-filled cylindrical shells immersed
in water, short-pulse experiments6,7,18have shown that inka
regions centered around the coincidence frequency~20–50!
and even higher up, two series of backscattered pulses appear
that have sequentially circumnavigated the shell~here and in
all the following, incidence normal to the cylinder axis is
maintained!: one high-speed pulse that can be interpreted as
being due to theS0 pseudo-Lamb wave, and one of lower
speed that agreed well with theA wave ~i.e., regarding its
group velocityCg as determined by the time interval be-
tween successive pulses!. In these experiments, and in re-
lated calculations,19 no evidence for pulses corresponding to
the excitation of the flexuralA0 wave has been seen, which is
also the case for all our experiments mentioned below. This
can be attributed19 to the large width of theA0 resonances,
which at coincidence becomes exceedingly large.6,10 Al-

though theA0 resonances get narrower and increase in mag-
nitude with increasing frequency, the flexural wave becomes
significant19 only beyondka'100.

We have carried out experiments with short pulses of
center frequency 1 MHz. The experimental arrangement is
described in Fig. 2. A very short electrical pulse was applied
to a transducer Panametrix~1 in. in diameter and 1-MHz
bandwidth at26 dB! which was used for both signal trans-
mission and reception. The emitted signal was normally in-
cident on an air-filled cylindrical duraluminum shell whose
characteristics were:a58.25 mm,b/a50.96, lengthL5150
mm, densityr52.7 g/cm3, compressional speedCL56300
m/s, and shear speedCT53080 m/s.~The same shell will be
used below with water or alcohol fillings, and with similar
incident pulses.! Regarding the narrow beamwidth of the
transducer compared to the length of the cylinder, it can be
concluded that the geometry was two dimensional. Figure 3
shows the time series of backscattered echo pulses~com-
pletely analogous to those of Refs. 6 and 7! where the first
pulse on the left represents the specular reflection, the series
of fast pulses indicated by arrows represents theS0 pseudo-
Lamb wave6,7 ~which will not be considered here in any
detail!, and the slow pulses labeledA~1!,A~2!,... constitute the
first, second,... circuits of theA wave. In the resonance
analysis method for short pulses,20–22 the resonance spec-
trum of these pulses has been obtained by gating out the

FIG. 1. Phase and group velocity dispersion curves of theS, A Scholte–Stoneley waves and lowest-order~A0! Lamb wave on a duraluminum plate: dashed,
free-plate; solid: one-sided water loading; dash-dot: two-sided water loading.
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specular pulse, and Fourier-analyzing the remainder, with the
results~shown in Fig. 4! exhibiting the resonances of both
theS0 and theA wave.

We shall here, in contrast to previous literature, go one
step further and gate out in Fig. 3all pulses except those of
theA wave, as illustrated in Fig. 5. Fourier analysis of this
time series will then provide the pure resonances of theA
wave alone, uncluttered by those of theS0 ~or any other!

wave, as demonstrated in Fig. 6. This approach will be used
below to great advantage, since for fluid-filled shells the time
series are further cluttered up by transmitted wave pulses in
addition to those of the circumferential waves.

From the information presented in Figs. 3~or 5! and 6,
we should be able to obtain agreement with the solid-line
dispersion curves of Fig. 1, at our carrier frequency of 1
MHz and with a plate thickness ofd50.33 mm ~i.e., ka
535.02!. The group velocityCg is obtained most simply
from the successive arrival times~the repeat times of the
circumferential pulsesA(2),A(3),... starting from the first
pulseA~1!!. The entire phase-velocity dispersion curveCph

could be obtained from the values (ka)* of the resonance
frequencies read off from Fig. 6 via3,23

Cph/Cw5~ka!* /n, ~3!

where n is the resonance order, if the latter were known.
~This is nota priori the case here.! The group velocity, be-
sides being obtainable from the phase-velocity curve via Eq.
~2!, can also be found from thespacingDka* of the reso-
nances via7,24

FIG. 5. Echo response as in Fig. 2, but forA wave only.

FIG. 2. Experimental arrangement.

FIG. 3. Experimental backscattering echo response of air-filled, water-
immersed cylindrical duraluminum shell~outer radiusa58.25 mm, ratio of
radii b/a50.96!.

FIG. 4. Resonance spectrum of Fig. 3 after gating out the first~specular!
pulse.
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Cg/Cw5Dka* . ~4!

These various approaches for obtaining values of the phase
and group velocities may serve to corroborate their values
obtained via one method, by comparing with those obtained
from another. In particular, values ofn may be assigned to
the resonances of Fig. 6 with a reasonable precision, using
this approach. If, for example, we ascribe to the resonance at
(ka)*530.80 the resonance ordern534, then the values for
Cph andCg obtained from the resonance formulas Eqs.~3!
and ~4!, respectively, agree within 5% with the correspond-
ing solid-curve values in Fig. 1 atf d50.33MHz3mm. In
addition, the entire curve of Cph, found from Eq.~3! using
the successive values of (ka)* and n of Fig. 6, is in very
good agreement with that of Fig. 1.

The same approach can be used forS0 waves. Figure
7~a! gives a time representation of all pulses except those of
theA wave. This time series has been truncated in order to
avoid the overlapping betweenA andS waves, at the begin-
ning of the response. Fourier analysis of this truncated time
series will then provide the pure resonances of theS0 wave
alone, uncluttered by those of theA wave as demonstrated in
Fig. 7~b!.

II. TWO-SIDED WATER LOADING

The experiment to be described in this section was car-
ried out with a water-filled cylindrical shell. Prevous studies
for water-filled cylinders3,25 have only considered the region
ka<10, while our region of interest is 20<ka<50. The
echo time series obtained in our experiment~or rather, its
computer simulation, see below! is shown in Fig. 8; it is
considerably richer in echo pulses than that of the air-filled
cylinder, Fig. 3. The reason for this is the presence of trans-
mitted pulses which can penetrate through the water filling of
the shell, being backreflected by internal reflections. Strictly
speaking, Fig. 8 represents a computer simulation of our ex-
perimental results since the experimental pulses showed ex-
cessive overlap~although a 1:1 correspondence of pulses ex-
isted!.

Figure 9 illustrates the first three modes of transmission
of sound pulses into a water-filled cylinder, and their even-
tual backreflection. In addition to the first return, there will
be subsequent returns due to the additional multiple internal
reflections as indicated in each figure. These multiple arrivals

FIG. 6. Resonance spectrum of Fig. 4.

FIG. 8. Calculated backscattering echo response of water-filled, water-
immersed cylindrical duraluminum shell~as in Fig. 3!.

FIG. 7. ~a! Time series representingS0 waves alone.~b! Corresponding
resonance spectrum.
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will be labeledt i for Fig. 9~a!, t i8 for Fig. 9~b!, andt i9 for Fig.
9~c! ~i51,2,...!. Since these higher-order returns get succes-
sively smaller~see below!, further path forms such as oc-
tagonal etc.... are not considered; we also neglect the effect
of the thin shell walls and only take the group propagation
times in the~external or internal! water media into account.
The corresponding arrival times of the transmitted echo
pulses have been indicated by arrows labeled byt i , t i8, andt i9
in Fig. 8, as were those of the fastS0-wave pulses which are
very similar to those in Fig. 3, due to the fact that all Lamb
or pseudo-Lamb waves on thin shells are affected very little
by water loading6,7 ~except, of course, theA0 wave which is
coupled to theA wave!. From these arrival times, the assign-
mentsT1,T18 ,...,T39 of transmitted pulses as indicated in the
figure will be adopted and it is seen that these pulses get
successively smaller.

The remaining pulses appearing in Fig. 8 can be inter-
preted as those of theS- and theA-type Scholte–Stoneley
waves whose dispersion curves are shown in Fig. 1 as dash-
dot lines. These~subsonic! waves are excited on the shell by
the incident wave at tangential incidence,7 and use of their
dispersion curvesCg(A) and Cg(S)5Cph(S) from Fig. 1
leads to their group arrival times marked by arrows labeled
t i
A and t i

S ~i51,2,...! in Fig. 8, respectively. From these ar-
rival times, the assignmentsA~1!,S~1!,A(2),...,S(3) of the
multiply-circulatingA andS waves can be made in the fig-
ure, and it is seen that as in Fig. 1, these initially give rise to
quite prominent pulses although they overlap with the initial
transmitted arrivals.

In spite of such overlaps, we have again used a gating of
the pulse seriesA( i ) alone, and ofS( i ) alone, in order to
obtain a spectrum of resonances of these waves individually,

as we did for theA wave in Fig. 6. The mentioned overlaps,
e.g., ofA~1! andT1 nevertheless did not significantly impair
the acquisition of a usefulA-wave resonance spectrum as
shown in Fig. 10; assigning the valuen552 to the resonance
at ka549.30 led to a perfect reproduction of the phase ve-
locity curve of theA wave in Fig. 1 betweenka515 and 50
~the region covered by Fig. 10!. Our analysis has thus pro-
vided evidence for the existence, and the acoustic excitation,
of two different Scholte–Stoneley wavesA andS on a dou-
bly water-loaded shell which for the related case of a doubly
water-loaded plate correspond to an antisymmetric or sym-
metric wave. In the following, we shall study the case of
fluid loading by two different fluids on opposite sides of the
shell ~or plate! where this symmetry property is perturbed,
but the existence of two different Scholte–Stoneley wave
modes is retained.

II. TWO-SIDED LOADING BY DIFFERENT FLUIDS

The case of a plate with two different fluids on its two
sides has been briefly studied analytically recently.26 It was
found that in addition to theA0 wave whose dispersion curve
of Cph approaches from above the larger one of the two fluid
sound speeds when descending from the high-frequency re-
gion, there are two~subsonic! phase velocity curves that in-
dividually approach the two different fluid sound speed val-
ues from below when the frequency increases. These can
obviously be interpreted as the generalizations of the two
dash-dot~S andA! phase velocity curves of Fig. 1 where the
loading fluid was the same~water! on both sides of the plate,
and theS andA curves both approached the common value
of Cw at high frequencies. In the present case, there are two
different fluid limits, with the new ‘‘S’’ wave approaching
one and the new ‘‘A’’ wave the other. This picture can be
used in the interpretation of our experimental results for this
case. It should be said, however, that our interpretations are
here more tentative than for the case of two-sided water load-
ing.

Previous experiments on water-immersed thin cylindri-
cal shells filled with different fluids~chroroform or glycerol!

FIG. 9. First three transmission/backreflection modes of water-filled cylin-
der.

FIG. 10. Resonance spectrum ofA wave from Fig. 8.
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are discussed in the literature,3,4 but again as for the case of
a water-filled shell, they refer to aka region ~<10! much
lower than the one considered by us here.

Our experiment was carried out with the same cylindri-
cal shell as before, immersed in water~rw51 g/cm3,
Cw51480 m/s! and filled with alcohol ~ra50.8 g/cm3,
Ca51200 m/s!. Figure 11 shows the pulse returns for this
case, these being the actual experimental results rather than a

computer simulation. TheS0 pulse series is still present as in
Fig. 8 or Fig. 3, but is not indicated by arrows. When com-
paring amplitudes, the different scales of Figs. 11 and 8
should be noted, indicating that the pulses of Fig. 11 are not
as big as they might appear.

Of the transmitted pulses, we have only indicated by
arrows the arrival timest i of the transmissions corresponding
to Fig. 9~a!; the higher-order transmissions are altered com-
pared to Fig. 9~b! and ~c! by refraction, and are shifted to
larger times due to the lower sound speed in alcohol. This
leads to the identification of the pulsesT1, T2 and T3 as
indicated in Fig. 11.

The remaining large pulses in Fig. 11 are candidates for
the ‘‘A’’ and ‘‘ S’’ wave, and a study of Figs. 1 and 8 will
provide some hints for their identification. Although
Cph(A),Cph(S) there, the opposite holds for the group ve-
locities which apply to the pulses. Also, an overlap of one of
these first arrivals withT1 is quite likely, as in Fig. 8. We
thus propose the assignments ofS( i ) andA( i ) ~i51,2,3! as
indicated in Fig. 11, which ascribes a larger group velocity to
A, and maintains equal spacing for repeatedly circumnavi-
gating pulses for bothS andA waves. This implies an over-
lap betweenT1 anS

~1!, as well as betweenS~2! andA~2!. Our
following arguments will corroborate these assignments in
several different ways.

First, we subject the pulse seriesS( i ) of Fig. 11, as well
as the pulse seriesA( i ) ~i51,2,3! to the individual gated-

FIG. 12. Phase and group velocity dispersion curves of theS andA Scholte–Stoneley waves on a duraluminum plate or cylinder; solid: water loaded from
one side, alcohol loaded from the other; dash-dot: two-sided water loading.

FIG. 11. Experimental backscattering echo response of alcohol-filled, water-
immersed cylindrical duraluminum shell~as in Fig. 3!.
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Fourier transform procedure as outlined above, see, e.g., Fig.
5. This leads to a resonance spectrum for both the ‘‘S’’ and
the ‘‘A’’ waves similar to Fig. 10, and with an appropriate
assignment ofn values to the sets of resonances, phase ve-
locity dispersion curves may be obtained for these from Eq.
~3!. The assignment ofn546 to theka545.78 resonance of
theSwave leads to its limitCph→Cw for ka→`, and that of
n560 to theka545.46 resonance of theA wave leads to its
limit Cph→Ca for ka→`, as suggested by the study of Ref.
26. From these choices, the phase and group velocity disper-
sion curves shown in Fig. 12 are obtained for theS andA
waves of the water/alcohol-loaded shells; here, the group ve-
locity curves were obtained from the phase velocity curves
using Eq.~2!.

For a reliable identification ofS andA wave pulses, the
above procedureper semay not be sufficient since it de-
pends on an assumption for then values. However, two dif-
ferent checks on the group velocities provide convincing cor-
roborration since these donotdepend on the knowledge ofn.
Trivially, the arrival time of the pulses provide the group
velocity, especially those for the repeated circulations
A(2),A(3),... after the first one,A~1!. Second, the group veloci-
ties obtained from Eq.~4! are based on the intervalsDka*
between resonances, independently of then value assigned
to each individual resonance. Using these two methods for a
test on the group velocitiesCg(S) andCg(A) of Fig. 12 we
obtain excellent agreement, thus confirming our group veloc-
ity results over ourka range of interest and hence, by impli-
cation, also our phase velocity results. As an example, at the
experimental carrier frequency 1 MHz, the curves of Fig. 12
yieldCg(A)51761 m/s, while the repeat pulse arrivals of the
A wave in Fig. 11 yieldCg(A)51809 m/s; the use of Eq.~4!
and the resonance spacing of theA wave leads to
Cg(A)51753 m/s, showing a maximum uncertainty of only
3%.

One feature of Fig. 11 may be noted here which de-
serves further study. Although the group velocity of the
pulses at 1 MHz is larger for theA wave than for theSwave
~leading to more rapid repeat arrivals!, thefirst arrival of the
S wave occurs before that of theA wave. The latter can be
assumed to be excited tangentially7 ~i.e., at the shadow
boundary of the cylinder!, but using the angular analysis of
Ref. 7, one finds that the early arrival of theS wave is con-
sistent with its excitation at the apex line of the cylinder.

III. CONCLUSIONS

The present study, based on experimental sound scatter-
ing from immersed thin cylindrical duraluminum shells and
its theoretical analysis, has provided evidence for the exist-
ence and excitation of two Scholte–Stoneley waves on dou-
bly fluid-loaded shells or plates: ofS andA type for double
water loading, and of related ‘‘S’’ and ‘‘ A’’ types for load-
ing by two different fluids. While predictions for the first
case go back to the classic Osborne–Hart study on plates,16

for the second case they are of more recent nature.26 Our
study used short incident sound pulses and observed their
backscattering indicating transmitted or repeatedly circum-
navigating waves on the cylinder. The latter were analyzed
by an extension of the Numrich–de Billy short-pulse spectral

analysis method,20,21 where we gated outall the pulses ex-
cept the candidate pulses, and subsequently Fourier-
analyzing these. Their spectra provided phase and group ve-
locity information, in agreement with the predictions,
sometimes dependent on assumptions on the mode order
value of the resonances and sometimes independent thereof.
In addition, the pulse arrival times provided group velocity
data directly. These various methods represent a redundancy
that serves to corroborate our assignments and pulse identi-
fications which, based on a single approach, would have
been more uncertain.
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Nonlinear propagation applied to the improvement of resolution
in diagnostic medical ultrasound
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Medical B-mode scanners operating under conditions typically encountered during clinical work
produce ultrasonic wave fields that undergo nonlinear distortion. In general, the resulting harmonic
beams are narrower and have lower sidelobe levels than the fundamental beam, making them ideal
for imaging purposes. This work demonstrates the feasibility of nonlinear harmonic imaging in
medical scanners using a simple broadband imaging arrangement in water. The ultrasonic system
comprises a 2.25-MHz circular transducer with a diameter of 38 mm, a membrane hydrophone, also
with a diameter of 38 mm, and a polymer lens with a focal length of 262 mm. These components
are arranged coaxially giving an imaging geometry similar to that used in many commercial
B-scanners, but with a receiver bandwidth sufficient to record the first four harmonics. A series of
continuous wave and pulse-echo measurements are performed on a wire phantom to give 1-D
transverse pressure profiles and 2-D B-mode images, respectively. The reflected beamwidthswn

decrease aswn/w151/n0.78, wheren is the harmonic number, and the reflected sidelobe levels fall
off quickly with increasingn. In imaging terms, these effects correspond to a large improvement in
lateral resolution and signal-to-clutter ratio for the higher harmonics. ©1997 Acoustical Society of
America.@S0001-4966~97!03801-0#

PACS numbers: 43.25.Ts, 43.25.Cb, 43.80.Vj@MAB #

INTRODUCTION

With the increasingly widespread use of diagnostic ul-
trasound scanners in a wide range of medical environments,
e.g., obstetric and vascular imaging, the need to improve the
quality of the displayed visual output is of very real interest,
both to manufacturers and to clinicians. Since the spatial
resolution attainable with such equipment is dependent ulti-
mately upon the wavelength of the ultrasound used, the cho-
sen frequency of operation should be high if the size of the
object under study is small. However, higher frequencies are
attenuated more rapidly in biological and other media mean-
ing that the depth of penetration inside the object is reduced
as the wavelength of the acoustic field decreases. In practice,
a compromise must be established between these two con-
flicting effects in each new imaging application by the choice
of a scan head of suitable center frequency, typically in the
range 1 to 10 MHz. An example of this is the now routine
examination of the developing human fetus. Earlier on dur-
ing pregnancy a 5-MHz head would often be used to view
the fetus through the filled bladder, the attenuation in urine
being relatively low. At later stages, on the other hand, the
frequency would be reduced to 3.5 MHz as the fetus grew in
size and the depth of penetration became the dominant fac-
tor.

One possible method of enhancing the quality of
B-mode ultrasound images might be to exploit the effect of
nonlinear propagation on the acoustic signal as it travels
through the human body. All finite-amplitude ultrasonic
waves undergo a degree of nonlinear distortion when travel-
ing through real media, and this manifests itself in the fre-
quency domain as the appearance of additional harmonic sig-
nals at integer multiples of the original frequency. The idea
that commercial diagnostic B-mode scanners might produce

signals of large enough amplitude to cause appreciable non-
linear effects in normal clinical use was first proposed in
1980 by Muir and Carstensen,1 who also worked on a series
of experiments in water with medical transducers to support
their predictions.2 The first observations of nonlinear distor-
tion in tissue, however, were not recorded until some 5 years
later by Starrittet al.,3,4 who looked at~i! human calf muscle
in vivo using a clinical pulse-echo scanner, and~ii ! excised
bovine liverin vitro using a type of focused transducer com-
monly used in commercial ultrasound systems. In both cases
the source pressures and frequencies were typical of those
used during medical examinations at the time, i.e., about 600
kPa and 2.5 MHz, respectively. Although the amount of non-
linear distortion occurring was significantly less in tissue
than in water, it was clearly measurable, the second har-
monic being on average 17 and 12 dB below the fundamen-
tal for muscle and liver, respectively.

Wherever appreciable nonlinear distortion does occur
during clinical work with B-mode scanners, then it should in
principle be possible to use the higher harmonics to improve
the spatial resolution of the resulting images. Current medi-
cal systems do not make significant use of these higher har-
monics because of the limited response of the receiving
transducer at the harmonic frequencies. Only by analyzing
the newly created harmonic beams may some of this infor-
mation be recovered in a useful form. Indeed, since the
widths of the beams decrease with increasing harmonic num-
ber, an actual improvement in quality of the visual informa-
tion available to the clinician should be expected.

This kind of approach has already been shown to work
in the field of acoustic microscopy, where the frequency of
operation is typically 100 MHz, i.e., at least an order of
magnitude higher than in medical B-mode scanning. Ko-
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mpfner and Lemons5 in 1976 were the first to demonstrate
second harmonic imaging in water using a specially tuned
microscope at a fundamental frequency of 400 MHz. They
increased the power applied to the transmitter by 40 dB
above its normal linear level and noted improvements in both
the resolution and the contrast of the second harmonic image
compared to the fundamental. Rugar6 in 1984 looked at the
problem from a slightly different standpoint. He transmitted
and received at a single frequency in the low gigahertz range
and found the spatial frequency response of images formed
at nonlinear drive levels to be a factor of 1.4 better than those
formed during conventional linear imaging. This was attrib-
uted to a conversion of the energy in the higher harmonics
down to the fundamental frequency in the region behind the
object. The work was carried further by Germain and
Cheeke7 using a device operating at 15 MHz with ethanol as
the coupling liquid to maximize harmonic generation. They
separated the harmonic components out from one another
and observed an improvement in resolution proportional to
n1/2 for n<10,n being the harmonic number. More recently,
work has begun using acoustic microscopes with pressurized
cryogenic liquids.8 Here, the improvement in resolution for
the second harmonic is better than a factor of 21/2, possibly
due to the special nonlinear properties of the coupling liquid.

The use of harmonic imaging in the context of side-scan
sonar has been considered in some detail by Muir.9 He
looked specifically at a system based on a 1.0-m30.1-m rect-
angular transducer using tone bursts with a center frequency
of 100 kHz. For targets between 50 and 100 m from the
source, considerable improvements in angular resolution and
sidelobe suppression were observed as the harmonic number
was increased from 1 to 5. In going from the fundamental to
the second harmonic, for example, the half-power resolution
was reduced from 0.8° to 0.5° and the suppression went up
from 13 to 20 dB. As a consequence, the quality of image
obtained using the higher harmonics was significantly better.

Due to the relatively high attenuation of ultrasound in
human tissue and the complexity of today’s commercial di-
agnostic B-mode scanners, a good starting point for studying
nonlinear propagation at medical frequencies and source
pressures is to consider a simple focused circular source in
water. This approach has the added advantage that a large
body of work has already been built up on the circular ar-
rangement, enabling comparisons between experiment and
theory to be more easily made. Although the levels of the
harmonics generated via nonlinear processes are bound to be
higher in water than in tissue, they should display the same
kinds of features. Since the aim of this study is to demon-
strate the feasibility of harmonic imaging in medical sys-
tems, it should act as a basis for further work with more
realistic media. Previous work in this field10 demonstrated
the enhanced beamwidths available for clinical ultrasound
but did not produce any images.

The numerical model that has since become a standard
method for calculating the acoustic field ahead of plane and
focused circular sources was implemented by Aanonsen
et al. in 1984, and is now widely referred to as the Bergen
code as a result.11,12 It is based on the KZK equation, which
is a parabolic approximation to the nonlinear wave equation

for the system, and it provides both amplitude and phase
information along the acoustic axis of the transducer and
radially. The model has been extensively tested by compari-
son with experimental data from plane13,14 and focused15

transducers, and found to give excellent results for
continuous-wave~cw! sources with diameters large com-
pared to the acoustic wavelength. Since commercial diagnos-
tic B-scanners tend to produce pulsed fields with very com-
plicated structures, it has proved somewhat harder to model
their outputs effectively. Baker16 has adapted Aanonsen’s
code for use with pulsed sources and obtained reasonable
agreement between experiment and theory for a ‘‘real’’ fo-
cused transducer working at 3.5 MHz in water, while Watson
et al.17 have looked at cw propagation in tissue-like media.
Yet to be attempted, however, is a combination of these two
approaches applied to commercial scanners in a clinical en-
vironment.

The work described in this paper considers the relatively
simple case of nonlinear imaging in water using a focused
circular transducer with a center frequency of 2.25 MHz, a
focal gain of around 6, and source pressures of up to 400
kPa. These values are comparable with diagnostic B-mode
scanners in medicine. Measurements are made on a wire
phantom using a focused broadband receiver with a diameter
equal to that of the transmitter, thus simulating the imaging
geometry in many real medical ultrasound systems. This is
similar to the arrangement studied by Gavrilovet al.18 and
Levin et al.,19 who were concerned with remote linear mea-
surements of acoustic pressure in biological media. Whereas
their experiments were performed in transmission mode,
however, the work described in this paper uses a reflection
mode setup. It has recently been suggested by Wu and
Shung20 that it should be possible to ‘‘prebias’’ the signal
applied to the transducer for imaging purposes, i.e., to mix
higher frequency components in at the source, thus enhanc-
ing the amplitudes of the harmonics around the focal region,
but this has not been attempted in this work. It should be
emphasized that an increase in drive is not required or pro-
posed for this technique, it merely makes better use of the
existing ultrasonic dose.

I. MAIN EXPERIMENTAL ARRANGEMENT

Measurements of the broadband acoustic signal reflected
from the test object were performed using the experimental
arrangement shown in Fig. 1~a!. The system was based on a
circular single-element immersion transducer with a resonant
frequencyf 0 of 2.25 MHz and a nominal radiusa of 19 mm.
The transducer was driven at its center frequency via an ad-
justable attenuator and a 50-dB broadband rf power amplifier
using a pulsed function generator. For pseudo cw measure-
ments a sinusoidal tone burst of 8 cycles was applied to the
device. For pulse-echo B-mode measurements, in contrast, it
was necessary to use a short single-cycle sinusoidal pulse to
achieve good axial resolution. In both types of measurement
the maximum voltage applied to the transducer was limited
to about 300 V pk-pk corresponding to an average pressure
of 400 kPa across the face of the source. In addition, the
pulse repetition frequency was set relatively low at 250 Hz in
order to limit the power dissipated in the transducer.
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The backscattered signal was measured using a
polyvinylidene-fluoride ~PVdF! bilaminar shielded mem-
brane hydrophone manufactured by GEC-Marconi Ltd. of
Chelmsford, England. This device was constructed with a
circular active area at the center of the membrane with a
nominal radiusb of 19 mm, i.e., the same as that of the
transducer. Due to its wide bandwidth and relatively flat fre-
quency response the hydrophone was suitable for measure-
ments at frequencies up to at least 20 MHz. In the work
described here only the first four harmonics of the transmit-
ted signal were considered, corresponding to a maximum
frequency of 9 MHz. This meant that the hydrophone was
only used well within its useful range of operation. Since the
active area of the device was much larger than usual for
hydrophones of this type, it was first necessary to character-
ize its output by comparison with a smaller-area precali-
brated device. This second hydrophone was also produced by
GEC-Marconi and was similar in construction to the large-
area device, but had an active area with a diameter of only 1
mm. The calibration of the larger hydrophone over the fre-

quency range of interest was performed by placing it in the
nonlinear acoustic field formed by the transducer for a source
pressurep0 of about 350 kPa. The source pressure was de-
termined using the small hydrophone at short axial ranges.
The electrical signal produced in this case was then com-
pared with the transverse profile obtained at the same point
in the field by scanning the smaller hydrophone over the
width of the larger device. By taking into account the ampli-
tude and phase variations over this region and the different
areas of the two devices, the relative sensitivities of the hy-
drophones were determined. Using these values it was then
possible to calculate the sensitivity of the uncalibrated large-
area hydrophone.

The transducer and hydrophone were positioned along a
common horizontal axis in a tank of distilled water during
the measurements of backscatter from the object@see Fig.
1~a!#. A small amount of chlorine was added to the water
after the tank had been filled in order to prevent the growth
of algae. The tank had dimensions of 1.0 m30.5 m30.4 m
and all measurements were performed at ambient room tem-
perature. The output of the transducer was allowed to pass
through the hydrophone at an axial rangez0 of 50 mm and
then on through a plano-concave PMMA lens with a focal
length D in water of 262 mm. The lens had a maximum
thickness of 6 mm, a diameter of 44 mm, and a radius of
curvature of 117 mm. The resulting focal gainG in water
was 5.7 and the linear beam waist~full-width half-maximum,
FWHM! w0 at the focal plane was about 6 mm. The lens was
acoustically coupled with a thin layer of commercial cou-
pling gel and held in place with self-adhesive tape. After
reflection from the test object, most of the acoustic signal
passed back through the lens and onto the hydrophone for
measurement. Using this arrangement the transmitted and re-
ceived signals were focused by roughly equal amounts and
the source and receiver were nearly conjugate.

The electrical signal produced by the hydrophone was
passed by way of a coaxial cable to a 300-MHz digital stor-
age oscilloscope~D.S.O.!. This instrument~LeCroy 9310!
had two input channels, each comprising an 8-bit A-to-D
converter with a maximum sampling rate of 108 s21, and a
10 000-point acquisition memory. During each measurement
sequence 1000 consecutive waveforms were averaged within
the D.S.O. resulting in an effective 13-bit signal with a
30-dB reduction in the digitization error. In addition, the
acquired data were passed through the oscilloscope’s internal
30-MHz bandwidth limiter leading to a further reduction in
the background noise. The D.S.O. was triggered direct from
the TTL ‘‘synchronization’’ output of the function generator
~Wavetek 191!, and the D.S.O. trigger delay was set manu-
ally so as to compensate for the water path between the
points of transmission and reception.

The D.S.O. was controlled remotely via an RS-232-C
serial connection from a PC with a 486DX2 processor run-
ning at 66 MHz. Waveforms were transferred from the in-
strument to the PC as a series of coded ASCII characters at a
rate of 9600 baud. Software for the control of the D.S.O. was
written in the form of a series of Microsoft QuickBASIC
routines and the stored waveforms were subsequently pro-
cessed using the MathWorks MATLAB software package.

FIG. 1. ~a! Diagram of the main experimental arrangement.~b! Schematic
plan of the ‘‘wire’’ phantom.
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The PC was also used to control a pair of stepping motors on
two translation stages via a second RS-232 interface. The
stages were used to move the test object along two mutually
orthogonal horizontal axes, enabling long series of measure-
ments to be carried out automatically.

The test object itself is shown in Fig. 1~b!. The support-
ing frame was made from two parallel 5-mm sheets of
PMMA held apart using spacers with a length of 50 mm.
Through each sheet was drilled an array of small holes at
intervals of roughly 20 mm. These holes were used to hold
22 stainless-steel ‘‘wires’’ made from hollow hypodermic
needles, each with a diameter of about 0.6 mm. The object
was placed in the tank in front of the transducer and hydro-
phone with the polymer sheets oriented horizontally and the
first row of five wires at the focal plane of the lens~i.e., at
z5D5262 mm!. For the pseudo cw measurements only this
row of wires was considered, so the length of the recorded
D.S.O. trace could be limited to 5ms ~compared to a tone
burst duration of 3.6ms!, thus allowing the maximum sam-
pling frequency of 100 MHz to be used. For the ‘‘A-line’’
measurements, on the other hand, it was necessary to use a
trace length of 200ms corresponding to a depth in water of
about 150 mm. This meant that a sampling frequency of only
50 MHz could be achieved giving a total of 104 data points.

II. FIELD CHARACTERIZATION MEASUREMENTS

Before carrying out measurements on the wire phantom
using the system described above, it was first necessary to
characterize the acoustic field around in the focal region of
the lens. This was achieved by making two preliminary sets
of measurements: one close to the face of the transducer, and
one within the region of interest itself. These were carried
out in the same tank of water with slight modifications to the
basic experimental arrangement. The first set of measure-
ments was used in a numerical model to predict the harmonic
pressure levels around the focus; the second set was then
compared with the numerical results to check the validity of
the model.

Measurements of the amplitude and phase of the acous-
tic wave field emitted from the source transducer were made
using the arrangement shown in Fig. 2. A PVdF needle hy-
drophone~Precision Acoustics! with a nominal diameter of
75 mm was scanned across the face of the transducer at a
rangez of 5 mm in thex andy directions using manual and
motorized translation stages, respectively. The signal from

the hydrophone was passed by way of an external buffer
amplifier to the D.S.O., the maximum recorded voltage being
of the order of a millivolt ~using 50-V coupling on the
D.S.O.!. Once again, the measurements were performed us-
ing a toneburst of eight cycles from which a single cycle was
extracted and Fourier analyzed. The total duration of the tone
burst was sufficiently short to avoid the direct electrical
pick-up from the power amplifier that appeared on the signal
for t,4 ms, but long enough to provide several cycles of
effectively cw oscillation.

Shown in Fig. 3 are the results of a series of measure-
ments for a nominal source pressurep0 of 100 kPa. The
amplitudeV(y) and phasef(y) of the hydrophone voltage
were recorded in a horizontal plane through the center of the
transducer face at an intervalDy of 0.5 mm. The phases
were determined using the relationshipf(y)5f0
22p f 0Dt(y), where f 0 is the drive frequency~2.25 MHz!
andDt(y) is the time delay to the beginning of the extracted
cycle at the fundamental frequency. The value off0 ~26.9p
rads! was chosen so as to compensate roughly for the time
required for the extracted cycle~i.e., the sixth of eight! to
propagate out from the transducer toz55 mm.

Looking at Fig. 3~a!, it is clear that the amplitude of the
emitted acoustic field varies by at least65% over the width
of the transducer face. Moreover, although not so clear, there
is a ‘‘hot spot,’’ centered on the acoustic axis, that extends
out to aboutuyu53 mm. The existence of this feature is prob-
ably linked to the presence of the electrical connection on the
rear side of the transducer element. There is also a noticeable
rippling effect close to the edge of the transducer face. This
is due to interference between the edge and direct acoustic
waves and is less prominent nearer the center of the trans-
ducer since the finite size of the hydrophone leads to spatial
averaging. The effective radiusa of the active element, as
measured from the profile of Fig. 3~a!, is slightly less than
the nominal value of 19 mm. In fact, from comparisons of
the positions of axial maxima and minima predicted by linear
theory with measurements made at low drive levels, the
value ofa was found to be 18.62 mm, around 2% less.

FIG. 2. Diagram of the arrangement used to measure the amplitude and
phase profiles across the source transducer.

FIG. 3. Horizontal~a! voltage and~b! phase profiles,V(y) andf(y), across
the center of the transducer face for a nominal source pressurep0 of 100
kPa. The measurements were made at an axial rangez of 5 mm using a
PVdF needle hydrophone with a diameter of 75mm.
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The phase profile of Fig. 3~b! also differs significantly
from what would be expected for an ideal plane-piston ra-
diator which would have constant phase across its face. First
there appears to be a linear phase ramp of about 0.05p radi-
ans across the transducer diameter. Such a linear ramp can be
ignored since it corresponds to a slight misalignment be-
tween the acoustic axis of the transducer and the translation
stage. Second, the measured phase peaks at the transducer
center~y50!. This phase advance~about 0.15p radians! is
equivalent to a slight defocusing of an ideal transducer, the
effective focal length of the system being23.5 m and the
gain being20.5.

Having characterized the source transducer in this way,
it was then possible to calculate the pressure distribution
around the focus of the lens in the main experimental ar-
rangement of Fig. 1 using a numerical model. The model
was based around a finite-difference solution of the KZK
nonlinear parabolic wave equation for a circularly symmetri-
cal source, and took into account the effects of~i! diffraction,
~ii ! nonlinearity, and~iii ! absorption.11,12 Solutions for the
amplitude and phase of the first four harmonics were ob-
tained in the frequency domain along the acoustic axis of the
source and transversely at three axial distances. The para-
bolic approximation provided meaningful solutions for val-
ues ofka much greater than unity,k being the wave number
of the source, as long as the axial rangez was sufficiently
large. More precisely the parabolic approximation becomes
increasingly inaccurate asz falls below a critical range given
by a(ka)1/3 ~about 100 mm in this case!.

The calculations were performed in two main stages.
First, the acoustic wave emitted from the transducer was al-
lowed to propagate linearly to the polymer lens at an axial
rangez0 of 50 mm. Second, the extra phase curvature due to
its passage through the lens was added, and the wave was
allowed to propagate nonlinearly toward the focal region at
z5262 mm measured relative to the lens. This procedure
was used because it was not at the time possible to include
the amplitude and phase variations across the higher har-
monic beams during the initialization of the numerical
model. Although an error was introduced by the assumption
of linear propagation ahead of the lens, it was fairly small for
a source pressurep0 of 100 kPa, the second harmonic being
almost 30 dB below the fundamental atz550 mm.

The model was initialized at the transducer face using a
pair of idealized amplitude and phase profiles,p(r /a) and
f(r /a), based on the measurements made using the needle
hydrophone. These are shown in Fig. 4 as a function of the
normalized horizontal distancey/a across the surface of the
device. The amplitude ‘‘hot spot’’ forr,3 mm was modeled
by adding a Gaussian to the standard top-hat distribution
with a height equal to one-eighth that of the top hat itself and
a standard deviations of 1 mm. The phase variation across
the surface was much slower, and was modeled using a
Gaussian with a value fors of 8 mm. A constant value was
subtracted from the resulting profile to givef50.15p radi-
ans atr50 andf50 at r5a. The nonspherical shape of the
initial wavefront meant that the effect of the phase variation
was not equivalent to a simple~spherical! defocusing, as
implied previously. As a consequence it was found that the

axial minima had finite values instead of falling to zero.
For the propagation from the transducer to the lens the

source pressurep0 was set at 1 kPa, while the value ofp0 in
the nonlinear region was increased to the ‘‘correct’’ value of
100 kPa. Furthermore, the aperture size at the source was the
effective radiusa of the transducer~i.e., 18.62 mm!, whereas
the value at the start of the nonlinear stage was the physical
radius ‘‘a’’ of the lens ~i.e., 22 mm!. Since the radial step
size was held ata/40 during both stages of the calculation
~e.g., as in Fig. 4!, it was necessary to rescale the linear
radial profile at the lens before it could be applied to the
nonlinear stage. This was achieved by interpolating the linear
profile atz0550 mm forr<22 mm using a cubic spline. The
axial step size was increased from 0.25 mm in the linear
region to 0.30 mm in the nonlinear region in order to main-
tain a suitable ratio of radial to axial step size in the numeri-
cal model.

The Rayleigh distancesR0 in the first and second parts
of the calculation were 1.65 and 2.30 m, respectively, and
the focal gainG in the region after the lens was 8.79. All
other parameters required in the model related to the acous-
tical and other properties of the host medium and were as-
signed values suitable for water at room temperature.13,15

The results obtained using the numerical model were
compared with measurements made using a second PVdF
membrane hydrophone, this time with a radiusb of only 0.5
mm. The experimental arrangement used in this case is
shown in Fig. 5. The small-area hydrophone was attached to
the motorized translation stages in place of the test object@in
Fig. 1~a!# enabling it to be scanned in a horizontal plane
through the acoustic axis of the transducer. As during the
measurements on the phantom, the large-area hydrophone
and lens were positioned coaxially with the transducer at
z0550 mm. Again, measurements were made under pseudo
cw conditions, a tone burst of 16 cycles withf 052.25 MHz
being applied to the transducer. Three transverse profiles
were obtained: atz5D250 mm5212 mm,z5D5262 mm,
andz5D150 mm5312 mm. The spatial resolution of these
measurements wasDy50.5 mm. Thez value for the first
transverse profile coincided roughly with the measured posi-

FIG. 4. Idealized~a! amplitude and~b! phase profiles,p(y/a) andf(y/a),
used to initialize the program, wherea is the effective source radius.
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tion of the final axial maximum forp05100 kPa, which oc-
curred atz5218 mm.

Presented in Fig. 6 are comparisons of theory and ex-
periment at the three axial ranges described above. Within
the mainlobe~uyu,6 mm! the agreement between the two
sets of data is generally good. Outside this region, however,
there are significant differences, particularly for the higher
harmonics at the larger values ofz. These discrepancies are
probably due to edge effects at the polymer lens, partly due
to the use of an oversimplified source distribution in the
numerical model. Moreover, the low values of calculated
axial harmonic pressure in Fig. 6~a! may be attributed~i! to
the assumption of linear propagation ahead of the lens and
~ii ! to a slightly inappropriate choice of effective aperture for
the lens~giving a final axial maximum atz5226 mm!. The
experimental results show a slight left–right asymmetry in
the field, especially around the first sidelobe of the funda-
mental. This is not surprising considering the differences ob-
served between the left- and right-hand portions of the trans-
ducer face in Fig. 3.

As expected, the FWHM beamwidthswn in Fig. 6 for
n51 to 4 ~n being the harmonic number! are less forz5212
mm than forz5262 or 312 mm, and they increase with in-
creasing distance from the final axial maximum. These ob-
servations are summarized in Table I, for which measure-
ments were made direct from the three sets of experimental
and theoretical profiles. In going fromz5212 to 312 mm, for
example, the measured fundamental beamwidthw1 increases
from 5.40 to 7.57 mm, or by about 40%. Forn54 the focus-
ing is tighter, and the increase is consequently much greater:
over 90% in fact. In the focal plane,z5D, on the other hand,
wn decreases from 6.35 mm down to 2.74 mm betweenn51
and n54. Indeed, assuming an inverse power law of the
form wn/w151/nm, we find thatm.0.61. Thus the drop-off
in beamwidth at the ‘‘26 dB’’ points is slower than might be
expected from a simple consideration of the linear far-field
beam pattern21 of a plane-piston source for whichm51.

The maximum sound-pressure levels,pmn and psn , of
the mainlobe and the first sidelobe forn51 to 4 andz5D
are given in Table II. These relate to a source pressurep0 of
100 kPa. Here, the term ‘‘sidelobe’’ describes the first off-

axis maximum for a particular harmonic.~For n>2 the extra
sidelobes generated in the near-field as a result of nonlinear
propagation are often referred to as ‘‘fingers.’’12,14! The
value ofpm1 in Table II is 432 kPa: this compares to a value
for Gp0 of 879 kPa,G being the geometrical focal gain. The
largest part of the difference is due to the formation of the

FIG. 5. Diagram of the arrangement used to measure the distributions of
pressure,pn(y), for the first four harmonics,n51 to 4, around the focal
plane of the lens.

FIG. 6. Comparison of measured and calculated transverse pressure profiles,
pn(y), ahead of the lens at axial rangesz of ~a! 212 mm,~b! 262 mm, and
~c! 312 mm for a source pressurep0 of 100 kPa. Thick solid lines: calculated
results forn51 to 4 ~top to bottom curves, respectively!. Filled circles:
experimental results forn51 and 3. Empty circles: experimental results for
n52 and 4.
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higher harmonics, although attenuation at the fundamental
frequency also plays a small role.~The attenuation coeffi-
cienta of water at room temperature forf52.25 MHz is 1.1
dB m21.! The high levels of the harmonic axial pressures
compared to the fundamental indicate a fairly well developed
shock in this region. In fact, a difference of 6 dB between the
values of pmn for n51, 2, and 4 would correspond to a
sawtooth-type waveform if all the harmonics had been in
phase with one another.

An indication of the useful signal level available at each
of the four measured harmonic components~for an object at
an axial rangez5D! may be obtained by looking at the
simple parameterpdn5psn2pmn , i.e., the difference in pres-
sure between the center of the mainlobe and the peak of the
first sidelobe. For 1<n<4, the measured values ofpdn in-
crease steadily withn, although the change in going from
n51 to n52 is greatest.~In fact,pd22pd153.8 dB, whereas
pd42pd158.2 dB.! Furthermore, the amplitudes~and
widths! of the second and subsequent sidelobes decrease
more quickly with increasing distance from the acoustic axis
for the higher harmonic beams than they do forn51. This
means that images produced withn>2 will have signifi-
cantly lower sidelobe levels than those constructed with the
fundamental component alone. In addition, what sidelobe
images are generated withn>2 will be confined to a nar-
rower region around the main reflection. On both accounts
the clarity of the resulting B-scans should be improved.

III. NONLINEAR IMAGING MEASUREMENTS

As mentioned in Sec. I, the first set of measurements
made on the phantom was performed using a similar tech-

nique to that employed to characterize the field ahead of the
source. A sinusoidal tone burst was applied to the
transducer—this time of eight cycles—and the harmonic
content of the signal reflected off the object was determined
by analyzing a single cycle from the recorded acoustic sig-
nal. Three source pressuresp0 were considered: 10 kPa~al-
most linear!, 100 kPa~for comparison with the results of
Sec. II!, and 400 kPa~the maximum signal it was possible to
generate using the apparatus!. To obtain the transverse har-
monic profiles,pn(y), 200 waveforms were recorded at in-
tervalsDy of 0.5 mm, allowing all five wires of the front row
of the phantom to be included.

Results forp0510 kPa andn51 to 4 are presented in
Fig. 7~a! to ~d!, respectively. The reflections from the five
wires, centered ony510, 30, 50, 70, and 90 mm, are clearly
visible for n51 andn52. However, forn>3 the equivalent
acoustical noise level~;0.5 Pa! is of the same order as the
peak reflected signals from the phantom. Measurements of
beam widthwn and sound pressure level taken from these
curves are shown in Tables III and IV, respectively. The
width w1 of the reflected fundamental is 4.6 mm, while that
of the second harmonic~w2! is around half this value. Fur-
thermore, the maximum reflected signalpm1 is about 30 dB
down on the source pressurep0, andpm2 is a further 33 dB
down onpm1. Interpreting the fundamental profile is made
much more difficult by the presence of the sidelobes, which
lie only pd1531 dB below the peak reflected signal. Despite
the relatively low S/N ratio forn52, the positions of the
wires are much more clearly defined in the second harmonic
profile.

The effect on the reflected signal profilespn(y) of in-
creasingp0 by 20 dB to 100 kPa is shown in Fig. 8. In
addition to the second harmonic, the third and fourth har-
monics have now increased well above the noise floor of the
system, whereas the shape ofp1(y) has remained more or
less the same, but has also been shifted up by almost 20 dB.
The average widthswn are less than those for the probe
beam, decreasing from 4.6 mm forn51 down to;w1/3 for
n54. Again, if we assume thatwn/w151/nm, thenm50.78

TABLE I. Widths ~FWHM! wn of the fundamental~n51! and higher har-
monic ~n52 to 4! probe beams around the focus of the polymer lens for
p05100 kPa. Values measured from Fig. 6.

z @mm#

Theory Experiment

n51 n51 n52 n53 n54

wn @mm# 212 5.67 5.40 3.35 2.51 2.05
262 6.62 6.35 4.11 3.23 2.74
312 8.10 7.57 5.21 4.41 3.95

wn/w1 212 1 1 0.62 0.46 0.38
262 1 1 0.65 0.51 0.43
312 1 1 0.69 0.58 0.52

wn(z)/wn(D) 212 0.86 0.85 0.82 0.78 0.75
312 1.22 1.19 1.27 1.37 1.44

TABLE II. Sound-pressure levels,pmn and psn , of the mainlobe and the
first sidelobe forn51 to 4 at the focus of the polymer lens (z5D) with
p05100 kPa. The difference between these two values,pdn5psn2pmn ,
gives an indication of the useful probe signal level. Values measured from
Fig. 6.

Theory Experiment

n51 n51 n52 n53 n54

pmn @dB re: 1 MPa# 26.3 27.3 214.3 219.1 222.7
psn @dB re: 1 MPa# 224.0 225.6 234.6 243.4 249.2
pdn @dB# 17.7 18.3 22.1 24.3 26.5

FIG. 7. Reflected signal profilespn(y) from the first row of wires for the~a!
first, ~b! second,~c! third, and~d! fourth harmonics withz5D5262 mm
andp0510 kPa.
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compared to the previously calculated value for the probe
beam of 0.61. Hence, not only are the reflected harmonic
beams narrower than the equivalent probe beams, they also
decrease more rapidly in width with increasingn. The dif-
ferencepdn between the peak and background signals in-
creases from 31 dB atn51 up to 49 dB atn53 and then
decreases back down to 42 dB atn54 as the signal begins to
fall back toward the noise floor. Forn53 the ‘‘sidelobe’’
levels are roughly equal to the random noise level and the
system is at its most sensitive.

Raising the source pressurep0 further to 400 kPa pro-
duces the changes shown in Fig. 9. Here, an increase inp0 of
12 dB has only produced an equivalent increase in the peak
reflected pressurepm1 of about 8 dB, the remainder of the
energy having either gone into the formation of the higher
harmonics or been lost through attenuation. The production
of the higher frequency components causes a drop in the
relative height of the mainlobe compared to the sidelobes for
n51, an effect related to the saturation of the fundamental
beam at high drive levels. In fact,pd1.27 dB for p05400
kPa compared to 31 dB forp0510 and 100 kPa. Thus the
B-mode artifacts arising from the fundamental sidelobes be-
come worse as the propagation becomes more and more non-
linear. The FWHM widths of all the harmonic beams for
p05400 kPa are marginally greater than those forp05100
kPa, the difference presumably being due to the gradual
changes in beam shape that occur as the amount of nonlinear
generation increases. Again, the maximum useful signal for
imaging purposes occurs atn53, but the values ofpdn for
n51 to 4 are now all less than they were forp05100 kPa.

This reduction in effective harmonic amplitude at high drive
levels is linked partly to the amount of nonlinear generation
occurring in the water, and partly to its frequency-squared
dependence of attenuation~i.e.,an/a15n2, an being the at-
tenuation coefficient in water at thenth harmonic!.

The second set of measurements on the phantom took
the form of a series of rf pulse-echo ‘‘A-lines,’’ which were
processed digitally and placed side by side to form four
B-mode images of the whole object withn51 to 4. A single-
cycle tone burst was applied to the transducer giving an av-
erage source pressurep0 of 400 kPa, and waveforms were
recorded at intervalsDy of 1 mm. The total length of each
trace was 200ms and the sampling frequency was 50 MHz
~see Sec. I!. The harmonic components of the signal were
obtained by passing the raw data through four digital Cheby-
shev filters with passbands centered onf5 f 0 , 2 f 0, 3f 0, and
4 f 0. The magnitude and phase characteristics of these filters,
An( f ) andun( f ), are plotted in Fig. 10~a! and ~b!, respec-
tively. The width of each passband was set to 1.5 MHz so as

FIG. 8. Reflected signal profilespn(y) from the first row of wires for the~a!
first, ~b! second,~c! third, and~d! fourth harmonics withz5D5262 mm
andp05100 kPa.

FIG. 9. Reflected signal profilespn(y) from the first row of wires for the~a!
first, ~b! second,~c! third, and~d! fourth harmonics withz5D5262 mm
andp05400 kPa.

TABLE III. Average widths~FWHM! wn of the beams reflected from the
front row of wires forn51 to 4 andp0510, 100, and 400 kPa. Values
measured from Figs. 7–9.

p0 @kPa# n51 n52 n53 n54

wn @mm# 10 4.6 2.2 ••• •••
100 4.5 2.6 1.9 1.5
400 4.6 2.7 2.0 1.6

wn/w1 10 1 0.48 ••• •••
100 1 0.58 0.42 0.33
400 1 0.59 0.43 0.35

TABLE IV. Average sound-pressure levels,pmn andpbn , of the maximum
and background signals reflected from the front row of wires forn51 to 4
with p0510, 100, and 400 kPa. The difference between these two values,
pdn5pbn2pmn , gives an indication of the signal-to-clutter ratio of the im-
aging system. Values measured from Figs. 7–9.

p0 @kPa# n51 n52 n53 n54

pmn @dB re: 1 MPa# 10 269.6 2102.7 ••• •••
100 250.0 264.9 271.2 280.1
400 242.3 253.2 259.1 266.2

pbn @dB re: 1 MPa# 10 2100.5 2117.1 ••• •••
100 280.5 2104.9 2120.4 2122.1
400 268.8 289.3 2105.5 2107.7

pdn @dB# 10 30.9 14.4 ••• •••
100 30.5 40.0 49.2 42.0
400 26.5 36.1 46.4 41.5
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to include most of the frequency components arising from
the single-cycle acoustic pulse, and the ripple on top of each
passband was limited to 0.5 dB. The calculated phase re-
sponsesun( f ) of the digital filters are almost identical with
respect to the four center frequencies meaning that the time
delaysDtn5(1/2p)(dun/d f ) caused by their introduction
were approximately equal. In fact,Dtn5~0.8460.05! ms for
n51 to 4. Therefore, in order to obtain correct axial rangesz
for the B-scan, wherez5c0t and c051471 ms21 ~for
T516.5 °C!, the filtered waveformspn(t) were shifted back-
ward in time by the valuesDtn .

Plotted in Fig. 11~a! is a 4-ms portion of one of the
unprocessed ‘‘A-line’’ waveforms described above for
p05400 kPa. This corresponds to the pointy530 mm on the
cw transverse profile of Fig. 9, i.e., a reflection off one of the
unobstructed wires in the front row withz5D. Clearly, the
acoustic pulse is more than a single cycle in length, partly
due to its interaction with the object, but mainly due to the
limited bandwidth of the transducer~about 600 kHz!. The
top–bottom asymmetry of the distorted waveform is the
most obvious feature arising from the nonlinear propagation,
the ratio of the peak positive and negative voltages being
about 7:4. Also evident, however, is the steepening of the
wavefronts themselves, particularly around the center of the
pulse where the amplitude is greatest. The Fourier transform
of the V(t) curve of Fig. 11~a! is given in Fig. 11~b!. It is
clear from this diagram that the acoustic pulse is rich in
harmonic content up to at leastn58.

Filtered versions of the time waveform forn51 to 4
over the same range oft values are shown in Fig. 12~a! to
~d!, respectively. As expected, each waveform has suffered a
delay of approaching a microsecond compared to the raw
data, and the amplitude drops off rapidly with increasingn
~note the scale changes!. Of particular interest is the decrease
in length of the pulse envelope for the higher harmonics.
This is most likely due to the fact that the greatest harmonic
generation occurs where the fundamental pressure is highest.
Whereas the duration~FWHM! of the envelope forn51 is
about 1.6ms, it has dropped off to about 0.9ms by n54.
Thus the effective axial resolution of the pulse-echo arrange-
ment has been improved by almost a factor of 2 between
n51 and 4. This is in addition and separate to the improve-
ment in lateral resolution obtained from the expected reduc-
tion in beamwidth with increasing frequency.

In commercial medical scanning devices, B-mode im-
ages are constructed from the raw rf ‘‘A-lines’’ by first rec-
tifying the analogue voltage, then performing some kind of
envelope detection upon it, e.g., low-pass filtering. In our
system, we achieve a similar result by taking the absolute
values of all the sampled points within each waveform and
then averaging them in blocks of ten, so reducing the length
of each trace from 10 000 to a more manageable 1000. The
total length of the scan in they direction was 100 mm and
the spatial resolutionDy was 1 mm giving a B-mode grid of
10031000 points for each value ofn. The resulting B-mode
voltages,uVn(y,z)u, were displayed on a decibel scale, the
reference value for each harmonic being taken as the maxi-
mum over the 100 processed A-lines, and any values more
than 60 dB below this maximum being ignored.

The results of this procedure forn51 to 4 are given in
Fig. 13~a! to ~d!, respectively. Here, the transducer is off to
the left of each image atz5250 mm, and the PMMA lens is
between the transducer and the object atz50. The vertical
lines extending across the whole ‘‘width’’ of each B-scan at
z.250, 300, and 350 mm are due to multiple reflections
between the transducer and hydrophone, and thus decrease
exponentially in amplitude with increasingz. The positions

FIG. 10. ~a! Magnitude and~b! phase responses,An( f ) andun( f ), of the
four Chebyshev digital bandpass filters used to extract the first four harmon-
ics from the captured waveforms.

FIG. 11. Maximum signal reflected from one of the unobstructed front-row
wires with z5D5262 mm andp05400 kPa.~a! 4-ms portion of the raw
unfiltered A-line.~b! Frequency spectrum of the same portion of the A-line.

FIG. 12. Harmonic traces of the signal reflected from the unobstructed
front-row wire@i.e., filtered versions of Fig. 11~a!# for ~a! n51, ~b! n52, ~c!
n53, and~d! n54, wheren is the harmonic number.
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of the wires in the phantom are clearly distinguishable when
compared to the schematic of Fig. 1~b!, and in particular the
front row of wires may be seen nearz5D5262 mm. The
‘‘ghost’’ images of the wires that occur a distanceDz of 50
mm to the right of the ‘‘direct’’ images also arise from a
single extra reflection off the transducer, but this time after
the acoustic signal has been reflected off the object. The
bright feature around (y,z)5~75 mm, 365 mm! is a clamp
used to hold the phantom in place in the tank.

Ignoring the various unwanted reflections in Fig. 13~a!,
the most striking thing about the fundamental B-scan is the
presence of the distinct sidelobes adjacent to each of the
‘‘main’’ reflected lobes. Although the S/N ratio between the
‘‘light’’ and ‘‘dark’’ areas aroundz5D is at least 60 dB, the
difference between the mainlobe and the sidelobes is only
31.6 dB. This compares to a value forpd1 from the cw trans-
verse profiles of 26.5 dB~see Table IV!. Thus despite the
fact that the sidelobes on the pulse-echo B-mode image are
about 5 dB lower than they are on the cw profile, they still
cause a significant degradation of image quality in they
direction. Another interesting feature of the B-scan is the
gradual widening of the ‘‘real’’ reflections with increasing
distance from the final axial maximum atz5218 mm. This is

in accordance with the changes in width of the mainlobe of
the probe beam forn51 in Fig. 6.

The equivalent B-scan forn52 @Fig. 13~b!# shows sig-
nificant improvements on that for the fundamental, both in
terms of spatial resolution and background clutter reduction.
Indeed, the reflected beamwidthw2 in the focal plane has
decreased by an amount similar to that seen for the cw pro-
file of Fig. 9~b!, while the FWHM ‘‘duration’’ of each of the
reflected pulses has also become slightly less. On the nega-
tive side, the ‘‘tail’’ that appears behind each wire’s image in
the z direction still has a length roughly equal to that for
n51, and the relative levels of the ‘‘ghost’’ reflections are
somewhat higher. This last effect would not be a problem in
a real broadband system, however, since the separationz0 of
the transducer and hydrophone would probably be much less
than 50 mm, and possibly even be zero.

Considering next the third and fourth harmonics@Fig.
13~c! and ~d!, respectively#, the lateral beamwidthswn and
relative sidelobe levelspdn continue to decrease in a manner
similar to that seen in the pseudo cw measurements. Due to
the much diminished peak pressures, however, the random
background noise on the B-scans begins to rise well above
the260-dB cutoff level: forn53 and 4 the noise is about 50

FIG. 13. B-mode images of the wire phantom at the~a! first, ~b! second,~c! third, and~d! fourth harmonics. The source pressurep0 is 400 kPa and the
phantom is positioned so that the first row of wires lies atz5D5262 mm.
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and 40 dB beneath the maximum values, respectively. How-
ever, looking between the wires of the front row for example,
it is clear that the useful signal available to the imaging sys-
tem in this area is still greater than that forn51 since the
sidelobes have now fallen back into the noise. Although the
background S/N ratio forn51 is much better than that for
n>2, the presence of the large sidelobes serves to reduce the
useful dynamic range in the lateral direction by almost 30
dB. Also evident in the B-scans forn53 and 4 is the tighter
focusing of the higher harmonic beams compared to that of
the fundamental beam. This effect shows how the greatest
improvements in lateral beamwidth for the higher frequency
components are bound to be confined more closely to the
region around the focal plane of the probe beam.

In a practical imaging system the extra information re-
ceived from the higher harmonics could be either~i! ac-
cessed individually or~ii ! incorporated into a single com-
pound B-scan using colour to code the information. One of
the simplest and quickest ways of combining the data would
be to multiply the values ofuVn(y,z)u together forn51 to 4
and then to take the fourth root of the result, so forming a
geometrical average. This would have the advantage of
bringing some of the high-resolution information from the
higher frequency components into the output, while also
maintaining the good S/N ratio observed for the fundamen-
tal. In Fig. 14~a! this procedure is applied in 1-D to the
transverse profilespn(y) for p05400 kPa~Fig. 9!. Here, the
reflected beamwidthw̄ is 2.3 mm, and the useful signal level
p̄d is 41.6 dB, both of these values lying about midway
between the equivalent values forn52 andn53. Comparing
the combined and original profiles, however, it is clear that
the process of averaging has produced a definite improve-
ment in the smoothness of the peaks, as well as causing a
reduction in the fluctuations in the background signal. These
observations are confirmed in the averaged 2-D B-mode im-
age forp05400 kPa of Fig. 15~a!.

Another slightly more sophisticated method of bringing
together information from the four harmonics would be to
perform a weighted geometrical average on the data forn51
to 4. In this way it would be possible to place more emphasis
on the lower, more reliable values ofn, particularly when the
levels of the higher harmonics are very low. Presented in
Fig. 14~b! is the averaged transverse profile
p̄(y)5„p1

4(y)p2
3(y)p3

2(y)p4
1(y)…1/10 with w̄52.8 mm and

p̄d538.0 dB. The equivalent averaged B-scan is shown in
Fig. 15~b!. The values ofw̄ and p̄d are now similar to those
for n52 in the original profiles since the ‘‘center of gravity’’

of the average has been shifted toward the lower values ofn.
For this particular imaging arrangement there is very little to
choose between the averaged and unaveraged B-mode im-
ages, implying perhaps that it would be better to view the
higher harmonic B-scans alone. In cases where relatively
little nonlinear generation had occurred, however, it might
still be better to combine the images in some way.

IV. CONCLUSIONS

Four harmonic B-mode scans of a simple wire phantom
in water have been obtained with a broadband imaging ar-
rangement comprising a circular immersion transducer, a
membrane hydrophone, and a PMMA lens. The operating
frequency of the transducer was at the lower end of the range
of values currently used in clinical work, while the source
pressure and physical dimensions of the arrangement are
comparable with those found in many commercial diagnostic
medical ultrasound systems. As such the results of these ex-
periments are relevant to a range of imaging applications,
including medical B-mode scanning. Two main types of im-
provement were noted in going from the fundamental to the
higher harmonics:~i! the widthswn of the images of the
wires at the focus decreased according to the relationship

FIG. 14. Geometrical averages of the transverse profilespn(y) along the
first row of wires forn51 to 4 withz5D andp05400 kPa.~a! Unweighted
average:p̄5(p1p2p3p4)

1/4. ~b! Weighted average:p̄5(p1
4p2

3p3
2p4

1)1/10.

FIG. 15. Geometrical averages of the B-mode images forn51 to 4 with
p05400 kPa. ~a! Unweighted average:uV̄u5(uV1iV2iV3iV4u)1/4. ~b!
Weighted average:uV̄u5(uV1u4uV2u3uV3u2uV4u1)1/10.
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wn/w151/nm, where m.0.78; and ~ii ! the levels of the
‘‘sidelobes’’ on the reflected beams decreased asn went up
from 1 to 4,n being the harmonic number. In imaging ter-
minology, these two effects correspond to an enhancement of
the lateral resolution of the system and a reduction in the
signal-to-clutter ratio. A third but rather less obvious type of
improvement was due to the gradual decrease in length of
the reflected B-mode pulse echoes with increasingn. This
was equivalent to a modest enhancement of the axial resolu-
tion of the system.

The greatest improvement in image quality occurred in
going fromn51 ton52, particularly in terms of lateral reso-
lution. By widening the receive bandwidth of a medical im-
aging system to include information from a much wider
range of frequencies, therefore, it would be expected that
significantly more detail would be available to the operator
than was previously the case. Although widening the band-
width would cause the total amount of noise recorded by the
system to increase, the S/N ratio of the filtered fundamental
signal would be similar to that from a conventional narrow-
band system. Of course, the relative background noise level
for the second harmonic would be higher, but this effect
would be countered by the enhanced resolution and sidelobe
suppression at this frequency. Further improvements could
be achieved by going to the third and higher harmonics, but
they would not be as dramatic as those forn52. Information
from the recorded harmonics could be presented separately
as individual B-scans or combined in some way to produce a
single image. Taking a simple geometrical average of the
harmonic B-scans would be a convenient and effective
means of doing this.

The imaging work described here was limited to water
as the host medium, but it should in future be possible to
extend it to more realistic tissue-like media. Although the
attenuation of ultrasound is at least two orders of magnitude
greater in human tissue than in water at 1 MHz, it does
increase less rapidly with frequency in tissue. This means
that there should still be sufficient high-frequency content in
the reflected signal to form B-scans of at least the second
harmonic. Experiments are currently underway to confirm
this.22

The extraction of harmonic information could in the fu-
ture prove useful in a number of situations in diagnostic
medical ultrasound where the quality of the visual informa-
tion supplied to the clinician is of great concern. At the mo-
ment, medical ultrasound systems do not make significant
use of any harmonics generated, harnessing only a few of the
extra frequency components may allow both the resolution
and the clarity of the resulting images to be improved. It
should be reiterated that it is not advocated that drive levels
are increased to achieve this goal. The technique could also
find application in other fields of ultrasonic imaging, e.g.,
nondestructive testing and side-scan sonar, where significant
amounts of nonlinear distortion may also occur.

ACKNOWLEDGMENTS

The authors would like to thank Francis Duck of the
Royal United Hospital in Bath for the loan of the wire phan-
tom and for his help and encouragement during this work.

The research assistantship for B. Ward was provided by the
U.K. Engineering and Physical Sciences Research Council
~Grant No. GR/H36368!. Funding for the purchase of the
transducer and the large-area membrane hydrophone was
provided by the Royal Society~Grant No. RSRG 11546!.
The needle hydrophone was loaned by Precision Acoustics
Ltd. of Dorchester in the U.K.

1T. G. Muir and E. L. Carstensen, ‘‘Prediction of nonlinear acoustic effects
at biomedical frequencies and intensities,’’ Ultrasound Med. Biol.6, 345–
357 ~1980!.

2E. L. Carstensen, W. K. Law, N. D. McKay, and T. G. Muir, ‘‘Demon-
stration of nonlinear acoustical effects at biomedical frequencies and in-
tensities,’’ Ultrasound Med. Biol.6, 359–368~1980!.

3H. C. Starritt, M. A. Perkins, F. A. Duck, and V. F. Humphrey, ‘‘Evidence
for ultrasonic finite-amplitude distortion in muscle using medical equip-
ment,’’ J. Acoust. Soc. Am.77, 302–306~1985!.

4H. C. Starritt, F. A. Duck, A. J. Hawkins, and V. F. Humphrey, ‘‘The
development of harmonic distortion in pulsed finite-amplitude ultrasound
passing through liver,’’ Phys. Med. Biol.31, 1401–1409~1986!.

5R. Kompfner and R. A. Lemons, ‘‘Nonlinear acoustic microscopy,’’ Appl.
Phys. Lett.28, 295–297~1976!.

6D. Rugar, ‘‘Resolution beyond the diffraction limit in the acoustic micro-
scope: a nonlinear effect,’’ J. Acoust. Soc. Am.56, 1338–1346~1984!.

7L. Germain and J. D. N. Cheeke, ‘‘Generation and detection of high-order
harmonics in liquids using a scanning acoustic microscope,’’ J. Acoust.
Soc. Am.83, 942–949~1988!.

8K. Karaki, T. Saito, K. Matsumoto, and Y. Okuda, ‘‘Nonlinear resolution
improvement and second-harmonic generation of a pressurized superfluid
4He acoustic microscope,’’ Appl. Phys. Lett.59, 908–910~1991!.

9T. G. Muir, ‘‘Nonlinear effects in acoustic imaging,’’ Acoust. Imag.9,
93–109~1980!.

10L. Bjo”rno” and P. A. Lewin, ‘‘Nonlinear focusing effects in ultrasonic
imaging,’’ in 1982 Ultrasonics Symposium~IEEE, New York, 1982!, pp.
659–662.

11S. I. Aanonsen, T. Barkve, J. Naze Tjo”tta, and S. Tjo”tta, ‘‘Distortion and
harmonic generation in the nearfield of a finite amplitude sound beam,’’ J.
Acoust. Soc. Am.75, 749–768~1984!.

12M. F. Hamilton, J. Naze Tjo”tta, and S. Tjo”tta, ‘‘Nonlinear effects in the
farfield of a directive sound source,’’ J. Acoust. Soc. Am.78, 202–216
~1985!.

13A. C. Baker, K. Anastasiadis, and V. F. Humphrey, ‘‘The nonlinear pres-
sure field of a plane circular piston: theory and experiment,’’ J. Acoust.
Soc. Am.84, 1483–1487~1988!.

14J. A. TenCate, ‘‘An experimental investigation of the nonlinear pressure
field produced by a plane circular piston,’’ J. Acoust. Soc. Am.94, 1084–
1089 ~1993!.

15A. C. Baker, ‘‘Nonlinear pressure fields due to focused circular aper-
tures,’’ J. Acoust. Soc. Am.91, 713–717~1992!.

16A. C. Baker, ‘‘Prediction of non-linear propagation in water due to diag-
nostic medical ultrasound equipment,’’ Phys. Med. Biol.36, 1457–1464
~1991!.

17A. J. Watson, V. F. Humphrey, A. C. Baker, and F. A. Duck, ‘‘Nonlinear
propagation of focused ultrasound in tissue-like media,’’ inFrontiers of
Nonlinear Acoustics: 12th ISNA, edited by M. F. Hamilton and D. T.
Blackstock~Elsevier Science, London, 1990!, pp. 445–450.

18L. R. Gavrilov, V. N. Dmitriev, and L. V. Solontsova, ‘‘Use of focused
ultrasonic receivers for remote measurements in biological tissues,’’ J.
Acoust. Soc. Am.83, 1167–1179~1988!.

19V. M. Levin, O. I. Lobkis, and R. G. Maev, ‘‘Investigation of the spatial
structure of acoustic fields by a spherical focusing transducer,’’ Sov. Phys.
Acoust.36, 391–395~1991!.

20J. Wu and K. K. Shung, ‘‘Non-linear energy exchange among harmonic
modes and its applications to nonlinear imaging,’’ J. Acoust. Soc. Am.88,
2852–2858~1990!.

21L. E. Kinsler, A. R. Frey, A. B. Coppens, and J. V. Sanders,Fundamen-
tals of Acoustics~Wiley, New York, 1982!, 3rd ed., pp. 178–182.

22B. Ward, A. C. Baker, and V. F. Humphrey, ‘‘Non-linear propagation
applied to the improvement of lateral resolution in medical ultrasound
scanners,’’ inProceedings of the 1st World Congress on Ultrasonics~Ber-
lin, 1995!, pp. 965–968.

154 154J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Ward et al.: Nonlinear propagation in medical ultrasound



Porous road pavements: Acoustical characterization
and propagation effectsa)

M. C. Bérengier
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Measurements of the acoustical properties of some porous road pavements are presented here and
an acoustical method for monitoring the performance of these surfaces is presented. Porous road
pavements have been used previously because of their driving qualities and drainage capacities
during rainy days~i.e., the elimination of water splash and spray! but they have also been found to
reduce traffic noise substantially. Reductions in A-weighted sound levels of 3–5 dB, compared to
a dense pavement structure, have been measured. To study further their acoustical performance,
measurements over real road surfaces have been carried out and the results compared to theoretical
predictions based upon models describing the surface impedance and sound propagation. For the
impedance characterization, both a phenomenological and a microstructural model were used. Both
approaches introduce a viscous and a thermal dependence to account for the different phenomena
inside the porous structure. By incorporating these models into the theoretical propagation
predictions, it is possible to evaluate the impact of porous asphalt on highway noise levels. A
nondestructive testing technique has been designed for determiningin situ the noise reduction
performance of porous road pavements. ©1997 Acoustical Society of America.
@S0001-4966~97!01101-6#

PACS numbers: 43.28.Fp, 43.50.Gf@LCS#

INTRODUCTION

Porous road pavements, also called drainage asphalts or
previous macadams, are new road structures in which dis-
continuous granular formulation can produce an important
void content~porosity! inside the structure. As an example, it
is possible to obtain a porosity value of 20% or more using
0- to 10-mm aggregates and a 2- to 6-mm gap grading. Very
strong modified binders are used in order to ensure that the
aggregates stay together.1 When compared to the common
dense road pavements, these structures have a different
acoustical behavior due mainly to their porosity. To account
for the changes in noise level, two different mechanisms
have to be considered: the modification in the tire/road noise
generation2 and the absorption properties of the porous
structure.3 A new porous pavement can produce a 3- to 5-dB
reduction, or more, in A-weighted sound level with respect
to nonporous pavements.4

This paper is concerned with developing a technique for
measuring and for monitoring the acoustical performance of
porous asphalt pavements. In Sec. I, the theory for propaga-
tion above porous ground is summarized. In Sec. II, two
different approaches,5–8 phenomenological and microstruc-

tural, are investigated for the prediction of the characteristic
impedance of the porous structures, a quantity required by
the propagation model. Measurements of the acoustic propa-
gation above porous structures are compared with predic-
tions, in Sec. III. This work is a first step before making a
direct prediction of traffic noise using the new road coating.
Recent studies1 have shown a modification, due to a change
of the physical parameters of the porous pavements, in the
traffic noise level after a few years of use. A nondestructive
testing technique to monitor this deterioration, based on an
inverse fitting of transmission spectra values, is discussed in
Sec. III.

I. PROPAGATION ABOVE POROUS GROUND

The porous pavement will be treated as a finite layer of
extended reaction material. Figure 1 shows the assumed ge-
ometry for propagation from a point source. The quantities
r d and r r represent the source/receiver and image-source/
receiver distances, respectively, andc is the grazing angle.
Assuming an exp~2ivt! time dependence and assuming no
refractive profile, the approximate solution9,10 can be ex-
pressed as

p5
Ad

r d
exp~ ikdr d!1

QAr
r r

exp~ ikr r r !, ~1!

a!Some of the results presented in this paper have already been discussed at
the 125th ASA meeting in Ottawa, Canada@J. Acoust. Soc. Am.93, 2407
~A! ~1993!#.
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whereAd andAr correspond to the amplitudes of the direct
and reflected waves, respectively, andkd andkr are the cor-
responding wave numbers. Here, we are allowing for the
effects of turbulence soAd andAr are not necessarily equal
as they would be for a homogeneous atmosphere nor arekd
andkr equal. The functionQ is the spherical reflection co-
efficient of the ground,

Q5Rp1~12Rp!F~w!. ~2!

The termRp is the plane-wave reflection coefficient and the
term (12Rp)F(w) accounts for ground and surface wave
components, withF(w) given by

F~w!511 ip1/2w exp~2w2!erfc~2 iw !. ~3!

In Eq. ~3!, w is a ‘‘numerical distance’’ for the extended
reaction surface given by

w252ik0r rx
2@Z~12Rp!#

22, ~4!

with

x5@12~k0 /k!2 cos2 c#1/2, ~5!

whereZ is the normalized specific surface impedance,k is
the complex wave number of the porous pavement, and
k052p f /c, where f is the frequency andc is the homoge-
neous sound speed in air. Two solutions are possible in tak-
ing the complex root forw from Eq. ~4!. It is necessary11 to
selectw so that its complex argument is placed in the range
@2p/4, 3p/4#. In the case of a nonlocally reacting ground
such as porous asphalt, the plane-wave reflection coefficient
Rp is given by12

Rp5~Z sin c2x!/~Z sin c1x!. ~6!

For the typical pavement dealt with in this paper~pervi-
ous macadam!, the road coating can be considered as a po-
rous structure with a rigid skeleton and a moving fluid~air!
inside. For a layer having a thicknessl , the surface imped-
ance is given by

Z5Zc
ZT coth~2 ikl !1Zc
ZT1Zc coth~2 ikl !

, ~7!

whereZc is the characteristic impedance of the road structure
andZT is the bottom layer impedance. In most cases,ZT is
effectively infinite. With this condition,Z5Zc coth~2ikl !.

A. Homogeneous atmosphere

In the case of a homogeneous atmosphere for which
turbulence can be neglected, the direct and reflected wave

amplitudes are equal. That is,Ad5Ar5A0 , a constant in Eq.
~1!. Similarly, the wave numberskd andkr are both equal to
k0, for the homogeneous case.

B. Extension to inhomogeneous atmosphere

In a turbulent atmosphere, the amplitudesAd andAr and
wave numberskd andkr defined in Eq.~1! will fluctuate in
time. The fluctuating components of these quantities are de-
fined through

Ad5A0~11ad!, ~8!

Ar5A0~11ar !, ~9!

kdr d5k0r d1dd , ~10!

krr r5k0r r1d r . ~11!

The componentsad , ar , dd , anddr are each assumed to be
normally distributed with standard deviations^ad

2&1/2, ^ar
2&1/2,

sd and sr , respectively. The standard deviations can be
written13 as functions of a turbulence strength^m2& and a
scale of turbulenceL.

With the assumption that̂ad
2&5^ar

2&5^a2&, after some
algebra we obtain the following expression for the mean-
square pressure:10

^p2&5A1p1
21A2p2

2, ~12!

with

p1
25

1

r d
2 1

uQu2

r r
2 ~13!

and

p2
25

2uQu
r dr r

cos~f1w!e2sd
2
~12rd!, ~14!

wheref5k0(r r2r d), Q5uQueiw, ra andrd are the respec-
tive amplitude and phase covariances,A15A0(11^a2&) and
A25A0(11^a2&ra). Equations~12!–~14! hold for r d/r r'1
and when bothr d and r r are small enough that the standard
deviation of the phase fluctuation along each path is less than
about 90°, so that neither amplitude nor phase fluctuations
exhibit any limiting phenomena.

For typical atmospheric conditions~wind speed between
0 and 4–5 m/s!, ^m2& can take values between 231026 and
2031026 andL is of the order of 1 m. For a coherent atmo-
sphere,̂m2& would be identically zero.

II. ACOUSTICAL MODELS FOR POROUS PAVEMENT

In recents years, considerable progress has been made in
developing microstructural models to describe the propaga-
tion of acoustic waves through porous materials. These mod-
els include the cases of propagation through porous materials
with an elastic frame14 and porous materials with a rigid
frame.7,8 The acoustical properties of porous road surfaces is
best described by the model of Champoux and Stinson.8 This
is because the pore diameter varies greatly and it can be
shown that the viscous and thermal functions must be treated

FIG. 1. Sketch showing the geometric definitions for propagation in a ho-
mogeneous atmosphere.
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separately by two pore shape factors. However, the use of
this model requires the use of five independent parameters to
characterize the material.

Alternatively, the phenomenological approach considers
the porous medium to be globally a compressive fluid where
dissipations occur. The mathematical expressions are simple
enough that an analysis of the influence of the various physi-
cal parameters on the impedance value can be performed.
The approach introduces a viscous dissipation which is due
to the velocity gradient within the porous medium and a
thermal dissipation which is due to the thermal gradients
within the same medium. The thermal dissipation is particu-
larly important when the airflow resistance is small, i.e.,
when the structure is highly porous. Recently, an extended
phenomenological model has been implemented by Hamet
et al.6 The phenomenological model requires only three pa-
rameters to characterize the material.

In this section, both microstructural and phenomenologi-
cal models are summarized. In the following section, it will
be shown that in the case of porous pavement the phenom-
enological model is in close agreement with the microstruc-
tural model. Therefore although the microstructural model
provides a more complete physical description of porous
road pavement, the phenomenological model provides a sim-
pler description which is sufficient for the purpose here.

The acoustical behavior of a rigid-frame porous material
is completely characterized by specification of its character-
istic impedanceZc and its complex wave numberk. In de-
veloping theoretical models to predict these quantities, it is
convenient to treat viscous and thermal effects within the
pores separately; these effects are described by complex dy-
namic densityrg and bulk modulusKg functions, respec-
tively. We have, generally,

k5v@rg~v!/Kg~v!#1/2, ~15!

Zc5@rg~v!Kg~v!#1/2/V, ~16!

with V being the porosity of the material. The roots of Eqs.
~15! and~16! are chosen so that the real parts ofk andZc are
positive. In the following, we will be assuming an
exp~2ivt! time dependence so appropriate changes have
been made to the expressions taken from references which
assumed an exp~1ivt! dependence.

A. Phenomenological model

According to the phenomenological model,6 the dy-
namic density and bulk modulus functions are given by

rg~v!5r0q
2~11 i f m / f !, ~17!

Kg~v!5gP0@11~g21!/~12 i f / f u!#21, ~18!

where the functionsf m and f u describe the viscous and the
thermal dependencies, respectively. They are given by

f m5VRs /~2pr0q
2! ~19!

and

f u5Rs /~2pr0Npr!. ~20!

In the above equations,P0 is the ambient atmospheric pres-
sure,r0 is the density of air,g is the specific heat ratio,Npr is

the Prandtl number,Rs is the airflow resistivity of the porous
structure,V is the porosity of air-filled connected pores, and
q2 is the tortuosity15 ~also called the structural factor in Ref.
6!. These last three parameters can be independently deter-
mined, directly or indirectly, which makes this simple model
attractive. The expressions in Eqs.~17! and ~18! are similar
to those obtained in Wilson’s relaxation model.16

Introducing the functions

Fm511 i f m / f , ~21!

Fu511 i f u / f , ~22!

then, from Eqs.~15! and~16!, the complex wave number and
the characteristic impedance may be written as

k5k0qFm
1/2@g2~g21!/Fu#1/2, ~23!

Zc5~r0cq/V!Fm
1/2@g2~g21!/Fu#21/2. ~24!

B. Microstructural model

According to the microstructural approach developed by
Champoux and Stinson,8 the dynamic densityrg is

rg~v!5r0q
21 iRsVF~lr!/v, ~25!

with

F~lr!52
1

4

lrAiT~lrAi !
122T~lrAi !/~lrAi !

, ~26!

where

T~j!5J1~j!/J0~j! ~27!

is the ratio between Bessel functions of first and zero order.
The dimensionless parameterlr may be obtained using:

lr5sr@8q2r0v/~RsV!#1/2. ~28!

In Eq. ~28!, sr is an adjustable parameter which is connected,
for real granular structure with a complex geometry, to the
viscosity dependence inside the material.

The thermal dependence is accounted for by the bulk
modulus

Kg~v!5gP0@112~g21!T~Lk!/Lk#
21, ~29!

with

Lk5Npr
1/2lkAi ~30!

and

lk5sk@8q
2r0v/~RsV!#1/2. ~31!

The adjustable parametersk is the thermal pore shape factor.
Given the functionsrg andKg , the characteristic imped-

ance and the complex wave number are obtained according
to Eqs.~15! and~16!. We note that application of the micro-
structural model requires the knowledge of five parameters,
the porosityV, the airflow resistivityRs , the tortuosityq2,
and the viscous and thermal pore shape factors,sr and sk ,
respectively.
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C. Evaluation of impedance model parameters

In order to compare the two different approaches, the
physical parameters, (Rs ,V,q2) in the case of the phenom-
enological model and (Rs ,V,q2,sr ,sk) in the case of the
microstructural model, must be specified. Two of the com-
mon parameters~Rs and V! were measured directly on a
sample while the third~q2! was obtained indirectly from the
absorption measurements discussed below. The remaining
parameters (sr ,sk) were found not to affect the predictions
of the microstructural model too seriously so two sets of
values were simply assumed. Once specified, these param-
eters can be used to calculate the impedance and propagation
constant which are needed for calculations of sound-pressure
levels.

Core samples of diameter 10 cm and thicknessl54 cm
were extracted from actual pavement. One of these was used
for measurement of the different physical parameters. The
aggregates~i.e., the solid component of the sample! were
approximately 10 mm in size with gaps of the order of 2–3
mm.

The porosity of the sample was obtained using vertical
gamma ray dosimetry.17 The apparatus consists of a gamma
ray source and a detector mounted on the same vertical axis
and rigidly connected together. The sample is placed in be-
tween source and detector. Gamma rays are absorbed by the
solid component of the sample only so knowing the total
volume of the sample, the porosity due to the air-filled voids
can be obtained. It is noted that this measurement for poros-
ity includesthe voids that are obstructed and do not commu-
nicate with the exterior. In the case of large aggregates such
as porous pavement with aggregate sizes greater than 10
mm, the noncommunicating voids represent less than 5% of
the total volume. Therefore, the porosity obtained by this
method is expected to be nearly the same as the porosity
obtained by other techniques18 which do not include these
noncommunicating voids. For the sample under consider-
ation,V515% was obtained.

The airflow resistance is measured following the tech-
nique described in ISO 9053.19 The pressure difference
across a sample and the flow rate through the sample are
measured, with the ratio of these quantities giving the flow
resistanceR. For a sample cross-sectional areaS and thick-
nessl , the flow resistivity is

Rs5RS/ l . ~32!

For the sample under consideration,Rs55000 N s m24. Note
that typical nonporous asphalts would have much higher
flow resistivities.20

The absorption coefficient was obtained using two dif-
ferent approaches. For the first approach, the sample was
mounted in an impedance tube and the surface impedance
measured. The magnituder of the reflection coefficient was
calculated and used to obtain the absorption coefficient

a512r 2. ~33!

The results of this procedure are shown by the solid points in
Fig. 2. For the second approach, the absorption coefficient is
obtainedin situusing an impulse technique.21 The impulse of
an 8-mm pistol located 2 m above the surface was measured

under normal incidence with a microphone at 0.5 m. This
allowed the separation of direct and reflected pulse. The sig-
nals were filtered, Fourier transformed, and the ratio of the
two Fourier transforms taken to give the reflection coeffi-
cient. Since the technique only yields the amplitude of the
reflection coefficient at normal incidence accurately, the
phase component is not used. For the patch of porous pave-
ment considered, the measurement gave the dashed curve in
Fig. 2. The close agreement between the results obtained by
the tube technique and the free-field approach suggests rela-
tive homogeneity of the surface. This is not generally true in
the case of well-used surfaces. The homogeneity found here
is due to the virgin state of the surface.

Tortuosity can be measured directly.22 However, given
the large aggregate sizes of the current pavement, it would
not have been possible to cut a sufficiently small sample for
mounting in our apparatus. For this reason, the tortuosity was
obtained by a fit to the absorption curve. The phenomeno-
logical model was assumed and the complex wave number
and characteristic impedance calculated from Eqs.~23! and
~24!. Then with Eqs.~7!, ~6!, and~33!, the absorption coef-
ficient was calculated. The position of the resonant peak in
Fig. 2 is significantly influenced by the choice ofq2. The
solid curve shown in Fig. 2 is obtained from the phenomeno-
logical model using the best fit value ofq252.5.

D. Comparison of impedance models

The absorption coefficient has been calculated using the
two impedance models and shown with the experimental
data in Fig. 2. The solid curve shows the prediction using the
phenomenological model and the dot-dashed curve shows
the prediction using the microstructural model. Two addi-
tional parameters, the viscous and thermal pore shape fac-
tors, sr and sk , were required for application of the micro-
structural model. For this initial calculation,sr andsk have
been set equal to unity. A slightly better fit can be obtained

FIG. 2. Absorption coefficient results obtained by different approaches for a
10 cm diameter and 4-cm-thick porous pavement sample. The measured
physical parameters areRs55000 N s m24, V515%, q252.5, and
sp5sk51. The solid points are measured results obtained using a standing
wave tube, ---- measurement results using an impulse technique,21 — theo-
retical prediction using the phenomenological model,6 and –-– theoretical
prediction using the microstructural model.8

158 158J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Bérengier et al.: Characterization of porous pavements



by adjusting the viscous pore shape factor~optimum value of
sr51.14!. There is close agreement between the two models
and with the measured data.

The absorption coefficient does not provide a stringent
comparison of the theoretical models. The differences are
more apparent in Fig. 3 which shows calculated characteris-
tic impedance, propagation constant~i.e., ik! and surface im-
pedance functions. The results for the phenomenological and

microstructural models, shown by the solid and dashed
curves, respectively, are based on the same parameter values
used in Fig. 2.

In the case of simple pore geometries, with only gradual
changes in cross-sectional area and shape along the pore
axes, it is possible to obtain simple relationships betweensr

andsk . If the cross-sectional area varies but the shape of the
pores is constant then it may be shown that 9sr21/sk58s0 ,
wheres0 is the shape factor of each section composing the
porous material. In the case of circular pores,s051 so a
value of sk50.44 would correspond tosr51.14. For this
choice of shape factors, the microstructural model yields the
dot-dashed curves in Fig. 3. In the case of a constant cross
section with a modification of the shape along the pore axis,
sr andsk are related bysk51/sr . A viscous shape factor of
1.14 givessk50.88 and the microstructural model yields the
dotted curves in Fig. 3.

The results in Fig. 3 from the microstructural model for
these three sets of shape factors are in close agreement with
each other and with the phenomenological model. This sug-
gests that the porous pavement sample can be described by
shape factors bounded between the two simple hypotheses
mentioned above. The relative independence of the acousti-
cal properties of porous pavement is maintained for values of
flow resistivity between 2000 and 30 000 N s m24. Since
unity shape factors yield equally good agreement with mea-
sured values, the simpler phenomenological model, which
uses only three parameters, is retained in the following sec-
tion to predict measured sound-pressure levels above porous
pavements outdoor.

III. ACOUSTIC PROPAGATION ABOVE A POROUS
STRUCTURE

To verify that sound fields measured above road sur-
faces outdoors can be predicted using the theoretical models
discussed in the previous section, sets of measurements were
made on three different sites. The sound-pressure levels were
obtained using the impulse method21 described earlier. The
experimental results are expressed in terms of level differ-
encesL(zR)2L~zref! between two different receiver loca-
tions. The geometry is displayed in Fig. 4.

The solid curve in Fig. 5 shows level differences mea-
sured on a test track located at the Laboratoire Central des
Ponts et Chausse´es ~LCPC!. The results were obtained at a
distance of 2 m from the source for the geometry described
in the figure caption. For this site, the measured flow resis-

FIG. 3. Theoretical predictions obtained by the different approaches show-
ing ~a! characteristic impedance,~b! propagation constant, and~c! surface
impedance. Values ofRs55000 N s m24, V515%, andq252.5 are used by
all curves. The different predictions are — phenomenological model; ----
microstructural model, withsp5sk51; •••• microstructural model, with
sp51.14 andsk50.88; and -•-•- microstructural model withsp51.14 and
sk50.44.

FIG. 4. Sketch showing the measurement setup above a porous pavement to
obtain the level differenceL(zR)2L~zref!. The horizontal separation be-
tween source and referencedSref was usually, but not always, the same as
that between source and receiverdSR.
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tivity was Rs515 000 N s m24 and the measured porosity
wasV515%. From the measured absorption coefficient on
the site, we obtainedq252. The thickness of the pavement is
l50.025 m. The level difference predicted from Eq.~12! is
shown by the dashed curve in Fig. 5. We note that level
difference measurements for short distances, as is the case
here, are essentially insensitive to atmospheric inhomogene-
ities. Therefore, the same result would be obtained using Eq.
~1! in the absence of atmospheric turbulence.

Figures 6 and 7 show results on a different site, RN6
Dardilly ~near Lyon, France!. The source–receiver distance
is 4 m. Source and receivers heights werezS50.6 m,zR50.6
m, andzref50.006 m for the measurements shown in Fig. 6
and zS50.025 m,zR50.6 m, andzref50.006 m, in Fig. 7.
The measured level differences are shown by the solid
curves. The predicted level difference, using the measured
parameters for this site ofRs52000 N s m24, V530%,
q253.3, andl50.04 m, is shown by the dashed curve in Fig.
6. For comparison, the level differences predicted for propa-
gation above a hard surface for this geometry is shown by
the dotted curve. Relatively good agreement is obtained be-
tween measurements and prediction. There is some mis-
match in the regions of maxima and minima for the data of
Fig. 7 which used a lower source height. The discrepancy in
the position of the extrema resembles the increase in sound-
pressure level observed in interference minima due to atmo-

spheric turbulence.13 However, repeating the calculation us-
ing Eq. ~12!, which would account for turbulent effects, also
gives the dashed curve. We can speculate that the discrepan-
cies could result from phase errors inherent in the experi-
mental impulse technique. The increase in the sound pressure
level observed in Fig. 7 around 1500 Hz is due to the pres-
ence of a surface wave. Such results have been discussed by
Stinsonet al.23

Finally, the solid curve in Fig. 8 shows measured results
on a third site, RN 76~near Bourges, France!. For this site
Rs515 000 N s m24, V515%,q253.3, andl50.04 m. The
second microphone in this case was located at a distance of
32 m and it was found necessary to account for atmospheric
turbulence. The dashed curve shows the level differences
predicted using Eq.~12! for values of^m2&51231026 and
L51 m.

The above figures show that predictions and measure-
ments are in good agreement for a variety of geometries. We
note that the difference between a porous and a hard surface
is important in the range of 800 Hz to 1 kHz where traffic
noise is the most energetic. For this reason, a measurable
reduction of traffic noise is observed above porous pave-
ment. The sensitivity to the surface properties can be used as
the basis for anin situ technique to monitor the evolution of
clogging of the porous pavement.

FIG. 5. Level differences versus frequency obtained above the porous as-
phalt LCPC test track. The geometrical parameters arezs50.6 m,zR50.6 m,
zref50.006 m, dSR5dSref52 m. The acoustic structural parameters are
Rs515 000 N s m24, V515%, q252, l50.025 m. Curves are:—the mea-
surement results using the impulse technique19 and ---- the predicted results
obtained with Eq.~1!.

FIG. 6. Level differences versus frequency obtained above a porous asphalt
at RN6 Dardilly, France. The geometrical parameters arezs50.6 m,zR50.6
m, zref50.006 m,dSR5dSref54 m. The acoustic structural parameters are
Rs52000 N s m24, V530%,q253.3, andl50.04 m. The curves are:—the
measurement results using the impulse technique,19 ---- the predicted results
obtained with Eq.~1!, and•••• the predicted results obtained with Eq.~1!
above a perfectly hard surface.

FIG. 7. Level differences versus frequency obtained above a porous asphalt
at RN6 Dardilly, France. The geometrical parameters arezs50.025 m,
zR50.6 m, zref50.006 m,dSR5dSref54 m. The acoustic structural param-
eters areRs52000 N s m24, V530%, q253.3, andl50.04 m. The curves
are: — the measurement results using the impulse technique,19 ---- the pre-
dicted results obtained with Eq.~1!, and•••• the predicted results obtained
with Eq. ~1! above a perfectly hard surface.

FIG. 8. Level differences versus frequency obtained above a porous asphalt
at RN76, France. The geometrical parameters arezs50.025 m,zR50.006 m,
zref50.003 m,dSR532 m, anddSref52 m. The acoustic structural parameters
areRs515 000 N s m24, V515%,q253.3, andl50.04 m. The curves are:
— the measurement results using the impulse technique,19 and ---- the pre-
dicted results obtained with Eq.~12! using ^m2&51231026 andL51 m.
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During their lifetime, porous structures do not keep their
acoustical characteristics. The variation in the acoustical
characteristics is due to the partial or total clogging of the
structure by various wastes. The clogging principally causes
the flow resistivity to increase and the porosity to decrease.
This phenomenon can be observed by following the evolu-
tion of level difference measurements above porous pave-
ment. In Fig. 9~a! and ~b!, the solid curves labeled ‘‘un-
clogged’’ reproduce the measured level difference spectra
shown previously in Figs. 6 and 7 for the RN6 Dardilly site.
Also shown are spectra measured for a totally clogged sur-
face found on the urban Boulevard de Doulon in Nantes,
France using the same measurement geometries. These
curves are shown in Fig. 9~a! and~b! labeled as ‘‘clogged.’’
These measured spectra are similar to those that would be
obtained for a hard surface, indicated by the dashed curves in
the figure.

IV. CONCLUSION

The microstructural properties of porous pavement
samples have been determined. The measured surface imped-
ance and absorption coefficient were compared with two
theoretical descriptions of porous materials, a phenomeno-
logical and a microstructural model. The microstructural
model was shown to provide a good physical description of
the acoustical properties of porous pavement. The descrip-
tion relies principally on the flow resistivity and the porosity
of the material and, to a lesser extent, on the tortuosity. Fur-
ther, the properties of the pavement are relatively insensitive
to pore shape factor. Therefore, a simpler phenomenological
model in terms of air flow resistivity, porosity, and tortuosity

was found to provide an adequate description of the surface
impedance of the pavement for the purpose of predicting
sound-pressure levels. Measured level difference spectra
were shown for different sites. Good agreement between
measured and predicted spectra was found for a variety of
geometries.

When the source and the reference microphone are both
close to the surface, measured level difference spectra pro-
vide a convenientin situ method to characterize the evolu-
tion of clogging in the pores of the pavement. Visual inspec-
tion alone is inadequate because the problems of clogging
often begin close to the bottom of the asphalt layer and
would not be immediately visible.
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la Sécurité et des Techniques Routie`res ~1991!.

2S. Meiarashi, F. Nakashiba, H. Niimi, M. Hasebe, and T. Nakatsuji,
‘‘Quantitative comparison between noise reduction factors of drainage
asphalt pavement,’’ Appl. Acoust.44, 165–179~1995!.
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The notion of Fresnel zones for modes is introduced which is analogous to the usual Fresnel zones
introduced for rays. It is shown that by using Fresnel zones for modes one can simplify the analysis
of mode scattering at large-scale inhomogeneities in multimode waveguides. The mode amplitude
variations due to scattering by an opaque screen and by refractive index inhomogeneities are
considered. In the latter case the formulas obtained in the scope of this approach are statistical
averaging suited and similar to those of geometrical optics and the Rytov method widely used to
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INTRODUCTION

High-frequency acoustic propagation in waveguides is
usually analyzed in terms of ray or normal mode representa-
tions. It is well known that there are aspects of mode theory
which have parallels in ray theory, and vice versa.1–10 The
utilization of such parallels grants additional physical insight
and therefore clarifies the mechanism of wave propagation.
Besides, a hybrid ray-mode description can be introduced5

which draws upon the advantages of each.
Despite the fact that most results on studying parallels

between rays and modes have been obtained for range-
independent waveguides or waveguides slowly varying with
range, ray-mode analogy goes beyond these simple models.
In particular, mode amplitude variations due to scattering by
medium inhomogeneities with scales considerably exceeding
the wavelength can be described using the relations similar
to the well-known formulas widely used for studying of ray
amplitude variations.11–13 Such relations were obtained for
mode scattering by an opaque screen,11,13by refractive index
inhomogeneities,12,14 and by a rough waveguide
boundary.15,16 It has been shown that to simplify analysis of
diffraction effects in the above problems, Fresnel zones for
modes can be introduced, which are analog of usual Fresnel
zones for rays.17 Fresnel zones for modes, like their ray pro-
totypes, are introduced in the scope of the Huyghens–
Fresnel–Kirchhoff approach: A cylindrical surface surround-
ing a point source is divided into zones~Fresnel zones for
modes! in such a way that each zone contains the virtual
~secondary! sources, contributions from which to the field of
the given mode add in phase. The influence of a large-scaled
inhomogeneity~e.g., an opaque screen! on the mode ampli-
tude depends on what zones and to what extent it blocks. The
mathematical formalism here is analogous to the standard
one used to analyze ray amplitude variations.

This paper is devoted to a discussion of the concept of
the Fresnel zones for modes. In Sec. I we present the neces-
sary propagation equation and the ray and mode representa-

tions of the field in a range-independent waveguide. In Sec.
II we present some results on studying the relationship be-
tween modes and rays in a range-independent waveguide
which is used in the following parts of the article. Here we
mainly follow Ref. 3. The introduction of the notion of the
Fresnel zones for modes and their use when analyzing mode
diffraction by an opaque screen is considered in Sec. III. In
Sec. IV we deal with applying the notion to problems of
wave scattering by large-scaled inhomogeneities of refractive
index. The results of a tank experiment carried out to test the
predictions made in the framework of the approach under
consideration as applied to the problem of sound scattering
by an opaque screen are described in Sec. V.

Despite the fact that the subject is treated here mainly in
terms of underwater acoustics, the obtained results are of a
more general nature and they can be used to analyze diffrac-
tion effects in multimode waveguides of different physical
origin.

I. THE RAY AND MODE REPRESENTATIONS IN A
RANGE-INDEPENDENT WAVEGUIDE

Let us consider a range-independent acoustic waveguide
with the sound speedc being the function of the downward
increasing vertical coordinatez only. The waveguide is a
horizontal water layer 0<z<zb with a pressure release upper
boundaryz50, lying over a half-spacez.zb . The refractive
index profile is defined by the relationn(z)5cmin/c(z),
wherecmin is the minimum sound speed inside the layer. We
seek time-harmonic solutions of the wave equation

]2p

]x2
1

]2p

]y2
1

]2p

]z2
1k2n2~z!p524pd~x!d~y!d~z2z0!

~1!

subject to excitation by a point source located at~0,0,z0!.
Here, k is the wave number in a reference medium with
n51. A time dependencee2 ivt is suppressed.
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We restrict ourselves to analysis of the constituent of the
total wave field that is formed by modes with horizontal
propagation numbers belonging to the discrete part of the
spectrum. In terms of the ray approach, it means that we
consider only the rays with the grazing angles at the water–
bottom interfacez5zb not exceeding the angle of the total
internal reflection.

A. Ray representation

Each ray trajectory is governed by Snell’s law
n(z)cos~u!5a, where u is the current grazing angle,
a5cosx, is the ray parameter, andx is the grazing angle at
the axis of the sound channel, i.e., at the horizon where
c(z)5cmin . Let zmin andzmax be the coordinates of the upper
and lower ray turning points, respectively. The part of the
ray trajectory connecting the upper turning point and the
point at the depthz has the length~in horizontal direction!2

D~z,a!5aE
zmin

z dz

An2~z!2a2
.

The ray cycle distance2

D~a!52aE
zmin

zmax dz

An2~z!2a2
1L~a!

includes a lateral shift on the lower boundary2,18

L52(1/k)(]fb/]a), wherefb is the phase of the reflection
coefficient at the interfacez5zb . If the lower turning point is
inside the water bulk, thenL50. The above designations are
illustrated in Fig. 1, where two ray trajectories that intercept
both boundaries are shown. The equation of the ray path
escaping the point source and having the ray parametera can
be written as

r5RN, j~z,a!5a jD~z0 ,a!1ND~a!1b jD~z,a!, ~2!

wherer5Ax21y2 ~x andy are the horizontal coordinates!,
N is the number of lower turning points, andaj andbj are
constants equal to11 or 21, depending on signs of the
launch and arrival angles. The rays are separated into four
groups distinguished by the indexj51,2,3,4, according to

whether the trajectory leaves the source in the upward or
downward direction and arrives at the point (r ,z) from
above or below.

In the scope of the ray representation the solution of the
Helmholtz equation~1! is equal to

p~r ,z!5(
j51

4

(
N

AN, je
iCN, jU

a5aN, j

, ~3!

with the ray amplitudes

AN, j5
a1/2eip/4

Ar u]RN, j /]au

1

A4 „n2~z0!2a2…„n2~z!2a2…
,

and phases

CN, j5k@a j J~z0 ,a!1NI~a!1b j J~z,a!1ar#

1N~fs1fb!1
a j1b j

2
fs2

p

4
sgnS ]RN, j

]a D , ~4!

where

J~z,a!5E
zmin

z
An2~z!2a2 dz,

I ~a!52E
zmin

zmaxAn2~z!2a2 dz,

the function sgn shows a sign of its argument, andfs andfb

are the reflection phase shifts at the upper and lower turning
points, respectively.

The parametersaN, j , corresponding to rays connecting
the source and the observation point (r ,z), satisfy the equa-
tion

]CN, j

]a
5k„r2RN, j~z,a!…50, ~5!

where the derivative with respect toa has been calculated
taking into account the relations

]J~z,a!

]a
52D~z,a!,

]I ~z,a!

]a
522aE

zmin

zmax dz

An2~z!2a2
.

So, the ray parameteraN, j is the function of both the param-
eters (N, j ) determining the ‘‘topology’’ of the ray trajectory
and the coordinates of the observation point (r ,z).

B. Mode representation

The normal mode solution to the given problem in the
far field is given by2,18

p~r ,z!5(
m
A 2p

kram
wm~z0!wm~z!eikamr1 ip/4, ~6!

wheream5km/k, km is the horizontal propagation number,
and the sum runs over the set of normal modes,wm(z).

In the WKB approximation the valuesam satisfy the
equation

FIG. 1. Ray trajectories with the turning points intercepting the upper and
lower boundaries.
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kI~am!52pm2fs2fb . ~7!

The functionwm(z) between the turning points can be ex-
pressed as2

wm~z!5wm
11wm

2 , ~8!

where

wm
6~z!5

1

A4 n2~z!2am
2
Aam

Dm
exp@6 i „kJ~z,am!

1fs~am!/2…#,

with Dm[D(am). The functionswm
1 andwm

2 present upgoing
and downgoing waves~the so-called Brillouin waves! form-
ing themth mode.

Within the context of the WKB approximation the mode
representation of the wave field~6! takes the form

p~r ,z!5(
j51

4

(
m

Bm, je
iFm, jU

a5am

, ~9!

where

Bm, j5A2pa

kr

1

D~a!

1

A4 „n2~z0!2a2…„n2~z!2a2…
,

Fm, j5k@a j J~z0 ,a!1b j J~z,a!1ar#1
a j1b j

2
fs1

p

4
.

Hereaj andbj are the same constants as those in Eq.~4!.

II. SOME RELATIONS BETWEEN RAYS AND MODES
IN A RANGE-INDEPENDENT WAVEGUIDE

The mode representation~9! can be converted into the
ray representation~3! and vice versa by the Poisson summa-
tion formula.2,5 Moreover, the Poisson summation formula
converts each part of one representation formed by terms
with the given indexj into the part of other representation
formed by terms with the same indexj . In both representa-
tions the terms with the given indexj describe waves with
the same pair of the launch and arrival angle signs.

However, there exists a much more detailed relationship
between rays and modes.3,5,6 Let us consider the wave field
in an arbitrary vertical plane containing the source. Themth
mode constructively interferes~adds in phase! with neigh-
boring modes, i.e., the modes with numbers close tom, along
the trajectories of two geometric rays leaving the source and
having the same ray parametersa5am . The launch angles of
these rays are equal in absolute value, opposite in sign, and
coincide with the grazing angles~at the horizonz5z0! of the
Brillouin waves forming themth mode. These rays, playing a
great role in what follows, we shall call the mode rays and
denote their trajectories asz5zm

6(r ), where the superscript
shows the sign of the launch angle. The same trajectories are
determined by Eq.~2! with a5am and appropriate param-
etersN and j . The parametersN and j are varying along the
trajectories.

Let us compare the phases of two terms in Eq.~9! hav-
ing the same indexj and corresponding to themth and the
~m1m!th modes. Following Ref. 3 and using the formulas

from the previous section, it can be shown that along the
trajectory of the mode ray the approximate relation

Fm1m, j2Fm, j522pNm1S 2p

Dm
D 2 1

2k

]RN, j~am!

]a
m2,

takes place forumu!m. While the last term in the above equa-
tion remains much less thanp, the phase difference is ap-
proximately equal to some multiple of 2p and the modes
interfere constructively. The value ofumu at which the last
term becomes equal top can be chosen as an estimation of
the number of modes constructively interfering with themth
mode along one of its mode rays. Denoting these estimations
asMm

6 ~they are functions of range and the superscripts in-
dicate the corresponding mode rays! we get

Mm
65A kDm

2

2pu]RN, j /]aua5am

5ADmU tan um
6

]zm
6/]mU, ~10!

where the derivatives]RN, j /]a are calculated for the corre-
sponding mode rays,]zm

6/]m5zm11
6 (r )2zm

6(r ), andum
6 are

the grazing angles of the mode rays. Equation~10! cannot be
used near caustics whereMm

6 goes to infinity. The latter
qualitatively reflects the fact that in terms of normal modes,
caustics are the places where many modes add in phase. Note
that far from caustics the derivativesu]RN, j /]au are almost
linearly increasing with distance. According to Eq.~10! it
means thatMm

6 are decreasing with distance, on the average
asr21/2, and at large enough ranges each mode ceases to add
in phase with neighboring modes.

As it has been shown in Ref. 3, the group of construc-
tively interfering modes form the contributions to the total
wave field from the individual rays. ForMm

6@1, the values
Mm

6 can be considered as the numbers of modes forming the
rays with the ray parameters equal toa5am at the ranger .
More rigorous and detailed analysis of these issues has been
done in Refs. 5–7. In what follows, we restrict ourselves to
analysis of the wave field at short enough distances where
the inequalityMm

6@1 remains valid.
A cruder, but simpler, estimation ofMm

6 can be obtained
by replacing the tangents of grazing angles and the deriva-
tives with respect to mode number in Eq.~10! by their values
averaged over the cycle of oscillation of the mode rays. Av-
eraging on the cycle we shall denote by the horizontal line
over the corresponding quantity. The averaged values ofMm

1

andMm
2 are approximately equal and the superscripts6 in

the following two formulas are omitted. Taking into account
the relation

utan umu5
2

Dm
E
zmin

zmaxU]zm]r Udr5 2~zmax2zmin!

Dm
,

obtained under assumption thatDm@L(am), we get

Mm5A2~zmax2zmin!

u]zm /]mu
. ~11!

Note that we employ the same designations for the coordi-
nates of the mode and ray turning points. It is seen that the
mth mode constructively interferes with the neighboring
modes while the vertical distance between the two neighbor-
ing mode rays with equal signs of the launch angles remains
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much less than the vertical distance between the mode turn-
ing points.

III. THE NOTION OF THE FRESNEL ZONES FOR
MODES

A. Fresnel zones on cylindrically symmetric surface

Let us consider a cylindrically symmetric surfacer5r s
surrounding the point source. The total field complex ampli-
tudep(r ,z) at r>r s are connected with the amplitude at the
cylindrical surface by the approximate relations

p~r ,z!5(
m

Umwm~z!eikam~r2r s!;

~12!

Um5E
0

zb
p~r s ,z!wm~z!dz.

In the expression forUm we have neglected the ‘‘tails’’ of
the normal modes exponentially decaying in the half-space
z.zb .

Dividing wm(z) into two terms according to Eq.~8! and
using the ray representation forp(r s ,z) @see Eq.~3!#, we get
the following expression for the mode amplitudesUm :

Um5(
N, j

~GN, j
1 1GN, j

2 !, ~13!

where

GN, j
6 5E dz AN, je

iFN, j
6

,

~14!
FN, j

6 5CN, j6@kJ~z,am!1fs/2#.

The amplitudes in the integrands in Eqs.~14! are slowly
varying functions ofz ~except the vicinities of caustics,
which we do not consider!, while their phases are rapidly
varying functions ofz. The main contributions to these inte-
grals are given from the neighborhood of stationary phase
points, where the derivative ofFN, j

6 with respect toz van-
ishes. Since the second term on the right-hand side of

dCN, j

dz
5

]CN, j

]z
1

]CN, j

]a U
a5aN, j

]aN, j
]z

according to~5! is identically zero, the expression for the
phase derivative can be written as

dFN, j
6

dz
52kb jAn2~z!2aN, j

2 6kAn2~z!2am
2 .

It vanishes atz5zm
6(r s), i.e., at the points where the trajec-

tories of the mode rays cross the surfacer5r s , since only at
these points the conditionaN, j5am is fulfilled. It means that
only two out of all the integrals in sum~13! have the station-
ary points between the integration limits. These two integrals
give the main contribution toUm . The phases of their inte-
grand we denote asFm

6, where the superscripts coincide with
the superscripts of the corresponding mode rays.

The second derivatives of the phasesFm
6 with respect to

z are equal to

d2Fm
6

dz2
U
z5z

m
6~r s!

5kb j

]aN, j
2 /]z

2An2~z!2am
2U

z5z
m
6~r s!

5
k

]RN, j /]aua5am
tan2 um

6 .

Approximating the phases in the neighborhood of the sta-
tionary points by parabolas, we get

Fm
65a j„kJ~z0 ,am!1fs/2…

1
k

2~]RN, j /]a!ua5am
tan2 um

6 „z2zm
6~r s!…

2

1gm
6

p

4
,

wheregm
6 show the signs of the derivatives]RN, j /]a calcu-

lated for the corresponding mode ray at the ranger s . Sub-
stitution of these expressions into Eqs.~12! and~14!, replac-
ing the preexponential factors in Eqs.~14! by their values at
the stationary pointszm

6(r s), gives the simplified expression
for the wave field atr>r s .

According to the Huyghens–Fresnel principle17 the field
at r>r s is a result of interference of waves generated by
secondary~virtual! sources on the surfacer5r s . The contri-
bution from the sources located in the rangez1<z<z2 ~the
differencez22z1 is assumed to be considerably greater than
the wavelength! are given by Eqs.~12!–~14! with the inte-
grals in Eqs.~14! running fromz1 to z2. So, the constituent
of the total field formed by the secondary sources located in
the above range can be approximately represented as

p~r ,z!5(
m
A 2p

kamr
@jm

1wm
1~z0!

1jm
2wm

2~z0!#wm~r !eikam~r2r s!1 ip/4, ~15!

where

jm
65

1

rm
6 E

z1

z2
dz expF igm

6S p„z2zm
6~r s!…

2

~rm
6!2

2
p

4 D G , ~16!

~rm
6!25lZ]RN, j

]a
Z
a5am

tan2 um
65DmU]zm6]m

tan um
6U. ~17!

This result shows that comparatively small intervals sur-
rounding the depthszm

6(r s) on the surfacer5r s can be in-
dicated, where the secondary sources are located which play
the main role in forming the field of anmth mode. In the
neighborhood of each of these two depths, it is worthwhile to
introduce a system of zones inside of which the phases of the
exponents in Eq.~16! differ by not more thanp. The bound-
aries of thenth zone~n51,2,...! are defined by the condition

n21<S z2zm
6~r s!

rm
6 D 2<n.

In analogy with the ray theory let us call these zones the
Fresnel zones of themth mode. The quantitiesrm

6 defined by
Eq. ~17! represent the radii of the first Fresnel zones. The
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zones are not circles, but it is convenient to use the term
‘‘radii’’ to describe their distances.

The notion of the Fresnel zones for modes cannot be
used at caustics~where the ray representation fails! and at the
mode ray turning points~where the WKB approximation to
the eigenfunction fails!. At these places the radii of the first
Fresnel zones formally vanish.

Clearly, all the reasoning offered above can only be ap-
plied to the case when the radii of the first Fresnel zones are
much less compared with the vertical distance between the
mode turning points.~By the way, the same can be said
about the usual Fresnel zones for rays.! Under that condition
the integration in Eq.~16! over the whole range 0<z<zb ,
i.e., summation over all the secondary sources, is practically
the same as integration in infinite terms. Then, as it must be,
Eq. ~15! reduces to Eq.~6!. The condition under consider-
ation implies the constructive interference of themth mode
with a large number of its ‘‘neighbors:’’Mm@1. It can be
easily shown by taking into account~10! and~11! and trans-
forming Eq.~17! to

rm.
Dmutan umu

Mm
.
2~zmax2zmin!

Mm
. ~18!

The above derivation of Eqs.~15!–~17! assumes that the
secondary sources are located far from waveguide bound-
aries. Nevertheless, a simple additional analysis shows that
the same relations remain valid for secondary sources located
at arbitrary small depth. In particular, the lower limit in Eq.
~16! can be equal to zero. This can be proved proceeding
from suggestions similar to those that are often used to in-
troduce the concept of image sources for accounting for in-
fluence of a pressure release boundary on sound
propagation.18

So, the basic role in forming the field of the given mode
is that of the secondary sources located in the neighborhood
of its mode rays. This fact allows simple physical interpre-
tation. According to the results discussed in Sec. II each
Brillouin wave adds in phase~constructively interferes! with
the Brillouin waves of neighboring modes only along the
trajectory of its mode ray. Because of this, in the mode ray
neighborhood, as distinct from the other waveguide portions,
the field structure and, hence, the secondary source distribu-
tion repeat the structure of the corresponding Brillouin wave.
In other words, secondary sources located in these places
match with the mode field efficiently exciting the mode. In-
asmuch as each mode is formed by two Brillouin waves, it
conforms to two mode rays and, hence, to two Fresnel zone
systems.

In the Kirchhoff approximation,17 Eq. ~16! formally de-
scribes the wave field behind an opaque screen with the slit
between the horizonsz1 andz2. In the same way diffraction
by the screen with a number of slits can be described: inte-
gration in Eq.~16! should be carried out over all the slits.
The notion of the Fresnel zones for modes can be used to
analyze diffraction by screen in the same way as the usual
Fresnel zones of rays are used for the similar purpose. On the
other hand, the situation with modes is a little bit more com-
plicated because there are two systems of Fresnel zones for
each mode and these systems may overlap. Nevertheless, us-

ing the Fresnel zones for modes it is easy to predict varia-
tions of the coefficientsjm

6 due to blocking the part of the
wave guide cross section. The mode amplitudes are defined
by a linear combination of these coefficients@see Eq.~15!#.

The analysis is especially simple when the vertical dis-
tance between the pointszm

1(r s) and zm
2(r s) considerably

exceeds the radii of the first Fresnel zones, i.e., the two
Fresnel zones systems do not overlap. For example, the
screen blocking the whole wave guide cross section, except
two slits coinciding with the first Fresnel zones of the given
mode, ‘‘passes’’ the mode only slightly distorting its ampli-
tude. The screen blocking only the odd~or only the even!
Fresnel zones of the given mode ‘‘amplifies’’ the mode am-
plitude. The similar effects for rays are well known.17 It is
not difficult to give an example of a pure ‘‘mode’’ effect
which does not have a ‘‘ray’’ analog. Let us consider a case
when the point source depth,z0, coincides with the zero of
an eigenfunctionwm(z). Then themth mode is not excited
by the source: despite each of the coefficientsjm

6 in the ab-
sence of the screen being equal to 1, the combination
jm

1wm
1(z0)1jm

2wm
2(z0) defining the mode amplitude van-

ishes. Blocking one of the mode rays by a small opaque
screen and, thus, changing one of the coefficientsjm

6, one
can obtain the efficient excitation of this mode behind the
screen. All the effects enumerated above are different mani-
festations of energy redistribution between modes as a result
of scattering by screen.

B. Fresnel zones on plane

Let us consider the wave field on the planex5const.0
and expand its dependence on the transverse coordinatey
into plane waveseiqy. At large enough ranges from the
source the field in the areauyu!x is mainly formed by the
waves propagating at small, with respect to thex-axis,
angles, and Eq.~6! reduces to

p~x,y,z!5(
m

i

kam
E

2`

`

dq wm~z0!wm~z!

3expS iqy2 i
q2x

2kam
1 ikamxD .

This expression, like Eq.~6!, can be treated as the mode
representation of the wave field, considering the product
wm(z)e

iqy as the eigenfunction defined by the parameters
(q,m). The mode with the parameters (q,m) constructively
interferes with modes having close parameters along the tra-
jectories of geometric raysz5zm,q

6 (x) lying in the vertical
planey5ym,q(x), whereym,q(x)5(q/kam)x. The functions
zm,q

6 (x) coincide with the earlier defined functionszm
6(r )

with r replaced byx ~the subscriptq identifies the vertical
plane that the ray trajectories lie in!.

In the planex5xs we consider the secondary sources
located in the areaz1<z<z2 ; y1<y<y2 . Using arguments
similar to those used in the previous subsection, it can be
shown that the contribution from the chosen secondary
sources to the total wave field atx>xs is equal to
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1 wm
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1jm,q
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q2x
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1 ikamxD , ~19!

where
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6 5E
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z2E
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y2
dz dyDm,q

6 , ~20!

Dm,q
6 5
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rm,yrm,z
6 expH ipF „y2ym,q~xs!…

2

rm,y
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1gm,q
6

„z2zm,q
6 ~xs!…

2

~rm,z
6 !2 G2 i

p

4
~11gm,q

6 !J ,
rm,y5A2pxs

kam
, ~21!

rm,z is defined by Eq.~17! with r5xs , andgm,q is a com-
plete analog ofgm in Eq. ~16!. The quantitiesrm,y andrm,z in
analogy with the previous subsection we shall call the radii
of the first Fresnel zones of themth mode in horizontal and
vertical planes, respectively.

In the scope of the Kirchhoff approximation Eqs.~19!–
~21! describe the wave field behind the rectangular opening
in an opaque screen. The same relations can be used to de-
scribe diffraction on the opening of an arbitrary shape with
the diameter considerably exceeding the wavelength. Inte-
gration in Eq.~20! should be carried out over the opening.

IV. FRESNEL ZONES AND DIFFRACTION BY
INHOMOGENEITIES OF REFRACTIVE INDEX

The relations similar to those presented above can be
obtained for description of mode amplitude variations due to
the influence of large-scaled inhomogeneities of the refrac-
tive index. We shall define the latter by adding in Eq.~1! a
small perturbationdn(x,y,z) depending on all three coordi-
nates, to the unperturbed refractive indexn(z). In the case
when all characteristic scales of the functiondn are much
greater than the wavelength, the wave field description is
often performed in the scope of the ray theory.2,19Diffraction
effects can be taken into account in the scope of the Rytov
method generalizing the geometrical optics approximation.19

In Refs. 12 and 13 it has been shown that there exist analog
of these approaches to describe mode amplitude variations.
In particular, an approximate solution to the Helmholtz equa-
tion can be expressed by Eq.~19! with jm,q

6 equal to

jm,q
6 5exp~ iXm,q

6 !, ~22!

where

Xm,q
6 ~x!5

k

am
E
0

x

dx8E E dz dy

3dn~x8,y,z!Dm,q
6 ~x8,y,z!. ~23!

The set of Eqs.~19!, ~22!, and~23! is a complete analog for
modes of the formulas obtained in the framework of the Ry-
tov method for rays.

These relations show that despite the fact that every
mode spans the whole space between its turning points, the
most significant influence on its amplitude variations have
the inhomogeneities located in the vicinities of the mode
rays. So, each mode is most sensitive to the inhomogeneities
located in two volumes surrounding its mode rays. A visual

FIG. 2. Canonical sound-speed profile. The field is excited by a 100-Hz source. The areas of the waveguide covered by the first Fresnel zones strung on the
mode rays corresponding to the 52nd mode~dashed curves! outlined by the solid curves.
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representation of these volumes give two sets of the first
Fresnel zones strung on the mode rays. Figure 2 presents
examples of such volumes in the case when the field is ex-
cited by a 100-Hz source in the so-called canonical under-
water sound channel.19 The boundaries of the volumes cor-
responding to the 52nd mode are shown by the dashed
curves.

The Rytov method reduces to the geometrical optics ap-
proximation when the radii of the first Fresnel zones of rays
are small as compared with characteristic scales of inhomo-
geneities. Under the similar condition for the radii of the first
Fresnel zones of modes, the functionDm,q reduces to

Dm,q
6 ~x,y,z!5d„z2zm,q

6 ~x!…d„y2ym,q~x!…,

and Eq.~23! can be written as

Xm,q
6 5E

Gm,q
6
dsdn, ~24!

where the integrals run along the mode ray trajectoriesGm,q
6

andds is the arc length.
The above expression and Eqs.~19! and ~22! put to-

gether yield an approximate solution to the Helmholtz equa-
tion that may be called the geometrical optics for modes.
Note that as in the framework of the usual geometrical
optics,19 the effect of refractive index inhomogeneities is al-
lowed for by introducing an additional phase increment
along the unperturbed geometric ray trajectories~this time
along the trajectories of the mode rays!.

The relations under consideration in this section are as
simple and statistical averaging suited as their ray proto-
types. Moreover, the statistical moments of mode complex
amplitudes are expressed through exactly the same statistical
characteristics of random phase increments along the ray tra-
jectories, as the statistical moments of the ray complex am-
plitudes. So, to analyze the mode amplitude fluctuations and,
hence, the total field fluctuations, one can use the formulas
that have already been derived in works on studying the
statistic of rays. For example, the expressions obtained in
Refs. 19 and 20 for the phase increment variance and the
phase-structure function combined with the relations pre-
sented above immediately yield the formulas to calculate the
mean mode complex amplitude and the mutual correlations
between the different mode complex amplitudes.14

The regions of validity of the approximate relations pre-
sented in this section in terms of frequency and range are
practically the same as the regions of validity of the geo-
metrical optics and the Rytov method. In the criteria given in
Ref. 19 one should simply substitute the parameters of the
mode rays for the parameters of the ray trajectories and re-
place the radii of the first Fresnel zones of rays with the radii
of the first Fresnel zones of modes.

There is an additional point that deserves to be stressed
when speaking about the validity region. Unlike their ray
prototype, the approach under consideration remains valid
not only at the regular waveguide points but on caustics as
well.

V. TANK EXPERIMENT

To demonstrate the use of the notion of the Fresnel
zones for modes when describing the diffraction effects, we
carried out a tank experiment on sound scattering by an
opaque screen in an acoustic waveguide. To analyze the
modal structure of the field, the sound pressure was regis-
tered with a point receiver uniformly moving along the
waveguide with a subsequent Fourier analysis of the re-
ceived signal. The idea was in selecting modes by their dif-
ferent Doppler frequency shifts caused by the receiver
motion.21

A. Experimental setup

The experiment has been carried out in a laboratory tank
of the dimensions 530.6530.55 m. The waveguide is a ho-
mogeneous water layer with a constant sound speed 1468
m/s and thicknessh530062 mm lying over the suspended
rubber bottom 4 cm thick. Our previous experiments per-
formed in the same tank22,23show that this waveguide can be
adequately described in the framework of the Pekeris model,
where the rubber bottom is replaced with an effective fluid
half-space with density 1.13 g/cm3, sound speed 1778 m/s
and attenuation of 2.8 dB/l.

The simplified system block diagram is shown in Fig. 3.
The generator (G) forms pulses at a carrier frequency
f 05140 kHz with durationt05300 ms and repetition fre-
quencyF563 Hz. A carrier phase at the beginning of each
pulse has had the same value. A ceramic piezoelectric trans-
ducer having the shape of rectangular parallelepiped has
been used as an emitter (S). An emitting side has the dimen-
sions: 2 mm in the vertical plane and 8 mm in the horizontal
plane. The effective horizontal beamwidth is about 8° that
diminishes the signal reflected from the lateral sides of the
tank. In the vertical plane the radiation pattern is practically
omni-directional. The pulse duration satisfies the condition
f 0t0@1, i.e., the radiation is quasi-monochromatic. The sig-
nal is registered by an omni-directional ceramic piezoelectric
receiver (R), that is fixed on a rod which can move uni-
formly along the tank (T) at a constant depth. After passing
through the amplifier~x! the signal goes to the input of the

FIG. 3. The experimental setup. See text for details.
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multiplier ~3!. At the output of the multiplier we have two
quadrature components of the received signal. After sam-
pling in the analog-to-digital converter~ADC!, the quadra-
ture components are stored on the hard disk of the personal
computer~PC! for further processing.

The waveguide height,h, i.e., the distance between the
upper boundary of the rubber bottom and the water surface,
can be measured to an accuracy ofDh52 mm. The error is
caused by the meniscus that appears after submerging the
ruler in the water. The amplitude of the rubber boundary
roughness does not exceeddhmax50.5 mm.

The emitter has been fixed at depthz05150 mm. The
receiver has been moving along the waveguide with the ve-
locity v51.80060.005 cm/s.

An opaque screen (Sc) made of rubber has blocked a
part of the waveguide. The sound field has been registered
behind the screen.

B. Spatial spectra of the wave field in a horizontal
waveguide section

The mode amplitude attenuation caused by absorption in
the bottom can be accounted for in Eq.~6! by adding the
small imaginary partsibm to the horizontal mode wave num-
berskam . Then the registered signal can be represented as

p̃~r ,z0 ,z,t !5
C

Ar (
m

Qm~z0 ,z!e2bmr cos~jm8 r2vt !,

~25!

whereQm(z0 ,z)5wm(z0)wm(z), v52p f , f is the carrier
frequency,t is the time, and the constantC depends on the
emitter power. The productQm(z0 ,z)e

2bmr gives themth
mode amplitude at the observation point (r ,z).

To obtain the complex demodulate of the received sig-
nal, we have multiplied the latter by sin(vt) and cos(vt)
and after low-pass filtering have the two quadrature compo-
nents. According to Eq.~25! they are equal to

pc~r ,z0 ,z!5
Cc

Ar (
m

Qm~z0 ,z!e2bmr cos~kamr !, ~26!

ps~r ,z0 ,z!5
Cs

Ar (
m

Qm~z0 ,z!e2bmr sin~kamr !, ~27!

whereCc andCs are the constants which can be varied by
changing amplification coefficients of the equipment. In the
experiment, by special choice of the amplification coeffi-
cients we have obtained equality of these constants.

The receiver has been moving with the constant velocity
v from the point (R0 ,z) in the direction away from the emit-
ter. The time dependence of the quadrature components are
given by Eqs.~26! and ~27! with r replaced byR01vt.

The quadrature components obtained in such a way give
the complex amplitude of the pressure field,p(r ,z0 ,z), along
the waveguide sectionz5const, wherez is the vertical coor-
dinate of the receiver. The spatial spectrum amplitude along
this section is given by

G~s,R0!5U1l ER0
R01 l

p~r ,z0 ,z!e2 is~r2R0! drU. ~28!

Here l is the distance passed by the receiver during the data
recording. This parameter defines the resolution in the spatial
frequency~s! domain. The spatial spectrum~28! shows the
horizontal wave numbers present in the data and with a suf-
ficient data window,l , it would resolve individual modes~a
more sophisticated procedure to study the mode structure of
the total field, based on the Hankel transform technique, has
been described in Ref. 24!.

Since the quantityr21/2e2bmr changes little at the inter-
val l , the above equation reduces to

G~s,R0!5UconstAR* (
m

Qme
2bmR*1 i jmR0

sin~s2kam!l /2

~s2kam!l /2 U ,
~29!

whereR* is the distance between the source and the middle
of the waveguide part passed by the receiver during the data
recording.

Under the condition21,25

l@
2p

minuk~am1
2am2

!u
, m1Þm2 , ~30!

themth mode is resolved in the spectrum~29!. In our experi-
ment this condition has not been fulfilled because of the
limitations imposed by an insufficient length of the tank.
Nevertheless, the spatial spectrum has allowed us to compare
the contributions to the total field from different small groups
of modes with neighboring numbers.

When calculating the spectrum~28! we have used an
algorithm of the fast Fourier transform and to diminish side-
lobes have applied the Blackman spectral window.

C. Results of tank experiment

Our analytical approach assumes smallness of the wave-
length as compared with the radii of the first Fresnel zones
and smallness of the latter as compared with the water layer
height,h. In the experiment the wavelength was equal to 10
mm, the radii of the first Fresnel zones were of order of 100
mm, andh was equal to 300 mm. When calculating the mode
parameter the algorithm proposed in Ref. 23 has been used.

The screen has been placed at a ranger s5400 mm from
the source. It has blocked two-thirds~i.e., 200 mm! of the
waveguide. Figure 4 shows the initial parts of trajectories of
the mode rays corresponding to all 32 propagating modes.
Note that all mode rays taking off downwards hit the screen.
Since the sizes of the first Fresnel zones of all the modes are
less than the screen vertical size, it means that the coeffi-
cientsjm

2 in Eq. ~15! for all modes should be much less than
unity. The coefficientsjm

1 are maximum for the modes with
numbers close to 15 and 26~the mode rays corresponding to
the 15th and 26th mode are shown by thicker solid lines than
the others!. The point is that the first Fresnel zones for the
15th and 26th modes~their radii are equal to 70 and 80 mm,
respectively! better than others fit the aperture of the slit
between the upper boundary of the screen and the water sur-
face. Therefore the screen does not significantly weaken the
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amplitudes of modes having the numbers close to 15 and 26.
The amplitudes of some such modes may even increase be-
hind the screen.

The results presented in Fig. 5 confirm this prediction.
Here the spectra of two horizontal sections of the pressure
field @see Eq.~29!# measured at the depthz530 mm along
the same interval 2900 mm in length with~solid curve! and
without ~dashed curve! the screen are shown. Unfortunately,
the length of the horizontal section,l52900 mm, used to
calculate the spatial spectrum has not been large enough~due
to limitations imposed by the size of the experimental tank!
to resolve individual modes. The value of each spectrum at
any spatial frequency is defined by contributions from a few
unresolved modes. We can clearly see two intervals of spa-
tial frequencies~shown by thick solid segments on the ab-
scissa axis! where the field constituents, on the average, are

less reduced in amplitude behind the screen than the con-
stituents at other frequencies. Since these intervals contain
the horizontal wave numbers of 15th and 26th modes~shown
by arrows!, we can conclude that the two groups of modes
with the numbers close to 15 and 26 are indeed less weak-
ened than other modes.

Being unable~due to the above-mentioned limitations!
to estimate how accurate our approach can predict the varia-
tion of the amplitude of an individual mode, we, neverthe-
less, can compare the measured spectrum of the horizontal
field section behind the screen and the transmission loss
along the same section with the theoretical predictions of the
same dependencies made using Eqs.~15!–~17!. Such com-
parisons have been carried out in Figs. 6 and 7. Note that a
discrepancy between the theoretical and experimental curves
in Fig. 6 at high spatial frequencies~near s560 mm21!,
apparently is caused by the fact that the WKB approximation

FIG. 4. The initial parts of the trajectories of the mode rays in the laboratory waveguide with the opaque screen. The mode rays corresponding to the 15th and
26th modes and taking-off upwards are shown by more thick curves than the others.

FIG. 5. Spatial spectra of the horizontal section of the waveguide without
~dashed curve! and with ~solid curve! the opaque screen. The arrows show
the horizontal wave numbers corresponding to the 15th and 26th modes.

FIG. 6. Measured~the same solid curve as the one presented in Fig. 5! and
predicted~dashed curve! spectra of the horizontal section of the wave field
behind the screen.
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used when deriving Eqs.~15!–~17!, poorly describes the
contributions from the low-order modes which form this part
of the spectrum.

Thus, there is a reasonable agreement between the
theory and the tank experiment. The discrepancies~mainly in
small-scale details of the theoretical and experimental
curves! are caused by~i! errors resulting from an approxi-
mate character of the theory and~ii ! incomplete adequacy of
the Pekeris model used in our calculations to the real wave-
guide where the tank experiment has been carried out. It
cannot be precluded that just the second factor prevails. Nu-
merous calculations of the sound field in the scope of the
Pekeris model~that we have performed using a mode code!
in the absence of the screen show that the small-scale details
of the wave picture are extremely sensitive even to small
variations of the parameters of the model. For example,
changes of the source depth by 1 mm or the sound speed in
the water layer by 1 m/s lead to considerable variations in the
spatial spectrum of the pressure field. Our estimations show
that the small random variations of the receiver velocity
~their amplitude has been pointed out above! also has af-
fected the results.

VI. CONCLUSIONS

The main results obtained in the framework of the ap-
proach under consideration in this paper are as follows. In
each cross section of a waveguide, for the given mode, the
two spots neighboring the mode rays can be pointed out
where the secondary sources playing the principal role in
forming the mode field are located. At short enough ranges
the vertical sizes of such areas are small as compared with
the distance between the mode turning points. When screens
or the other inhomogeneities are placed in these spots the
mode amplitude is changed more pronouncedly than in the
case when the same inhomogeneities are placed far from
them. In the aforementioned spots the given mode adds in
phase with the neighboring modes and therefore energy ex-
change with the latter is most efficient when scattering takes
place at large-scale inhomogeneities located there. To quan-
titatively describe the appropriate effects, notions of Fresnel
zones for modes are introduced.

Simple and statistical averaging suited formulas are de-
duced to calculate mode amplitude variations under scatter-
ing at large-scale inhomogeneities which are ‘‘mode ana-
logs’’ of well-known formulas entering the Rytov method
and the method of geometrical optics. For example, the mu-
tual correlation of different mode amplitudes is expressed
through almost the same relations as the mutual correlation
of ray amplitudes at different points.13,14

Equations~15!–~17! and~22!–~24! can be considered as
the mode representations of the sound field in the waveguide
with the large-scale inhomogeneities~an opaque screen and
the refractive index inhomogeneities, respectively!. The rela-
tions allowing for influence of the same inhomogeneities on
the ray amplitudes ~namely, the Huyghens–Fresnel–
Kirchhoff approach and the Rytov method! can be regarded
as the corresponding ray representations. These ray and
mode representations can be converted into each other, but
discussion of this subject is beyond the scope of the present
paper.

Experimental studies performed in the laboratory to test
the concept of the Fresnel zones for modes provide evidence
that the theoretical predictions made in the scope of the ap-
proach under consideration are in good agreement with the
experimental data.

In conclusion, note that the results analogous to the
aforementioned can be obtained when describing mode scat-
tering by surface inhomogeneities.15,16 This subject has not
been broached here. We are planning to consider it else-
where.
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In classical ray tracing, eigenrays between a source and receiver are determined by an initial value
or ‘‘shooting’’ approach. The launch angles of rays from a source point are varied until the rays
intersect the receiver endpoint. In nonseparable range-dependent environments, the ray paths can be
chaotic, putting a fundamental limit on tracing rays by shooting methods. In the present paper, an
alternative approach based on Fermat’s principle of minimum propagation time is discussed. Rather
than minimizing the travel time integral indirectly, by deriving the Euler–Lagrange equations for
the ray paths, so-called ‘‘direct methods’’ of minimization, taken from the calculus of variations, are
employed. Previous authors have demonstrated that simulated annealing, a direct method, can be
used to find eigenrays in a particularly chaotic ray tracing problem. In the present paper, two direct
methods are applied to the calculation of eigenrays in continuous media: the Rayleigh–Ritz
technique, a classical direct method, and simulated annealing, a Monte Carlo direct method. Direct
methods are compared to shooting techniques, and some of the advantages and drawbacks of both
methods are shown using both nonchaotic and chaotic examples. ©1997 Acoustical Society of
America.@S0001-4966~97!04312-9#
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INTRODUCTION

In classical ray tracing, eigenrays between a source and
receiver are determined by an initial value or ‘‘shooting’’
approach. The launch angles of rays from a source point are
varied until the rays intersect the receiver endpoint. In range-
dependent environments the ray paths can be chaotic.1,2 Un-
der chaotic conditions, the rays determined by shooting are
extremely sensitive to initial conditions and the number of
eigenrays connecting two points grows exponentially with
range.3,4 These two facts put fundamental limits on the accu-
racy and even the feasibility of using shooting to find eigen-
rays. An alternative approach has been suggested by the
original work of Collins and Kuperman5,6 and further exam-
ined by us in Ref. 7. In this alternative approach, the problem
of finding eigenrays is cast in terms of Fermat’s principle of
minimum propagation time. Rather than minimizing the
travel time integral indirectly by deriving the Euler–
Lagrange equations for the ray paths, we use so-calleddirect
methodsof the calculus of variations.8,9 Collins and Kuper-
man demonstrated that a direct method, simulated annealing,
could be used to find eigenrays in a particularly chaotic ray
tracing problem. Our work investigates the ideas of Collins
and Kuperman within the general framework of direct mini-
mization algorithms. Direct methods include classical tech-
niques such as the Rayleigh–Ritz method, and Monte Carlo
techniques such as simulated annealing10,11 and genetic
algorithms.12 In the present paper, we apply the Rayleigh–
Ritz method and simulated annealing to a variety of prob-
lems. We compare direct methods to shooting techniques,
and show some of the advantages and drawbacks of both
approaches in both nonchaotic and chaotic problems.

Direct methods have in common the following two
properties:~1! Direct methods attempt to minimize the travel

time integral directly, rather than by finding the minimizing
path by way of a set of derived differential equations. The
direct minimization is accomplished by reducing the inher-
ently infinite-dimensional optimization problem to a finite-
dimensional problem. The solution of this finite-dimensional
problem approximates the eigenray path, and the accuracy of
the approximation can be improved as desired.~2! Direct
methods require a trial solution to begin the optimization
procedure. In cases where multiple local minima~multi-
paths! exist, the minima can, in principle, be found by vary-
ing the trial solution.

In the present paper we limit our analysis primarily to
continuous media. With modifications, direct methods can be
applied to problems with discontinuities or singularities in
the properties of the medium or in the boundaries. A com-
panion paper13 deals with a subset of such problems that can
be analyzed in terms of discrete maps.

Theoretically, for continuous media, the integral and dif-
ferential formulations of Fermat’s principle are equivalent.8

In problems with discontinuities or singularities in the prop-
erties of the medium or in the boundaries, however, there
may exist ray paths that cannot be found by shooting. We
have used direct methods to find these rays. In the present
paper, we will give an example where there exist rays that do
not satisfy the Euler–Lagrange equations everywhere, and
that, in fact, are the envelopes of the rays that do satisfy these
equations. Other examples of arrivals that do not satisfy the
ray equations are the rays associated with ‘‘head waves.’’
More discussion of ray propagation in discontinuous media,
including head wave phenomena, is given in the companion
paper.13

In practice, the advantages of direct methods over shoot-
ing are that direct methods are insensitive to small perturba-
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tions in the endpoints and in the parameters of the interven-
ing environment, and that direct methods tend to produce the
earliest arrivals. However, in our experience, direct minimi-
zation methods can reproduce the full arrival structure only
with good trial solutions, presupposing knowledge of the ar-
rival structure.

In range-dependent environments where the Euler–
Lagrange equations for the rays cannot be solved by separa-
tion of variables, the equations may not be integrable and the
ray paths are generally chaotic.1,2 Henceforth, we refer to
such range-dependent environments asnonseparableenvi-
ronments. In nonseparable environments, chaotic ray paths
can exist even if the range dependence is weak. The calcu-
lation of chaotic ray paths using the shooting method is ex-
tremely sensitive to initial conditions. In addition, as men-
tioned above, the number of rays connecting two points
under chaotic conditions grows exponentially with range.
Consequently, with the shooting method in such environ-
ments, there is a fundamental limit on the accuracy of ray
tracing, even with perfect knowledge of environmental con-
ditions. In practice, in sufficiently benign chaotic environ-
ments, shooting methods, used with sufficient computer
word length and care, can be used to the find the entire
multipath structure between two points that are not spaced
too far apart.4 With a fixed word length and increasing range,
it generally becomes impossible to find even one eigenray
using the shooting method.

Recently, Collins and Kuperman5,6 demonstrated in a
numerical example that eigenrays can be found when ray
chaos exists if the problem is recast in terms of Fermat’s
principle of minimum propagation time. The problem then
becomes amenable to techniques of the theory of two-point
boundary-value problems and of optimization theory. Work-
ing with a particularly chaotic example problem, Collins and
Kuperman showed that shooting methods could not success-
fully find an eigenray between two points when specifying
initial conditions with the computer word length available to
them. A relaxation technique for the solution of two-point
boundary-value problems, the ‘‘bending’’ method,14 was
also investigated. The relaxation technique was shown not to
converge unless a very good trial solution was provided by a
direct optimization technique. It was only when the travel
time integral was minimized using a direct optimization
technique called simulated annealing10,11 that an eigenray
was produced for their example.

By investigating a number of test problems, we have
determined that direct methods, because of their insensitivity
to endpoint conditions, can be used to produce earliest arriv-
als under chaotic conditions.7 On the other hand, in chaotic
problems the number of rays connecting two points under
chaotic conditions grows exponentially with range.3,4 It thus
becomes difficult to reproduce the complex arrival structure
because the required trial solutions presuppose knowledge of
it.

In Sec. I, we discuss the various approaches to the cal-
culation of ray paths, particularly the approaches derived
from Fermat’s principle. We describe two direct methods,
Rayleigh–Ritz and simulated annealing. In Sec. II, we apply
direct methods to some nonchaotic problems in both continu-

ous media and to an example with a singularity. We show
the advantages and limitations of the direct approach. In Sec.
III, we briefly discuss the application of direct methods to
nonseparable environments, using the example problem of
Collins and Kuperman. Finally, in Sec. IV we draw some
conclusions regarding the use of direct methods in continu-
ous media. The application of direct methods to chaotic en-
vironments will be explored in more depth in the companion
to this paper,13 where propagation in environments with dis-
crete transitions is investigated.

I. FERMAT’S PRINCIPLE AND DIRECT OPTIMIZATION
METHODS

A. Approaches to the calculation of ray paths

In all of the variety of ways to derive the differential
equations for acoustic ray paths, there are two basic ap-
proaches. The first is via the wave equation. The derivations
using the wave equation apply the method of characteristics
to the eikonal~infinite frequency! solution of the wave equa-
tion. This technique yields differential equations for the
paths that are normal to the local wavefronts. The paths are
the rays. The second approach is through Fermat’s principle,
which states loosely that in optics, of all possible paths con-
necting two points, light takes the path requiring the least
time. At high frequencies, Fermat’s principle can be applied
to sound as well. The propagation time along an arbitrary
pathg is

T~g!5E
g

ds

c
, ~1!

wherec is the speed of sound ands is arc length. A more
precise statement of Fermat’s principle is thatT is stationary
with respect to path perturbations ifg is a ray path. The
differential equations for the ray paths are the Euler–
Lagrange equations derived from Eq.~1! using techniques of
the calculus of variations. A number of forms of these equa-
tions can be derived using various choices of path parametri-
zation. The various forms are related to each other and iden-
tical to those that can be derived from the wave equation.

In some literature,g is called anextremalof T if the
Euler–Lagrange equations are satisfied alongg. It is often
pointed out that this is a confusing terminology, sinceg be-
ing an extremal is not sufficient to prove thatT is a local
extremumon g with respect to nearby paths. In fact, there is
some confusion in the literature over whether Fermat’s prin-
ciple is to be interpreted as requiring~local! minimumtime
or stationary time for ray paths. We make the following
remarks:~1! The classical equations for rays derived as the
characteristics of the wave equation are equivalent to the
Euler–Lagrange equations as derived from the travel time
integral using Fermat’s principle.~2! The ray equations yield
extremals, paths of stationary travel time, which are not
guaranteed to locally extremize travel time.~3! The approach
we have explored, i.e., direct minimization, is designed to
find rays for which the travel time is a minimum, either local
or global. In our experience, we have always been able to
reproduce by direct methods rays that have been calculated
using methods based on the Euler–Lagrange equations. We
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do not explore here the nature of the extremal paths~i.e.,
local extremum, saddle curve! found by either set of meth-
ods.~4! In many physical problems, the intersection of these
two sets, extremizing and extremal ray paths, is large or ex-
haustive.~5! Under chaotic conditions, the size of the inter-
secting set is unclear and a matter for study.

Strategies for obtaining ray paths have generally cen-
tered on the ordinary differential equations described above.
The equations are usually solved using an initial value or
‘‘shooting’’ technique, even when eigenrays between two
boundary points are desired. In the shooting technique, a fan
of rays is propagated from a source point by varying the
launch angle of the rays. Those rays that intersect the re-
ceiver endpoint are eigenrays. The shooting method is com-
putationally fast and reliable for finding the spread of ray
paths from a source in a range-independent environment, and
can be efficient for finding eigenrays between two points
under nonchaotic conditions. However, the ray equations are
nonlinear, and in range-dependent environments they are
generally nonseparable. In such environments, shooting tech-
niques are prone to chaos. At shorter distances, it is possible
to calculate a complete set of eigenrays between two points
via the shooting method.4 However, for any fixed available
computer word length, the calculation of eigenrays in non-
separable environments becomes intractable at long ranges
due to the extreme sensitivity of chaotic ray paths to initial
conditions.

In Ref. 6, Collins and Kuperman explored solving the
eigenray problem as a two-point boundary-value problem.
When the eigenray problem is cast as a two-point boundary-
value problem, the Euler–Lagrange differential equations
can be solved numerically using methods such as relaxation
or collocation. In these boundary-value techniques, the dif-
ferential equations are replaced by linearized finite difference
equations over a grid of points. A trial solution is specified at
the grid points, and the values at these grid points are suc-
cessively adjusted until the solution agrees with the finite
difference equations and the boundary conditions. Collins
and Kuperman used a relaxation technique, the bending
method,14 in attempting to calculate eigenrays. They found
that although the technique is fast, it requires a very good
trial solution in nonseparable environments, and can fail to
converge. They were successful only when a direct optimi-
zation technique, the simulated annealing method discussed
below, was used to provide a good trial solution.

The eigenray problem can also be attacked, as suggested
by the work of Collins and Kuperman,6 by considering so-
calleddirect methodsfor minimizing the integral of Eq.~1!.
Direct methods attempt to find paths that minimize the inte-
gral of Eq. ~1! directly, rather than through the Euler–
Lagrange equations. Direct methods replace the infinite-
dimensional minimization problem with a finite-dimensional
one by restricting the class of functions under consideration
to a class that can be represented using a finite number of
adjustable parameters. A minimizing sequence of such rep-
resentations is then constructed whereby the number of ad-
justable parameters is increased and the infinite-dimensional
minimum is attained to the desired accuracy through a lim-
iting process.

B. Classical direct minimization: The Rayleigh–Ritz
method

In classical direct minimization, the idea is to reduce the
infinite-dimensional minimization problem from the calculus
of variations to a finite-dimensional problem whose solution
approximates that of the original problem. The finite-
dimensional problem is solved by techniques of finite-
dimensional calculus. The accuracy of the approximation can
be increased by considering a higher finite-dimensional pa-
rameter space. Below we discuss the Rayleigh–Ritz method.

In the travel time integral in Eq.~1!, we assume thatg
can be parametrized as a curve@r (s),z„r (s)…#, with r a
monotonically increasing function of arc lengths, and z a
continuous function ofr . Henceforth, we shall refer to the
continuous depth functionsz(r ) that satisfyz(r 0)5z0 and
z(r f)5zf as admissiblefunctions. Then Eq.~1! can be re-
written as

T@z#5E
r0

r f A11~dz/dr !2

c„r ,z~r !…
dr. ~2!

The problem is to minimizeT over all admissiblez(r ). In
the Rayleigh–Ritz method, we assume that we can rewrite
admissible functions in the form

z~r !5(
i51

`

aif i~r !, ~3!

where thefi form a complete set of basis functions.
The Rayleigh–Ritz method consists of first truncating

the series toN terms

ẑN~r !5(
i51

N

aif i~r !, ~4!

and then minimizingT[z] over the subset of admissible
functions defined by Eq.~4!:

TN5min
$ai %

T@ ẑN#. ~5!

The problem is now one of adjustingN constantsai , and
hence is finite dimensional. A necessary condition for the
travel timeTN to be a minimum is that the set of coefficients
$ai% be a solution of theN simultaneous nonlinear equations

]

]ai
T@ ẑN#50, i51,...,N. ~6!

It can be shown~see Ref. 8! that if thefi form a complete
basis set for the class of admissible functions, thenTN is a
decreasing function ofN and

lim
N→`

TN5Tmin , ~7!

whereTmin is the ~local! minimum travel time for any ray
path. The number of terms,N, necessary for an adequate
solution depends on the problem and the accuracy desired.

In a numerical implementation of the Rayleigh–Ritz
method, we would write the admissible functions in the form

ẑN~r !5mr1b1(
i51

N

aif i~r !. ~8!
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Herem is the slope andb thez-intercept of the line connect-
ing the endpoints of the eigenray, and thefi are from a set of
basis functions satisfyingf(r 0)5f(r f)50. Removing the
line from the series representation improves the convergence
properties of the series and converts the optimization prob-
lem to an unconstrained problem: the basis functions auto-
matically satisfy the boundary conditions.

Two basis sets suggest themselves. One is the so-called
‘‘hat functions,’’ defined as

f i~r !55
0, r 0<r<r i21

r2r i21

Dr
, r i21,r<r i

r i112r

Dr
, r i,r<r i11

0, r i11,r<r f ,

~9!

wherer 0 is the initial range,r f is the final range, andDr is
the spacing between grid points. Because the line connecting
the boundary points is removed from the basis function ex-
pansion, there is no need for a hat function at either bound-
ary grid point.

Another convenient basis set is given by the sinusoids:

f i5sinS 2p i

L
r D , ~10!

whereL52(r f2r 0).
The advantage of the hat functions is that the trial solu-

tion for the ray is easily specified at the grid points. The
disadvantages are:~1! the optimization converges slowly
with a poor trial solution;~2! a large number of grid points
must be specified in most problems, resulting in high dimen-
sionality and slow convergence.

The advantage of the sinusoidal basis is that a relatively
small number of basis functions will often reveal the struc-
ture of the eigenray, decreasing dimensionality and compu-
tation time. The main disadvantages are:~1! the correspon-
dence between the Fourier coefficients and the ray path
shape is not easy to visualize. Thus, construction of a trial
solution is difficult, since the trial ray path must be Fourier
decomposed to obtain the trial coefficients.~2! The calcula-
tion of the travel time requires more complex and time-
consuming numerical integration than for the hat functions.

There are some subtle and delicate mathematical ques-
tions left open by the above presentation. For example, there
may be noadmissibleray path for which the minimumTmin
is actually attained.~The limit of TN is guaranteed to achieve
Tmin , but the limiting ray path that attains this travel time
may be discontinuous.!

Some illustrative examples of the Rayleigh–Ritz method
will be given in Sec. II. The Rayleigh–Ritz method, although
appealing theoretically, is much slower and more difficult to
work with than the Monte Carlo technique described next.

C. Monte Carlo direct minimization: Simulated
annealing

A number of modern optimization techniques attempt to
mimic certain natural processes that optimize a state of na-

ture. In Ref. 6, Collins and Kuperman showed that one such
direct method, simulated annealing, can be used to find
eigenrays in a nonseparable environment. Simulated anneal-
ing is a Monte Carlo technique that is a numerical analogue
to the physical process of the slow cooling of materials.
When some materials are allowed to cool slowly, they settle
on the lowest attainable energy state because random mo-
lecular motion at intermediate temperatures always allows
the system to be able to jump out of local energy minima. In
numerical simulated annealing, the variables in the space
over which minimization is desired are varied randomly
from an initial state. The maximum size of the allowable
variations is an adjustable parameter. Variations that produce
a decrease in the system energy~here identified with travel
time! are allowed. On the other hand, those variations that
increase the system energy are also allowed, but with a prob-
ability given by an exponential distribution that has a ther-
modynamic analog. The probability depends on the energy
difference between the states and the current ‘‘temperature’’
of the system. System ‘‘temperature’’ is decreased at a rate
that can be adjusted as a parameter of the algorithm, and the
system is generally attracted to a globally minimum energy
state.

Collins and Kuperman used ‘‘quenched’’ annealing,
which speeds the minimization process, but allows the sys-
tem to settle into local minima. Quenching is useful if the
locations of the various local minima~in this case, acoustic
multipaths! are sought. Simulated annealing was used by
Collins and Kuperman to calculate eigenrays in a range-
dependent sound-speed profile~described in Sec. III below!
that produces particularly chaotic ray paths. In the work of
Collins and Kuperman with simulated annealing, the param-
eter space is a grid of ray depths at equally spaced ranges. In
order to calculate longer-range eigenrays using simulated an-
nealing with such a grid, the dimension of the parameter
space must be increased in proportion to the distance be-
tween the endpoints.

In the next section, we will discuss some of the practical
differences between the simulated annealing algorithm and
the Rayleigh–Ritz method, using nonchaotic examples.
There are other recently developed Monte Carlo direct meth-
ods, such as genetic algorithms,12 for the solution of minimi-
zation problems. There has also been significant recent re-
search on classical minimization methods.15 In the present
work we limit our analysis to simulated annealing and the
Rayleigh–Ritz method.

II. DIRECT OPTIMIZATION IN NONCHAOTIC
EXAMPLES

We now apply direct optimization techniques to a few
simple, nonchaotic example problems. First, consider a point
source located at the origin of a coordinate system in an
unbounded medium with a constant sound speedc0. If r and
z are the axes of the coordinate system andu is the angle
with respect to ther axis, the Euler–Lagrange equations are
simply

dz

dr
5tan u0 , ~11!
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du

dr
50. ~12!

Thus for each initial angleu0 the equations define a line
whose angle is the initial angle. A simple heuristic argument
shows that the travel time integral is minimized by such a
line as well. Suppose we desire to find an eigenray connect-
ing the origin to a point (r ,z). Looking at Eq.~1!, we see we
can factorc out of the integral, since it is a constant. Then,
since the shortest distance between two points is a straight
line, the travel time integral is minimized by the line con-
necting (r ,z) to the origin.

Next, we consider a more complex problem. In the fol-
lowing example we will illustrate some of the complications
that a singular or discontinuous medium can cause. We con-
sider a medium whose sound speed is given as

c5
ca

A12~12z/za!
2
. ~13!

The sound-speed profile forca51 andza51/2 is illustrated
in Fig. 1. Note that the medium is undefined outside
0,z,2za and is singular atz50 andz52za . The singular
sound-speed profile will trap all rays betweenz50 and
z52za . This duct is known as theharmonic oscillator
waveguide.16 The ray equations in Hamiltonian form are

du

dr
5

2p/za
~12u22p2!1/2

, ~14!

dp

dr
5

u/za
~12u22p2!1/2

, ~15!

whereu(r )512z/za andp is the conjugate variable to the
depthz.

For rays launched fromr5r 0, the solution of the above
second-order system can be found after some algebra. It con-
sists of a family of sinusoids

z~r !5zaF11sin u0 sinS r2r 0
za cosu0

D G , ~16!

parametrized byu0, the initial launch angle of the ray. A
sample of these rays is shown in Fig. 2.

The harmonic oscillator waveguide was specifically cho-
sen to demonstrate some of the properties of direct methods
and contrast them with properties of shooting methods. The
ray structure for a harmonic oscillator waveguide can be de-
scribed analytically, and the shooting technique can be used
to easily find eigenrays. Direct methods, on the other hand,
are very sensitive to the presence of the ‘‘fast’’ boundaries.
Suppose we are trying to find an eigenray between two
points on the axis of the sound channel, spaced some dis-
tance apart. Given an arbitrary trial solution, the direct meth-
ods will generally return an eigenray that abruptly~i.e., as a
step function inz! heads for one or the other of the bound-
aries~depending on the trial solution!, stays at the boundary
until the range of the far endpoint is reached, then heads
abruptly for the sound channel axis. Figure 3 shows the two
‘‘fast’’ eigenrays. These ‘‘rays’’ are not derivable from the
ray equations, and result from the singularities in the sound
speed at the boundaries of the waveguide. The rays, in fact,

FIG. 1. Sound-speed profilec(z) for the harmonic oscillator waveguide in
Eq. ~13!. Here the waveguide parameters areca51 andza51/2.

FIG. 2. A sample of rays in the harmonic oscillator waveguide. Hereca51,
za51/2 andu050°, 66°, 612°,618°,624°,630°,645°,665°.

FIG. 3. Two ‘‘fast’’ eigenrays in the harmonic oscillator waveguide con-
necting two points on the axis,z5za , of the sound channel. Together, the
two eigenrays form the envelope of the rays that can be found via the
shooting method, but the eigenrays cannot themselves be calculated by
shooting.
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form an envelopeof the rays produced by the Euler–
Lagrange equations. They are similar in nature to the rays
associated with the so-called ‘‘head waves’’ produced when
sound propagates over a fast bottom.17 The phenomenon of
head waves is discussed in the companion paper,13 in con-
nection with ray propagation in discontinuous media.

In our example, the ‘‘head wave’’ solution is obstinate.
It is the fastest ray between the endpoints. The other sinu-
soidal rays will not be produced unless fairly good trial so-
lutions are provided. Thus, unless something of the ray struc-
ture is knowna priori, only the fastest ray will be produced
by direct methods. Producing other rays can become a guess-
ing game.

We have applied direct methods to other somewhat
more realistic cup-shaped ducts, such as the canonical Munk
profile. In such cases, the fastest eigenray produced tends to
be the one that quickly heads for the faster sound speeds and
spends most of its trajectory there. Other rays are not as
difficult to produce as with the harmonic oscillator duct, but
the procedure for finding them tends to be trial and error
unless a good trial solution is available.

III. DIRECT OPTIMIZATION IN AN EXAMPLE WITH
CHAOS

In this section, we apply direct methods to the problem
of finding eigenrays in a nonseparable environment. In order
to apply direct methods to a simple example, and to have a
basis for comparison with previous results, we use the range-
dependent sound-speed profile investigated by Collins and
Kuperman in Ref. 6. The profile, which applies in an un-
bounded domain, is given by

c~r ,z!5c0~11a cosKrr cosKzz!, ~17!

where c051.5 km/s, a50.02, Kr52p/20 km21, and
Kz52p/0.5 km21. The profile consists of repeated ducts in
depth, modulated by a sinusoidal variation in range. Our nu-
merical calculations and those of Collins and Kuperman
demonstrate the existence and degree of ray chaos for the
profile in Eq.~17!.

A. Application of direct methods

In our example problem, we attempted to find eigenrays
in the sound-speed profile of Eq.~17! between the points
(r 0 ,z0) and (r f ,zf), where r 050 km, z050.2 km, r f5100
km, andzf50.2 km. Collins and Kuperman treated this ex-
ample in Ref. 6. With the computer word length available to
them, Collins and Kuperman demonstrated that shooting
methods could not successfully find an eigenray between
these two points. However, using simulated annealing, they
found an eigenray. The best solution they could achieve by
shooting, obtained by using a launch angle of
215.167 954 676°, captured only the first part of the eigen-
ray they had calculated with simulated annealing. Here, we
first show our results using the Rayleigh–Ritz method, and
later discuss our results using simulated annealing.

The solid curve in Fig. 4 shows the eigenray found by
Collins and Kuperman using simulated annealing. We dupli-
cated their calculation, and also found this ray using the
Rayleigh–Ritz method. Also shown in Fig. 4 are a number of

rays calculated using the shooting method with launch angles
within 1025 deg of the above mentioned launch angle. The
figure illustrates the extreme sensitivity to initial conditions
exhibited by rays in nonseparable environments and the dif-
ficulty that may be encountered in computing eigenrays us-
ing the shooting method.

For the first demonstration of the Rayleigh–Ritz
method, we choose the basis functionsfi to be the ‘‘hat’’
functions defined earlier. Figure 5 shows the eigenray calcu-
lated using the Rayleigh–Ritz method with the hat function
basis over a grid of 51 points. We remark that despite the
rather crude approach of using hat functions over only 51
points, the Rayleigh–Ritz method produced a reasonable ap-
proximation of the solid eigenray in Fig. 4. With enough
points, the hat function duplicates the solution of Collins and
Kuperman. We make the following further observations
about the choice of hat functions:~1! Hat functions yield an
eigenray whose first derivative is discontinuous at every grid
point. ~2! The basis functions are local descriptions of the
rays. Consequently, to get the same resolution for a longer-
range ray, proportionately more grid points must be taken.
~3! There is no additional information about the ray to be had

FIG. 4. Solid curve: Eigenray for the Collins–Kuperman example problem
found using the Rayleigh–Ritz method with 51 sinusoidal basis functions.
Dashed curves: Five rays calculated using shooting with launch angles
within 1025 deg of215.167 954 676°. The dashed curves capture only the
first part of the solid eigenray and are the best match we could achieve using
shooting.

FIG. 5. Eigenray for the Collins–Kuperman example problem calculated
using the Rayleigh–Ritz method with 51 ‘‘hat’’ basis functions.
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from the coefficients of the representation. The coefficients
are simply the values of the ray depth at the grid points. The
observations made here are all in contrast to the properties of
the sine series representation, which we discuss next.

For the second demonstration of the Rayleigh–Ritz
method, we use sinusoidal basis functions given by

f i5sinS 2p i

L
r D , ~18!

whereL52(r f2r 0). Figures 6 and 7 show the eigenray for
the example as calculated using 31 and 91 coefficients, re-
spectively. We can make the following observations regard-
ing the use of sinusoidal basis functions:~1! The sinusoidal
basis functions yield a ray that has continuous derivatives of
all orders.~2! The sinusoidal basis functions are not local,
i.e., each is nonzero everywhere but at a finite number of
points. Therefore, global properties of the eigenray can begin
to emerge for very lowN. The lowest number of coefficients
to yield a good representation of the eigenray isN531, but
certain characteristics~such as the five hump structure and
the limitation of the ray in depth! start to appear with smaller
N. ~3! The coefficients of the sinusoidal representation com-
prise a spectrum of the spatial variation in the eigenray. Fig-
ure 8 graphs the coefficients of the eigenrays shown in Figs.
6 and 7. The information contained in these coefficients can

be helpful in generating trial solutions for finding longer-
range eigenrays, or for finding eigenrays in slightly perturbed
sound-speed profiles. In our example problem, for instance,
we have determined that an oscillatory structure similar to
that shown in Fig. 4 for the near-axis eigenray is maintained
by near-axis eigenrays whenr f is increased. The large com-
ponents of the spatial frequency of the near-axis eigenray
~see Fig. 8! at odd multiples of 1/20 km21 is also evident in
longer-range eigenrays. In other problems with less evident
symmetry, there are often oscillatory components to some of
the eigenrays. There are also often spatial frequencies that
predominate, and a ‘‘bandwidth’’ beyond which it is ineffi-
cient to calculate Fourier coefficients. Once the Fourier co-
efficients are established for a given problem, the informa-
tion can be useful in choosing coefficients for trial solutions
for longer-range rays or perturbed sound-speed profiles.

We have reproduced the eigenrays shown in this ex-
ample using simulated annealing as well. The main advan-
tages of simulated annealing over Rayleigh–Ritz are the sim-
plicity of implementation of the algorithm, and its speed.
Unlike Rayleigh–Ritz, no sophisticated numerical integra-
tion or gradient finding is required for simulated annealing.
Depending on the ranges involved, simulated annealing can
run one to several orders of magnitude faster than the
Rayleigh–Ritz method.

B. Some questions concerning direct methods and
shooting in nonseparable environments

For ray tracing in chaos-producing environments, the
following questions have been explored:~1! What is the re-
lationship between the chaotic rays produced by shooting
and the eigenrays found by direct methods?~2! How do
these methods compare in practice?~3! Do both of these
methods yield ‘‘true’’ rays in nonseparable environments?
Below, we discuss these questions in more detail.

To partly answer the first question, we note first that
theoretically, in continuous media, the integral and differen-
tial formulations of Fermat’s principle are equivalent. In
practice, in every problem in continuous media that we in-

FIG. 6. Eigenray for the Collins–Kuperman example problem calculated
using Rayleigh–Ritz method with 31 sinusoidal basis functions.

FIG. 7. Eigenray for the Collins–Kuperman example problem calculated
using Rayleigh–Ritz method with 91 sinusoidal basis functions.

FIG. 8. Coefficients of sinusoids for an eigenray in the Collins–Kuperman
example problem withN531 ~‘ +’ ! andN591 ~‘•’ !.
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vestigated, every eigenray we could calculate using shooting
was reproducible by direct methods. On the other hand, in
problems with discontinuities or singularities in the proper-
ties of the medium or in the boundaries, the two formulations
may not be equivalent, as we have seen. It is often the case in
such problems that there exist rays that cannot be found by
shooting which have shorter travel times than rays that can
be found by shooting. In our experience, direct methods can
calculate these eigenrays. More example problems in discon-
tinuous media are given in the companion paper.13

In exploring the relationship between the two methods
in practice, we compared the travel times of rays produced
by shooting and those calculated by direct methods in the
nonseparable environment of our example. Due to chaos, it
can be difficult to calculate eigenrays between two
prespecifiedwidely spaced endpoints using the shooting
method. In fact, in using the boundary conditions of our
example above, we were unable to produce an eigenray by
shooting with the available word length on our computer.
Instead, we used the shooting method to propagate a ray to a
specified ranger f , without concern for its final depth. We
then used the final depth of this ray produced by shooting as
the final boundary condition in calculating an eigenray using
the Rayleigh–Ritz method. We first verified that the
Rayleigh–Ritz method could reproduce the eigenray found
by shooting. We then let the Rayleigh–Ritz method find an
eigenray using an arbitrary trial solution. Figure 9 gives an
example of a ray found by shooting, and an eigenray pro-
duced by the Rayleigh–Ritz algorithm using an arbitrary trial
solution, connecting the same two points. In our example
sound-speed profile, we invariably found that the eigenray
produced by the Rayleigh–Ritz method using an arbitrary
trial solution had an appreciably shorter travel time than the
ray produced by shooting. Thus, direct methods tended to
produce earliest arrivals. Furthermore, the eigenray produced
by the Rayleigh–Ritz method was generally much less er-
ratic than the ray found by shooting. Third, direct methods
were observed to be stable with respect to the boundary con-
ditions: small perturbations in the locations of the endpoints

did not lead to great changes in the shapes of the eigenrays
generated. On the other hand, direct methods were found to
be quite sensitive to the trial solution chosen. Unless the trial
solution was carefully chosen, the algorithm tended to con-
verge to the earliest arriving ray.

As with shooting methods, the number of eigenrays that
can theoretically be produced using direct methods grows
exponentially with range. In practice it may be difficult to
find eigenrays other than the fastest ones, due to the fact that
arbitrarily chosen trial solutions tend to converge to the glo-
bal minimum. On the other hand, for certain problems, find-
ing even one eigenray using direct methods can often be
helpful in finding more rays. An example of this can be seen
in Fig. 10. There are three distinct eigenrays that follow a
portion of the dashed path~A! for part of their journey be-
tween the endpoints, and the solid path for the remainder.
They all have travel times that are equal, within roundoff
error, to that of the solid ray. Each bifurcation is due to the
fact that the ray paths are very unstable while riding on the
parts parallel to the range axis. Excursions of the type shown
are possible in any combination for each of the humps in the
ray path, with immeasurably small differences in resultant
travel time. In fact, due to the symmetry of the example duct,
it is easy to construct a mesh of such rays, whose number
grows exponentially with range. The dotted paths~B! in Fig.
10 show schematically the beginnings of such a mesh. All of
the eigenrays in Fig. 10 have travel times that are equal,
within roundoff error, to that of the solid eigenray.

The third question above, whether direct methods and
shooting produce ‘‘true’’ rays when chaos is present, is the
most difficult to answer, and is an area of ongoing research.
To discuss shooting first, we note that the rays produced by
shooting satisfy the Euler–Lagrange differential equations at
each point to within the precision of the numerical method
used. Because of the mirroring of the Euler–Lagrange equa-
tions by shooting methods, the rays produced by shooting
methods in chaos-producing environments are extremely
sensitive to initial conditions. By extension, since each point
on a ray is an initial condition for subsequent points, shoot-

FIG. 9. Dashed curve: Ray for the Collins–Kuperman example calculated
using shooting starting atr 050.0 km, z050.2 km with a launch angle of
215.167 954 676°. Left endpoint isr f5100 km,zf520.1945 km. Travel
time is 67.1622 s. Solid curve: Eigenray between same endpoints found
using the Rayleigh–Ritz method with 51 sinusoidal basis functions. Travel
time is 65.9498 s.

FIG. 10. There are three distinct eigenrays that follow a portion of the
dashed path~A! for part of their journey between the endpoints, and the
solid path for the remainder. Extrapolating leads to a mesh with exponential
growth in the number of eigenrays with range. The dotted paths~B! show
the beginnings of such a mesh. All rays shown have the same travel time to
within roundoff error.
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ing methods are extremely sensitive to numerical errors.
Thus, even with perfectly given initial conditions, but with
finite available numerical precision, rays produced by shoot-
ing will quickly diverge from the ‘‘true’’ ray with the same
initial condition. The question then is whether and for how
long a perturbed ray is nearany ‘‘true’’ ray. This question
introduces the subject ofshadowing,18,19 which is a subject
of ongoing research and outside the scope of this paper. It is
conjectured that for many classes of chaotic systems, for
each numerically produced ray, there is a nearby initial con-
dition that produces a ‘‘true’’ ray that is close to~or ‘‘shad-
ows’’! the numerically calculated one. The shadowing con-
jecture has been proven for some restricted classes of chaotic
systems.

We now discuss the third question above in relation to
direct methods and show how our work with direct methods
lends credence to the shadowing conjecture in chaotic ray
tracing problems. We note that in practice, the ray paths
produced by direct methods do not, in general, satisfy the
Euler–Lagrange equations at each grid point. This is because
the numerical optimization procedure is truncated before the
limiting ray is actually achieved. On the other hand, when
we have measured the amount by which rays numerically
produced by direct methods fail to satisfy the Euler–
Lagrange equations, we have found that the disagreement is
small and can be made smaller by considering more coeffi-
cients or a more finely spaced grid. In addition, we have the
observation of Collins and Kuperman6 that simulated anneal-
ing can be used to facilitate the convergence of boundary-
value methods, which numerically satisfy the Euler–
Lagrange equations at the grid points. We also have our
observation that for a given pair of boundary values and a
given trial solution, direct methods tend to yield an approxi-
mate eigenray whose shape is relatively insensitive to small
perturbations in those boundary conditions. Taken together,
the above observations lend credence to the plausibility of
the shadowing conjecture to ray tracing: somewhere in the
neighborhood of the numerically calculated ray is a ‘‘true’’
ray.

Part of the key to understanding the success of direct
travel time minimization in producing eigenrays may lie in
the following observation: very little of the travel time of a
ray comes from any local contribution. Therefore, it seems
reasonable that a direct minimization method would be in-
sensitive to perturbations in the boundary conditions of an
eigenray. In fact, for grid-based direct methods~such as
simulated annealing or Rayleigh–Ritz using ‘‘hat’’ func-
tions!, small perturbations at any single grid point should
have little effect on the travel time. Only global perturba-
tions, such as those introduced by varying a single coeffi-
cient of a sine basis function for the Rayleigh–Ritz method,
should have a large effect on the travel time. For example,
the initial angle of an eigenray calculated using the
Rayleigh–Ritz method with sinusoidal basis functions varies
greatly with the number of coefficientsN. ForN.50 in our
example problem, the initial angle seemed to be approaching
215°, which is close to the launch angle for which the shoot-
ing method achieved the best match to the eigenray. How-
ever, the initial angle forN531 was27.29°, yet with 31

coefficients a good representation of the eigenray was ob-
tained. The solutions to the ray equations generated by the
shooting method vary tremendously for such a wide range of
launch angles. The wide variation of the solution with launch
angle is due to the fact that shooting methods mirror the
dynamical behavior of the Euler–Lagrange equations, which
are extremely sensitive to initial conditions in chaos-
producing environments. On the other hand, direct methods
were observed to be sensitive to the trial solution chosen, but
to be relatively insensitive to errors in launch angles, and in
the positions of the endpoints.

IV. SUMMARY AND CONCLUSIONS

We now summarize our experience using direct optimi-
zation methods in continuous media. First, given an arbitrary
trial solution, direct methods always yielded at least one
eigenray, even in chaos-producing conditions. Second, since
direct methods strive to minimize travel time across the en-
tire ray path at once, rays produced by direct methods were
generally the earliest arriving rays when compared to those
produced by shooting. Third, we have noted that direct meth-
ods are designed to find locally extremizing paths and, in
theory, could miss saddle curves. We have not here investi-
gated the nature of the extremal paths~i.e., local extremum
or saddle curve! found by either method. In practice, how-
ever, we were able to reproduce using direct methods every
ray we produced by shooting.

On the negative side, using known approaches for
choosing trial solutions, direct methods could not be used to
explore multipath structure when that structure was un-
known. With an arbitrary trial solution, direct methods
tended to converge to the fastest eigenrays. Reproducing
other eigenrays usually required very good trial solutions,
presupposing knowledge of the arrival structure. In fact,
even when chaos wasnot present, direct methods required
good trial solutions to find any but the earliest arrivals. When
chaos is present, the multipath structure consists of rays
whose number grows exponentially with range. Thus, it is
clear that even with direct methods, ray chaos imposes fun-
damental limitations on the usefulness of ray concepts.

Comparing the direct methods to shooting, we can say
the following: In practice, in sufficiently benign chaotic en-
vironments, shooting methods, used with sufficient computer
word length and care, can be used to the find the entire
multipath structure between two points that are not spaced
too far apart.4 The full multipath structure may include, for
some types of problems, some eigenrays that cannot be
found using shooting~e.g., the harmonic oscillator duct stud-
ied in this paper, and the head wave example developed in
the companion paper13!. Over longer ranges and with a fixed
word length, it can quickly become impossible to find even
one eigenray using shooting. In contrast, using direct meth-
ods, we were always able to find at least one eigenray, no
matter what the range. In situations such as the example of
Collins and Kuperman, where there is a good deal of struc-
ture or symmetry in the environment, direct methods were
useful in finding some of the multipath structure. In order to
fully exploit direct methods, however, it would be useful to
develop a systematic strategy for choosing trial solutions to
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map out an eigenray arrival structure in more general envi-
ronments. Whereas the space of all shooting angles is one
dimensional, the function space of possible paths when using
direct methods is infinite dimensional. Thus, whether it is
possible to develop a general strategy for generating good
trial solutions for all the paths which produce local minima
of the time delay integral is a question for further research.

In the companion to this paper,13 we study ray propaga-
tion problems in discontinuous media that are amenable to
analysis via discrete mappings. We examine some of the
questions raised in the present paper without introducing the
complicating and obscuring issues of sophisticated numerical
analysis and infinite dimensionality. We also further explore
a class of rays computable by direct methods that cannot be
computed via shooting techniques.
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Eigenrays between a source and receiver are classically determined by an initial value or
‘‘shooting’’ approach. In range-dependent environments the ray paths can be chaotic, putting a
fundamental limit on the accuracy of classical ray tracing methods. An alternative approach can be
based on Fermat’s principle of minimum propagation time. Using the so-called ‘‘direct methods’’
of the calculus of variations, the travel time integral can be minimized directly, rather than by means
of the Euler–Lagrange differential equations used in shooting. In the current paper, examples are
studied where the changes in a ray’s trajectory occur at discrete points. Discrete mappings,
analogous to the Euler–Lagrange equations used in shooting techniques in continuous problems, are
introduced. It is demonstrated that direct methods can be applied to the travel time summations in
discrete problems, just as they can be applied to the travel time integral in continuous problems. It
is shown that direct methods can be used to calculate certain arrivals~e.g., ‘‘head waves’’! that
cannot be produced by shooting. Using discrete examples, direct methods are compared to the more
conventional discrete mapping~shooting! approach, without the complications of numerical analysis
and infinite dimensionality found in continuous problems. Two examples are studied that are
associated with a standard discrete mapping known to be chaotic. Direct methods are used to find
eigenrays for these chaotic examples. The advantages and limitations of direct methods in discrete
problems with chaos are discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!04412-3#

PACS numbers: 43.30.Cq@MBP#

INTRODUCTION

Classically, eigenrays between a source and receiver are
determined by an initial value or ‘‘shooting’’ approach. The
launch angles of rays from a source point are varied until the
rays intersect the receiver endpoint. In the companion to this
paper,1 we investigated an alternative approach, suggested by
the original work of Collins and Kuperman,2,3 based on Fer-
mat’s principle of minimum propagation time. In the ap-
proach of Collins and Kuperman, the travel time integral is
minimized using so-called ‘‘direct methods’’ of the calculus
of variations,4,5 rather than by solving the Euler–Lagrange
differential equations. The Rayleigh–Ritz algorithm, a clas-
sical direct method, and simulated annealing,6,7 a Monte
Carlo approach, were considered. We applied these methods
to examples in continuous media. In particular, direct meth-
ods were applied to an example of Collins and Kuperman for
which the ray paths were known to be chaotic. In studying
the example, we found that direct methods could find eigen-
rays when none could be found via shooting with the word
length available to us to represent the initial conditions.
When the travel times of arbitrary rays calculated by shoot-
ing were compared with those of eigenrays with the same
endpoints found by direct methods, the rays found by direct
methods were the earliest arrivals. On the other hand, in
order to find rays other than the earliest arrivals using direct
methods, good trial solutions were required. Hence, a great
deal of prior knowledge about the arrival structure was

needed, since the number of rays connecting two points is
known to grow exponentially with range under chaotic
conditions.8,9

In the present paper, we turn our attention to problems
where the changes in a ray’s trajectory occur at discrete
points. A well-known example of such problems is that of
finding the eigenrays connecting two points that lie over a
planar interface separating two dissimilar fluids. If the lower
fluid is a ‘‘fast’’ bottom, there is an eigenray associated with
the so-called ‘‘head wave’’ that cannot be found by classical
shooting techniques. However, such a ray can be found by
directly minimizing the expression for the travel time of the
ray.

In discrete problems with multiple points of transition, it
is often possible to derive discrete mappings, which yield the
ray path information between the discrete points by simple
functional evaluation. Thus, there is no need for numerical
integration or ordinary differential equation~ODE! solving
algorithms as is the case with continuous problems. Discrete
mappings are the analogs to the Euler–Lagrange differential
equations used in the shooting methods for continuous prob-
lems. Another advantage of studying discrete problems is
that, for them, the problem of minimizing the travel time
summation is inherently finite dimensional. The discrete
mappings used in shooting can be derived using principles
from multivariate calculus. Alternatively, direct methods
such as simulated annealing can be applied directly to the
travel time summations.10 Because of their conceptual and
analytical simplicity, discrete problems can thus yield insight
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into some environments where ray chaos is an issue. In the
current paper, we study two examples that can be associated
with the Taylor–Chirikov mapping,11,12a standard analytical
problem known to be chaotic. We compare the shooting
technique to direct methods for the chaotic examples.

By studying problems with discrete transitions, we have
buttressed many of the observations and conclusions of our
first paper, without introducing the potentially complicating
and obscuring issues of numerical analysis and infinite di-
mensionality. Our experience has shown direct methods to
have the following properties:~1! Direct methods can easily
find certain eigenrays under chaotic conditions, whereas for
shooting methods with a fixed accuracy in the initial angle,
the ability to calculate eigenrays rapidly vanishes with range.
~2! Direct methods are useful for finding the earliest arrivals,
i.e., eigenrays with the global minimum travel time.~3! By
varying the trial solution, direct methods can produce a mul-
tiplicity of eigenrays. We have been able to use direct meth-
ods to reproduce eigenrays produced by shooting.~4! Unlike
shooting methods, direct methods are relatively insensitive to
boundary conditions.~5! On the other hand, direct methods
can show a high degree of sensitivity to the trial solution
used in the optimization procedure. Under chaotic condi-
tions, the number of eigenrays connecting two points in-
creases exponentially with range in nonseparable environ-
ments. Direct methods can, in principle, find these
exponentially many rays. However, unless the trial solution
is carefully chosen, the optimization method tends to find a
globally optimum solution~earliest arrival!. Therefore, direct
methods cannot, in practice, replicate a complex arrival
structure because the required trial solutions presuppose
knowledge of it.~6! Direct methods can be used to calculate
certain rays that cannot be found by shooting techniques.
These diffracted rays13 may actually violate the Euler–
Lagrange differential ray equations at particular points. Dif-
fracted rays can occur in environments with discontinuities
or singularities in the properties of the medium or in the
boundaries. In the companion paper,1 for instance, we gave
an example where direct methods were used to find an eigen-
ray that was the envelope of the refracted ray paths. In the
present paper, we show that direct methods can yield rays at
an interface between two media that are not products of the
law of reflection, and hence cannot be found by shooting
~e.g., see the ‘‘head wave’’ example below!. In the above-
mentioned examples, the rays nonetheless obey Fermat’s
principle and are physically real.

In Sec. I we introduce the type of problem for which
discrete mappings are useful, and we give a simple example.
In Sec. II we derive the travel time summations for two
somewhat more complex examples from acoustics and op-
tics. We also derive discrete mappings for these examples
from the travel time summations via Fermat’s principal. Both
of the examples exhibit chaotic ray propagation. In Sec. III
we apply both discrete mappings~shooting! and direct meth-
ods to the chaotic examples. In Sec. IV we discuss the details
of our findings and draw some conclusions regarding direct
methods.

I. PROPAGATION WITH DISCRETE TRANSITIONS

In many simple ray propagation problems, a significant
change in ray propagation occurs at discrete points in the ray
path. In such problems, the use of adiscrete mappingallows
one to progress from one point of change to the next by
simple functional evaluation. Discrete mappings can thus be
employed to simplify the analysis by avoiding the numerical
complications of solving a set of differential equations. On
the other hand, discrete mappings, like differential equations
for continuous systems, are subject to chaos in most range-
dependent environments.

In problems with discrete transitions, as in continuous
problems, we can also directly minimize the travel time sum-
mations. For example, techniques such as steepest descent
and simulated annealing are minimization methods that can
be employed.

A. A simple example

The type of problem shown in Fig. 1 is a simple
example13 of a problem with discrete transitions. In such
problems, the changes in a ray path~or in the type of path a
ray takes! occur at discrete points. The ray path between
these points is known from general principles, and only a
simple functional evaluation~in this case, the law of reflec-
tion! is necessary to determine the transition to the next path.

Consider a source A and receiver B located at heightsh1
andh2, respectively, above a planar interface separating two
dissimilar fluids, as shown in Fig. 1. Suppose further that the
speed of sound in the upper medium iscI and that in the
lower iscII wherecI,cII . In an initial value, or ‘‘shooting’’
approach to determining the ray paths connecting A and B,
we would immediately recognize the line-of-sight path. We
would also be able to determine a reflected path by drawing
a ray to the bottom, invoking the law of reflection and con-
tinuing the ray, and repeating this process until we had found
the ray connecting the two endpoints.

There is a third possibility for a ray path, which cannot
be found from classical ray theory. To find this ray, we em-

FIG. 1. A simple eigenray problem with discrete transitions: a source and
receiver over a ‘‘fast’’ bottom. The solid rays can be found both by shooting
and by directly minimizing travel time. The dashed ray, which is associated
with the ‘‘head wave’’ solution of the wave equation, can be found by
directly minimizing travel time, but not by shooting.
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ploy an approach that considers all combinations of allow-
able paths between the two endpoints, and selects those for
which the travel time is locally minimum. Any path in me-
dium I or medium II must travel in a straight line. Neglecting
for a moment the law of reflection, we can posit a hypotheti-
cal path that leaves the source at an angleu1, intersects the
bottom and proceeds in medium II along the interface be-
tween the two media, and emerges in medium I on a path
making an angleu2 with the bottom to intersect the receiver.
The travel time of such a path is given by

TAB5
h1

cI cosu1
1
r2h1 tan u12h2 tan u2

cII

1
h2

cI cosu2
, ~1!

where r is the horizontal distance between A and B. If we
requireTAB to be stationary with respect to variations inu1
andu2, we arrive at the conclusion thatu15u25sin21~cI/cII!.
Thus, the hypothetical ray enters and leaves medium II at the
so-calledcritical angle uc determined by the ratio of the
sound speeds of the two media. However, at the point where
it reenters medium I, this hypothetical ray violates the law of
reflection, as well as the Euler–Lagrange differential equa-
tions. However, that such a ray exists is confirmed by solu-
tion of the wave equation for this problem. The portion of
the ray from the bottom to the receiver, called adiffracted
ray,13 is not explicable by classical ray theory, and is asso-
ciated with thehead wavesolution of the wave equation. The
reader may verify that the direct and reflected ray paths also
minimize the travel time among all rays which connect A
and B with zero and one bottom reflection, respectively. In
the second case, the law of reflection isderived fromFer-
mat’s principle.

B. Derivation of discrete mappings

A slightly more complicated example can be given as
follows: Consider an isovelocity channel of depthH
bounded above and below by perfectly reflecting boundaries,
as shown in Fig. 2. Suppose there is a source at~0,0!. A ray
leaving this source with an initial angle with respect to the
vertical of f0 intersects the top boundaryz50 at
r 15H tanf0. Invoking the law of reflection, we see that
f15f0, and we can determine that the ray will intersect the
bottom again atr 25r 11H tanf1. In this way, we develop
an iterative discrete mapping for the coordinates (r i ,f i) of
the i th intersection of the ray with the boundaries. For this
simple example, the mapping is

f i115f i , ~2!

r i115r i1H tanf i , ~3!

with the initial condition~0,f0!.
In an eigenray problem, we would wish to find the initial

angles for which rays will intersect the bottom atr5r f . In
the shooting approach, we would employ the mapping above
and vary the initial anglef0 until we found r N115r f for
someN. @In this simple example, we note that the mapping
has a closed form solution: in practice we would only have to
find all solutionsf0 of tanf05~r f2r 0)/(N11)H.#

We can also derive the mapping for the above problem
from the travel time summation, without invoking the law of
reflection. In fact, the law of reflection becomes a conse-
quence of this derivation. We note that the length of the ray
segment between boundary bounces is given by

di
25H21~r i2r i21!

2, ~4!

and so the total travel time is

Ttot5 (
i51

N11
di
c0

5 (
i51

N11
H

c0
A11S r i2r i21

H D 2, ~5!

FIG. 2. Ray propagation in an isovelocity duct with perfectly reflecting boundaries.
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wherer N115r f . We can now derive equations that are the
necessary conditions for the travel time to be minimum. The
equations are analogous to the Euler–Lagrange differential
equations used for continuous problems, and are derived by
setting the gradient ofTtot with respect to the bounce ranges
r i to zero:

]Ttot
]r i

5
1

c0
F S r i2r i21

di
D2S r i112r i

di11
D G50,

i51,...,N11.

Noting that

sin f i5
r i112r i

di
,

we thus have that

sin f i5sin f i21

or

f i5f i21 , ~6!

which is the law of reflection. The other half of the mapping,

r i5r i211H tanf i21 ~7!

is obtained by inspection. With the replacement ofi with
i11 in Eqs. ~6! and ~7! we recover the mapping given by
Eqs. ~2! and ~3!. Hence, we see that the techniques of mul-
tivariate calculus can be applied to the travel time summation
to find a discrete mapping. The law of reflection is a conse-
quence of the mapping. The mapping can be used to find
eigenrays via the shooting method.

We can also find eigenrays for the above problem by
minimizing the travel time summation in Eq.~5! using direct
methods such as simulated annealing. For this simple ex-
ample, simulated annealing easily yields the same eigenrays
as shooting. In the next section, we derive travel time sum-
mations for two somewhat more complex problems from
acoustics and optics.

II. TWO EXAMPLES EXHIBITING CHAOS

A. Derivation of travel time summations and mappings

In most range-dependent environments, ray propagation
is subject to chaos. Such environments are called
nonseparable14,15 because the equations for the ray paths
cannot be solved by separation of variables. We now inves-
tigate two physical examples, which exhibit chaos: the first
acoustical, the second optical. The optical example, although
somewhat artificial, is easiest to visualize. These two ex-
amples both lead to the same discrete mapping, the so-called
Taylor–Chirikov, or ‘‘standard’’ mapping, but each example
yields its own insights. The Taylor–Chirikov mapping is a
standard analytical mapping, known to exhibit chaos, that
has been the subject of considerable study. See, for example,
Refs. 11 and 12 for readable theoretical discussions, and Ref.
8 for another example from acoustics.

Consider the duct shown in Fig. 3~a similar example
can be found in Ref. 16!. The top surface atz51H is flat
and a perfect acoustic reflector. The bottom surface at
z5zb(r ) is again perfectly reflecting, but varies sinusoidally
aboutz50 with amplitudeh and wavelengthl:

zb~r !52h cos~2pr /l!. ~8!

Thus, the height of the duct is given byH2zb(r ). We con-
sider high grazing angle rays. With source and receiver on
the bottom at rangesr 0 andr f5r N11, respectively, the travel
time takingN11 surface bounces is given by

Ttot5 (
i51

N11

Ti , ~9!

where

Ti5
1

c0
$di11d i11di21d i2%, ~10!

and where the componentsdi j anddi j are illustrated in Fig.
4. We have that

di15di25di5H secf i21

FIG. 3. An example of chaotic acoustic ray propagation: an isovelocity duct with perfectly reflecting boundaries. The upper boundary isz51H. The lower
boundary is given byzb(r )52h cos~2pr /l!.
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and

d i15zb~r i21!secf i21 , d i25zb~r i !secf i .

For fi!1, we have

di'HS 11
1

2
tan2 f i21D'HF11

1

2 S r i2r i21

2H D 2G ,
d i1'zb~r i21!,

and

d i2'zb~r i !.

Using the approximate expressions fordi1, di and di2, we
have

Ti'
2H

c0
F11

1

2 S r i2r i21

2H D 2G2
1

c0
„zb~r i21!1zb~r i !…

so that

Ttot' (
i51

N11 H 2Hc0 F11
1

2 S r i2r i21

2H D 2G2
2

c0
zb~r i !J

1
zb~r N11!2zb~r 0!

c0
. ~11!

We wish to minimizeTtot with respect to the bounce ranges
r i . To find a discrete mapping, as before, we set the gradient
of Ttot with respect to the bounce ranges to zero. Thus, the
necessary conditions for a~local! minimum become

]Ttot
]r i

50'
1

c0
F S r i2r i21

2H D2S r i112r i
2H D G

2
2

c0
zb8~r i !, i51,...,N11, ~12!

wherezb8 is the derivative ofzb with respect tor . Substitut-
ing the following identity

r i112r i
2H

'tanf i'f i ~13!

into Eq. ~12!, we have

f i'f i2122zb8~r i !. ~14!

Rearranging Eq.~13! and substituting Eq.~8! for zb , we have
a two-dimensional discrete mapping for generating a succes-
sion of points~r i ,f i! given an initial ranger 0 and launch
angle complementf0:

r i11'r i12Hf i , ~15!

f i11'f i2
4ph

l
sin~2pr i11 /l!. ~16!

The mapping is known as the Taylor–Chirikov, or ‘‘stan-
dard’’ mapping, or the ‘‘kicked undamped rotator’’
mapping,11,12 and it exhibits chaotic behavior. The mapping
can occur in the context of other examples from acoustics,
and its properties have been explored in considerable depth
in Ref. 8. Note also that in Eq.~14! the law of reflection is a
consequence of Fermat’s principle.

Before discussing shooting and direct methods in the
context of this example, we introduce another example, from
optics, that again yields the mapping in Eqs.~15! and ~16!
above. We consider a second example for the mapping be-
cause the acoustical example does not yield immediate in-
sight into the shapes of the ray paths. In the acoustical ex-
ample, the mapping is in range-angle space with unequal
bounce ranges, and consequently the ray path is difficult to
visualize. In the optical example, in contrast, the ray path is
in range-altitude space and can be immediately seen.

Consider a series of thin optical lenses, equally spaced
in ranger , and separated by spacingDx, as shown in Fig. 5.
Between the lenses, the speed of propagation is a constant,

FIG. 4. Illustrative description ofdi j anddi j . The quantitydi j measures the distance from the surface atz51H to z50 along the direction of the ray. The
distance from the bottomzb to z50 along the direction of the ray is given bydi j . Note thatdi j is positive forzb,0 and negative forzb.0.
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c0. The lenses are such that they can be described by an
associated travel time delayt, which varies with altitudez. If
t is chosen to be

t5e cos~2pz/lz!,

where e and lz are, respectively, the amplitude and wave-
length of the vertical variation, then, as shown below, we
obtain the Taylor–Chirikov mapping. We consider rays
propagating at low angles to the horizontal. Then the travel
time of a ray originating at altitudez0 and progressing to the
~N11!st lens is given by an expression very similar to Eq.
~11!:

Ttot' (
j51

N11
Dx

c0
H 11

1

2 S zj2zj21

Dx D 2J 1t~zj !, ~17!

wherezj is the altitude at which thej th lens intercepts a ray.
We have used the low angle or ‘‘parabolic’’ approximation
to simplify the expression. We identify the local slope of a
ray as

Sj5
zj112zj

Dx
5tan u j'u j , ~18!

whereuj is the propagation angle with respect to the hori-
zontal, as shown in Fig. 5. By setting the gradient ofTtot with
respect to the altitudeszj equal to zero and using Eq.~18!,
we can derive the following mapping, which is the Taylor–
Chirikov mapping:

zj11'zj1DxSj , ~19!

Sj11'Sj2
2pec0

lz
sin~2pzj11 /lz!. ~20!

The equivalence of the mapping in Eqs.~19! and~20! to that
in Eqs. ~15! and ~16! is easily seen. Equation~20! has the
same form as the law of reflection@Eq. ~16!# for the acous-
tical example, and can be looked on as a ‘‘law of transmis-
sion’’ for this optical example.

III. ITERATIVE MAPPINGS AND DIRECT
MINIMIZATION APPLIED TO CHAOTIC EXAMPLES

In media with discrete transitions, as in continuous me-
dia, we can produce eigenrays either by applying shooting
techniques or by using direct minimization methods. With
shooting, an eigenray is found first by choosing an initial
condition~e.g., altitude and launch angle in the chaotic opti-
cal example! and then using the iterative mappings derived
for the problem to propagate the ray. The initial conditions
are varied until an eigenray is obtained. In contrast, direct
methods are applied by numerically minimizing the travel
time summations. In either case, the calculations involved at
each grid point are simple functional evaluations. Thus, with
discrete transitions, the calculations are straightforward com-
pared to those with continuous media, where numerical ODE
solvers are required for shooting and numerical integrators
are required for direct methods.

If we examine the simple, nonchaotic example given for
the isovelocity channel~Sec. I B!, we see by inspection that
the mapping yields straight-line propagation in the direction
given by the initial launch angle. The ray follows the law of
reflection at the boundaries. It is not apparent by inspection,
but is true, that direct methods such as simulated annealing
will also yield straight-line propagation and obey the law of
reflection for this example. Thus, when there are no discon-
tinuities in the sound speed~such as would occur with a fast
bottom!, both shooting and direct methods yield the same
rays.

In the acoustical example in Sec. II that yielded chaotic
ray paths, we again specified that the bottom is a perfect
acoustical reflector. Thus, because there are no discontinui-
ties in the sound speed, such as would occur with a fast
bottom, we expect rays to obey the law of reflection at both
boundaries. Hence, under the conditions of straight-line
propagation and the law of reflection, there is no mechanism
for ‘‘head waves’’ and their associated rays. For our ex-

FIG. 5. An example of chaotic optical ray propagation: a series of lenses with associated propagation delays that vary withz. The space between the lenses
is isovelocity.
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amples, we would thus expect there to be a one-to-one cor-
respondence between rays that could be generated by shoot-
ing and those that could be found by direct methods.
However, due to the exponential proliferation of rays with
range, this is very difficult to verify exhaustively. Neverthe-
less, we can compare shooting and direct methods using ex-
amples. In our examination, we first rely on the optical ex-
ample because the graph of altitude,z, versus lens number,i ,
is identical to the ray path. We will return to the acoustical
example near the end of this section.

We have already noted that the mapping given by Eqs.
~19! and ~20! can be chaotic under certain conditions. An
example of this chaotic behavior is shown in Fig. 6. Here we
have e50.02, lz51, Dx51, and c051.5. Two rays were
launched with initial conditionsr 050 andu0515.0° ~solid
ray! andu0515.0°–1029° ~dashed ray!. The travel times for
these two rays are 336.98 and 337.21 units, respectively.
Both rays are very erratic and diverge from each other. Other
rays with nearly identical initial conditions could also be

plotted, and these would also be very erratic and divergent.
Figure 7 shows some results when a direct method,

simulated annealing, is applied to the problem investigated
by shooting in Fig. 6. In Fig. 7 we use the same physical
parameters, but treat the problem as a boundary value prob-
lem. The initial point isr 050, z050, and the final point was
chosen, for comparison to the solid ray in Fig. 6, to be
r f5500, zf53.8066, which is where the solid ray in Fig. 6
ended up. We note first that the ray calculated by shooting
~solid ray in Fig. 6! was reproduced using direct methods
~dotted eigenray in Fig. 7!. However, we note that for this
ray, the direct method is extremely sensitive to the trial so-
lution chosen: if we use the ray derived by the shooting
method as a trial solution to simulated annealing, or a trial
solution only slightly perturbed from this, we get back the
original ray. Otherwise, we get a different ray, usually one
with a shorter travel time. Figure 7 also shows two other
eigenrays produced by simulated annealing with the same
boundary conditions, but somewhat different trial solutions.
The dot–dash eigenray that looks somewhat like an ‘‘enve-
lope’’ of the ray derived by shooting was obtained by choos-
ing a boundary condition that was considerably perturbed
from the original ray. The travel time for the dot–dash ray
was 327.51 units. Finally, the ray path with the least varia-
tion ~solid eigenray in Fig. 7! had a travel time of 323.45
units. This was the ‘‘fastest’’ eigenray we were able to ob-
tain. Most randomly chosen trial solutions led to this eigen-
ray. Thus, without some prior knowledge of the arrival struc-
ture, it is difficult to find any but the fastest rays, unless, as
we show later, some symmetry in the problem can be ex-
ploited.

It is worthwhile to ask if the converse is true: can shoot-
ing methods reproduce the ‘‘fast’’ rays obtained by direct
methods? As we saw in the ‘‘fast bottom’’ example, if the
environment has discontinuities in the propagation speed, re-
producing the ‘‘fast’’ rays by shooting may be impossible. In
the chaotic examples given here, there is no discontinuity
that would cause head waves. However, due to the extreme
sensitivity of shooting to initial conditions, it is very difficult
to reproduce the ‘‘fast’’ rays via shooting. In the optical
example with a small number of lenses, we were able to use
shooting to reproduce the fast ray with some difficulty. How-
ever, the accuracy required to reproduce the ‘‘fast’’ ray grew
exponentially with the number of lenses, and after'50
lenses was impossible to achieve with the word length avail-
able to us to represent initial conditions.

Figure 7 also draws our attention to another feature of
direct methods. Although direct methods generally produce
only the ‘‘fastest’’ rays given an arbitrary trial solution, in
some cases direct methods can give some insight into the
arrival structure, and make clear how more eigenrays may be
constructed. The dot–dash eigenray that appears somewhat
like an ‘‘envelope’’ of the ray calculated by shooting is ac-
tually one of a family of such rays. Due to the symmetry and
structure of the problem, rays that travel along the levels
zn56n/2, n51,3,5,... contribute least to the travel time. The
fastest eigenrays between two points will tend to spend much
of their time near the levelszn . They do not actually ride
exactly on these levels since, due to the ‘‘law of transmis-

FIG. 6. Chaotic rays produced by the shooting method using the Taylor–
Chirikov mapping. The rays were launched with initial positionr 050, and
initial angleu0515.0° ~solid ray! andu0515.0°21029° ~dashed ray!.

FIG. 7. Eigenrays produced by simulated annealing for the example in Fig.
6. The dotted eigenray reproduces, using simulated annealing, the solid ray
in Fig. 6 that was calculated by shooting. A trial solution very close to the
solution was needed to produce the dotted eigenray. The travel time is
336.98 units. The dot–dash eigenray was produced using a trial solution
somewhat perturbed from the dotted eigenray. The travel time is 327.51
units. The solid eigenray is the ‘‘fast’’ eigenray. Most arbitrarily chosen trial
solutions led to the ‘‘fast’’ eigenray. The travel time is 323.45 units.
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sion’’ @Eq. ~20!#, once a ray is at one of the levelszn , it is
never reflected away. However, due to the instability in the
problem, the slightest departure from the paths that stay near
these levels will cause the ray to meander. Thus, between
any two points, there is a family of eigenrays that meander
about on a mesh consisting of the levelszn . The height of the
mesh increases with the distance between the endpoints, and
an exercise in counting shows that the number of possible
eigenrays in the family increases exponentially with range.
The set of eigenrays on the mesh of levelszn is only a small
subset of the total set of chaotic ray paths between the two
endpoints. In fact, in our experience, arbitrary rays calculated
using shooting spend theleastamount of their travel time at
the ‘‘fast’’ levels zn , since these rays are not calculated with
a goal of reducing travel time to a minimum. In problems
lacking the symmetry of the present example, direct methods
may not provide the same degree of insight into the arrival
structure.

Are the ‘‘fast’’ rays of any consequence? In some prob-
lems, ‘‘fast’’ rays are associated with head waves, and can-
not be reproduced using shooting methods. In ocean environ-
ments, head waves are usually weak arrivals. However,
‘‘fast’’ rays such as those associated with head waves are not
always weak arrivals, and in chaotic problems it can be im-
possible, with finite word length, to find the fastest arrivals
using shooting. Consider our acoustical example in Fig. 3.
Since we allowed no losses associated with boundary con-
tact, and no evanescent propagation, all loss was due to geo-
metrical spreading. Thus, for a given number of bounces, the
strongest rays connecting two points were the fastest rays.

Again returning to our chaotic acoustical example~Fig.
3!, we show another way of looking at the difference be-
tween arbitrary eigenrays calculated by shooting, and ‘‘fast’’
eigenrays found by direct methods. Figure 8 shows schemati-
cally two eigenrays. The shaded ray is an arbitrary eigenray
calculated by shooting. The ray meanders seemingly ran-
domly as it traverses the duct. The dark ray is the ‘‘fast’’
eigenraywith the same number of bounces as the shaded ray,
calculated by a direct method. Note that most of the bounces

are spent at the halfway point in the duct, bouncing from the
surface to near one of the peaks of the sinusoidal bottom.
Obviously, such bounces are the least time costly of all pos-
sible bounces. The ray takes the widest angle path consistent
with the law of reflection to reach this state. These two fea-
tures of ‘‘fast’’ eigenrays produced by direct methods,
namely, hurrying to a state where the least travel time is
expended and staying there as long as possible, were also
seen in the optical example~solid eigenray in Fig. 7!.

IV. SUMMARY AND CONCLUSIONS

In this section, we first note some similarities between
the results derived from discrete mappings and the observa-
tions we made for continuous media. We then draw our con-
clusions.

In problems in continuous media and in problems with
discrete transitions, there were advantages and drawbacks
associated with direct methods. First, on the positive side,
even in chaotic problems, direct methods always yielded at
least one eigenray between two points. With shooting meth-
ods, it becomes more difficult to find eigenrays with increas-
ing range, and for a fixed word length eventually becomes
impossible. Second, direct methods yielded the earliest arriv-
ing rays, even in chaos-producing conditions, since the meth-
ods strive to minimize travel time across the entire ray path
at once. Third, in problems containing environmental discon-
tinuities that would lead to diffractive propagation, direct
methods yielded ‘‘nonclassical rays’’~such as diffracted
rays! that could not be calculated using shooting methods.

On the negative side, given arbitrarily chosen trial solu-
tions, the most likely solutions were the ‘‘fast’’ eigenrays.
Direct methods generallydid not reproduce a ray produced
by shootingunlessa trial solution very close to this ray was
employed. Direct methods therefore could not be used to
explore multipath structure when that structure was un-
known. This was true even in cases where chaos was not
present. When chaosis present, the multipath structure can
include geometric and diffracted rays whose numbers grow

FIG. 8. A schematic representation of an arbitrary eigenray~shaded! and a ‘‘fast’’ eigenray~dark! for the chaotic acoustical example. Both eigenrays have the
same number of bounces betweenr 0 and r f . The ‘‘fast’’ ray is the ray with the shortest travel time for a given number of bounces. The thick black line at
r f /2 schematically represents a large number of nearly vertical bounces packed closely together. The tightly grouped bounces are consistent with the law of
reflection and minimize the travel time per bounce. The ‘‘fast’’ eigenray takes the least number of bounces consistent with the law of reflection to go from
r 0 to r f /2, and to go fromr f /2 to r f . These two features of ‘‘fast’’ eigenrays, namely, hurrying to a state where the least travel time is expended, and staying
there as long as possible, were also seen in the optical example~solid eigenray in Fig. 7!.
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exponentially with range. Thus, it is clear that even with
direct methods, ray chaos imposes fundamental limitations
on the usefulness of ray concepts.

We have left a number of questions not only unan-
swered, but in some cases unexamined. The most important
of these questions are connected with fully characterizing the
behavior of direct methods with respect to the type of prob-
lem. For example, are there any chaotic problems where di-
rect methods fail to find eigenrays? What is the relationship
between the location inphase space~q.v., Refs. 8, 14, and
15! of a chaotic eigenray and the sensitivity of direct meth-
ods to the trial solution used to find that ray? Examination of
these more detailed questions is a subject for further re-
search.
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The characteristics of acoustic signals backscattered from inside-corner and outside-corner oceanic
crust are investigated using acoustic reverberation data from the 1993 Acoustic Reverberation
Special Research Program~ARSRP! Acoustics Cruise. Specifically, the seafloor dip distribution, as
measured from Hydrosweep bathymetry data is compared in areas of each crustal type and a
correlation between seafloor dip and seafloor scattering strength is sought. Beamformed and
match-filtered acoustic data from the site A~run 1! monostatic, wideband, LFM~linear frequency
modulated! experiment are used to find the scattering strength corresponding to specific areas of the
seafloor. Scattering strength is determined as the average of intersecting beams from different source
locations in order to reduce the left–right ambiguity inherent in beamsteering of a linear array.
When overlaid on the bathymetry map, high-scattering strengths are found to correspond to steep
flanks of seafloor features and can be used to determine their shape and orientation. Some of these
feature shapes are characteristic of specific crustal regions. Cross-plotting scattering strength with
true grazing angle or seafloor dip shows a trend increasing at a rate of about 0.1 dB/deg. This trend
is not, however, sufficiently constrained to be a useful predictor. It is concluded that the seafloor dip,
on the scale of a few hundreds of meters, that can be resolved with Hydrosweep bathymetry data,
influences but does not determine, scattering strength. Since, in detail, the observed variations in
scattering strength are larger than can be explained by data error or seafloor dip, it is suggested that
other characteristics of steeply dipping areas, such as subsurface properties or smaller scale surface
features, strongly affect the level of backscattered signals. ©1997 Acoustical Society of America.
@S0001-4966~97!05112-6#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Vh@JHM#

INTRODUCTION

In this study we compare acoustic reverberation signals
backscattered from inside-corner and outside corner oceanic
crustal regions, which border the trace of a second-order
ridge discontinuity on the western flank of the mid-Atlantic
ridge ~MAR!. Inside corner~IC! and outside corner~OC!
refer to the place of origin of oceanic crust relative to the
intersection of mid-ocean ridges~MOR! and ridge disconti-
nuities, shown schematically in Fig. 1. MOR’s with slow
spreading rates~1–5 cm/yr!, such as the MAR, characteris-
tically produce IC and OC crust with distinct, and in some
cases, dramatic, differences in seafloor structure and
composition.1–3 In particular, large scale features of OC crust
produced at slow spreading ridges tend to be strongly lin-
eated and low relief while IC features tend to be blocky and
have higher relief.

The data we use are from the Acoustic Reverberation
Special Research Program~ARSRP!, 1993 Acoustics Cruise
which was funded by the Office of Naval Research. During
this cruise, a variety of acoustic reverberation experiments
were conducted over several sites on the western flank of the
MAR.4 All of these sites lie along the trace of a second-order
discontinuity and within a region on the west flank of the
MAR referred to as the Atlantic Natural Laboratory.5 We

analyze beamformed and match-filtered monostatic rever-
beration data acquired during the site A~run 1! experiment.
Site A and the locations from which these data were recorded
are shown in Fig. 2. We chose, for comparison, the three
seafloor areas labeled as, site A~OC crust!, Syrian Knob~IC
crust!, and Casa Grande~IC crust!.

A hypothesis of the ARSRP research community is that
backscattered signals from IC crust are characteristically dif-
ferent than those from OC crust. Specifically, it has been
suggested that OC crust will produce less monostatic, low-
angle backscattering than IC crust. This hypothesis is prima-
rily based on the ideas that,~1! for a fixed incident wave field
grazing angle, the scattering strength increases with increas-
ing seafloor dip~i.e., increasing true grazing angle! and ~2!
that IC crust has more steeply dipping features than OC
crust. The hypothesis presumes that other seafloor properties,
such as the thickness of sediment cover or subseafloor rock
properties, have less effect, than seafloor morphology, on
backscattered signals.

In our analysis, we look for a quantitative correlation
between seafloor scattering strength, determined from low-
grazing angle backscattered signals, and the measured seaf-
loor dip, as a method for distinguishing IC and OC crustal
areas. A preliminary step is to find the correlation between
scattering strength and true grazing angle. True grazing angle
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is defined as the angle between the incident wave field
propagation vector~incident at the grazing angle! and the
plane defining the local seafloor dip. We use Hydrosweep
bathymetry data, which has a nominal resolution of 200 m,6

to define seafloor dip. Several studies have shown that there
is a general correspondence between strong backscattered
signals and large seafloor structural features. Makriset al.7

have done detailed analysis of low-angle backscatter data at
a site further to the west and found very good correlation of
strong backscatter signals to seafloor ridges in the 1/2 CZ
~convergence zone: a full CZ is the distance at which an
acoustic wave field, refracted and turned at depth by the
ocean acoustic velocity gradient, is returned to the sea sur-
face! and 1 1/2 CZ ranges but did not determine an explicit
relationship between intensity and seafloor dip. Preston
et al.8 found correlations between backscattered signals and
large high-standing seafloor features for CZ’s as distant as
400 km from the source and receiver arrays. Stephenet al.9

mapped individual beam~the acoustic time series computed
for a particular direction by beamsteering the linear receiver
array! data sets onto one of our study areas~site A! and
showed a similar correspondence between steep dip and
high-intensity backscatter. Shawet al.10 found, using the
same acoustic data, but using finer scale bathymetry data,
that high-intensity backscatter mapped to areas with the
strongest bathymetric gradient. However, they used data
from single source locations and did not account for the left–
right ambiguity of beamsteered monostatic reverberation
data. In our analysis, we combine signals backscattered from

each seafloor location from different source locations, before
relating them to seafloor dip. This combination of intersect-
ing beams acts to reduce directional ambiguity. Similar tech-
niques have been shown to be effective in reducing left–right
ambiguity in the analysis of monostatic reverberation data by
Makris et al.11 and Prestonet al.8

In Fig. 3 we summarize some of the possible quantita-
tive differences in scattering that could be observed and re-
lated to crustal regions. If we take the incident beam grazing
angle to be constant, then changes in true grazing angle are
due to changes in seafloor dip. If scattering strength increases
with increasing dip, and IC and OC crust have distinct dis-
tributions of seafloor dip, then we might expect a result simi-
lar to Fig. 3~a!. If the two crustal areas have similar seafloor
dip distributions but have different scattering strengths we
could see results similar to either Fig. 3~b! or ~c!. If the dip
distribution and scattering strength are both similar, then we
are not likely to be able to distinguish the crustal types on
this basis, as suggested by Fig. 3~d!. Other characteristics,
such as seafloor feature shape, determined by simply map-
ping acoustic backscattering, are qualitative but can still be
useful in identifying different crustal areas.

I. GEOLOGICAL SETTING

Site A lies on outside-corner~OC! crust formed about
nine million years ago at a second-order discontinuity on the

FIG. 1. Inside-corner~IC! crust and outside-corner~OC! crust are found on
opposite sides of mid-ocean ridge~MOR! segments. In this figure there are
four segments denote as A, B, C, and D. When the displacement between
segment ends is greater than 30 km the discontinuity is usually the site of an
active transform fault and is called a transform discontinuity. When the
displacement is less than 30 km, it is referred to as a second-order discon-
tinuity and may or may not be the site of an active transfrom fault. In either
case, IC is used to describe the crust initiated between segment ends, i.e.,
adjacent to the active displacement zone of the discontinuity. OC crust is
then the portion of the crust initiated adjacent to the passive trace of the
discontinuity, and is coupled to the IC crust across the discontinuity soon
after being formed in the ridge axial valley. This figure represents the crust
formed at a slow spreading center, where IC crust is, usually, significantly
higher than OC crust.~Figure from Tucholke and Lin.1!

FIG. 2. Site A is located on OC crust on the edge of a sediment pond which
marks the trace of a second-order discontinuity. Backscattered signal from
two areas located on IC crust, labeled as Syrian Knob and Casa Grande, are
compared to signals from site A. Source locations in two regions around site
A, the north and south source groups, are analyzed separately. Within each
study area, the ranges and depths to 2003200 m grid cells are used to find
the corresponding acoustic backscatter signals. Circles with flags indicate
the receiver array location and orientation at each source/receiver location.
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MAR about 400 km north of the Kane fracture zone.12 Dis-
continuities occur frequently along mid-ocean ridges, divid-
ing them into short ridge segments. Displacement of ridge
segments occurs between segment ends, i.e., along the tec-
tonically active portion of a discontinuity. The trace of each
discontinuity is marked by a bathymetric low extending into
the ridge flanks, the axis-of-maximum depth~AMD !. In most
cases, these are the deepest features along the ridge system
and form the large sediment ‘‘ponds.’’ In general, offset dis-
placement at a discontinuity of more than about 30 km is
caused by the strike-slip motion of a transform fault and is
referred to as a transform discontinuity. Smaller offsets are
indicative of active displacement due either to a transform
fault or to crustal deformation, and are referred to as
second-order1 or in some cases, zero-offset discontinuities.13

Inside-corner~IC! crust refers to the crust found on the side
of the ridge where the transform or discontinuity is active

~i.e., between the ridge segment ends! ~see Fig. 1!. Crust on
the opposite side of the ridge, where the discontinuity is
passive, is called OC crust.

IC crust formed at slow spreading MOR’s, is initially
significantly higher than the adjacent OC crust. IC and OC
crust formed at second-order discontinuities have elevation
differences equal to, or greater than, those observed at trans-
form discontinuities.2,3 As young crust moves away from the
spreading center it subsides as thermal cooling of the lithos-
phere takes place and uplifting forces are reduced. Along
transform discontinuities, there may be little or no elevation
difference by the time IC and OC crust become coupled in
the fracture zone. Contrary to this, IC crust formed at
second-order discontinuities spends relatively little time in
the active displacement zone, so that much less subsidence
of the original high elevation occurs before it becomes
coupled to the OC crust. Once the crust moves away from
the MOR axis, subsidence lowers both IC and OC regions
but some difference in elevation between them remains
locked in place as the plate moves far from the spreading
center. This is important in our consideration of seafloor dip
as a distinguishable characterstic of crustal type. If we lift a
corner of two equal areas of seafloor, but lift one~IC! higher,
we can predict that on average, the seafloor dip of the area
lifted higher will be larger. For this reason, the OC crust
around site A, which is located about 100 km west of the
MAR, is expected to have lower elevations and, on average
smaller seafloor dip than the adjacent IC crust.

A strong morphological distinction between IC and OC
crust, is that OC crust tends to have highly lineated large
scale features, while IC crust shows a more blocky
structure.3 The linear features on OC crust, are dominated by
long ridges that persist for tens of kilometers~the half-length
of the ridge segment! with strike parallel to the MOR. Over
large areas, repetition of the ridges give OC crust a corru-
gated appearance. Where they intersect the AMD, they slope
downward and end as distinctive ‘‘toes’’ along the edge of
the sediment pond~e.g., Alpha Ridge and Blackjack Ridge in
Fig. 2!. These ridges are also asymmetric with the steep side
facing the MOR. In general, ridges on OC crust are not
single faults, but instead are made up of groups of normal
faults formed in colinear sequences as blocks of new crust
rise from the rift valley. As the blocks rise they are tilted
back ~away from the spreading center! in response to tec-
tonic extension. Individual faults are quite steep, (70°–
90°), but with short scarp heights, on the order of tens of
meters.1 Even though these individual faults are very steep,
when averaged over hundreds of meters, the dip of the sea-
floor is much less, on the order of 20°–45°.

Long lineations are not characteristic of IC crust. Tu-
cholke and Lin1 observe that IC’s have one grouping of very
steep (70°–90°) and large displacement (.150 m! normal
faults that face parallel to the rift valley but another grouping
of somewhat less steep (20°–60°) faults facing either the rift
valley or the ridge-discontinuity intersection. The combina-
tion of faulting leads to the blocky structure of IC crust. The
region north of site A and the sediment pond, is dominated
by large irregular blocks characteristic of IC crust.

Another important difference between IC and OC crust

FIG. 3. If IC and OC crust have distinct populations of seafloor dip it may
be possible to distinguish them on the basis of acoustic scattering strength,
as in~a!. If they have similar distributions of seafloor dip but have different
scattering strength due to surface characteristics, then it may be possible to
distinguish the crustal regions by differences in scattering strength levels~b!
or in the shape or slope of a functional relationship~c!. If both dip distribu-
tion and scattering strength are similar it may not be possible to distinguish
the regions on any of these basis~d!.
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is interpreted from descriptions of rock samples recovered
from the seafloor. Tucholke and Lin1 summarized rock
sample data collected along the MAR. These data suggest
that OC crust is almost uniformly covered by volcanic rock
~basalt!. In contrast, in IC areas, plutonic and ultramafic
rocks, in particular gabbro and partially serpentinized peri-
dotites, are frequently recovered in addition to volcanic
rocks. They conclude that IC’s have anomalously thin oce-
anic crust and that, to a large extent, the upper~volcanic!
layer of normal oceanic crust is missing. Differences in scat-
tering strength from IC and OC crustal regions that could not
be associated with large scale seafloor morphology might be
related to variations in basaltic versus gabbroic surface and
volume properties.

Sediment thickness has a strong effect on the backscat-
tered field. This has been shown clearly in model studies by
Robertsson and Levander14 and Stephen and Dougherty15

where it is shown that increasing sediment thickness, de-
creases the backscattered signal. We know of no evidence
suggesting that IC and OC have characteristically different
sediment thickness. However, we might reason that more
steeply dipping areas will hold less sediment on the steeply
sloping regions and more in local bathymetric lows. If this is
true then sediment distribution will act to enhance the rela-
tive scattering from more steeply dipping areas such as IC
crust.

II. DATA

A. Acoustic data

The acoustic reverberation data used in this analysis
were collected during the site A~run 1! monostatic experi-
ment on board the R/VCORY CHOUEST. The ARSRP mono-
static experiments only approximated the monostatic experi-
ment geometry, since the source and receiver were separated
by a horizontal distance of 1.174 km~Ref. 4, p. 106! and the
research vessel from which they were deployed was under-
way ('3 knots! during the data acquisition. In the process-
ing description, we show that accounting for the difference
in source and receiver positions is important in analyzing 1/2
CZ data, but the correction for the moving ship is small and
is neglected.

The acoustic source used for these experiments is a ver-
tical line array ~VLA ! of ten piezoelectric flextensional
acoustic projectors spaced 2.29 m apart. The depth to the
center of the VLA for the site A experiment was 184 m.
Time delays were applied to the ten sound projectors to ef-
fectively steer the central beam of the source radiation pat-
tern downward at an angle of 9° from the horizontal. The
receiver array consisted of 128 hydrophone groups spaced
every 2.5 m in a horizontal line array~HLA !. Two of the
hydrophones were desensitized for source monitoring. The
receiver array was towed at depths that varied from 130 to
170 m with the center of the array approximately 1 km from
the stern of the ship~Ref. 4, pp. 278–284!. The average
depth of the receiver array was 155 m.

To generate a source pulse, the VLA is driven with an
LFM ~linear frequency modulated! 5-s sweep over the fre-
quency band from 200 to 255 Hz. After the backscattered

signals are received by the HLA, they are beamformed and
match filtered on the ship. The beamforming process gener-
ates 126 directional beams each associated with a direction
~actually two because of the beamforming left–right ambi-
guity! relative to the original receiver array axis. The 0° and
180° beams~end fire! are in-line with the receiver array axis
and the 90° beam is the broadside beam. Angular beamwidth
varies with beam direction, increasing toward the end-fire
directions. Beams within 30° of the end-fire beams (0°–
30° and 150°–180°) were not included in our analysis since
they have much larger beamwidths and are strongly affected
by array movement and ship noise.

Time series data recorded at each source/receiver loca-
tion were reported, after shipboard processing, in units of the
square of the pressure amplitude (mPa2) observed at two-
way travel times. These data are corrected in our processing
for transmission loss and source beam pattern before they are
treated as measurements of seafloor scattering strength. An
important acquisition parameter is the consistency of the
source strength. The calibrated source level at the time of the
site A ~run 1! experiment is specified as 230 dB
~re:1mPa–1 m! ~Ref. 4, p. 217!. Data from the source moni-
tor hydrophone showed that the source level was very stable
with a maximum observed variation of 0.4 dB from the mean
but an average deviation of only60.14 dB.

The HLA has a nominal broadside beamwidth of 1.1° at
250 Hz.4 This is an important number since it is used to
describe the azimuthal resolution of the beamforming sys-
tem. It has been suggested16 that the actual broadside beam-
width may be as large as 2°–3° due to a few inoperative
hydrophones and bending of the HLA.17

The range~time! resolution of the beam data is esti-
mated from the width of the central peak of the autocorrela-
tion of the source function. The width of this peak is in-
versely proportional to the bandwidth of the source. For the
bandwidth of these data~200–225 Hz!, the range resolution
is estimated to be 13.6 m~Ref. 4, p. 145!.

B. Bathymetry data

The bathymetry data used in the analysis are from a
Hydrosweep multibeam survey conducted as part of the 1992
ARSRP Geology and Geophysics Reconnaissance Cruise.18

We use the bathymetry data as a grid of 200-m spaced
samples interpolated from the original swath data.

Kleinrock6 describes the resolution of the Hydrosweep
multibeam bathymetry system as approximately 1343134 m
in the region nearest the nadir and 1873256 m in regions
reached by the outermost beams, for a water depth of 3500
m. Depth resolution is considerably better and is estimated to
be about 20 m. Lateral variation in seafloor features on the
scale of 200 m can be detected but practical feature resolu-
tion is on the order of 500 m. Grindlayet al.19 also review
high-resolution multibeam systems and conclude that multi-
beam data~such as Hydrosweep! cannot resolve individual
seafloor features less than about 200 m and slopes of steep
flanks that are greater than 45°. Tucholke and Lin1 suggest
that steep slope (.30°) areas, determined by multibeam
data, are indicative of average slopes over hundreds of
meters, which may include small scale features with steeper
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dip. Based on these studies, we consider the nominal resolu-
tion of the Hydrosweep data to be 200 m, and treat each
bathymetry value as the average depth value within a 200-
m-diam circle on the seafloor.

III. DATA PROCESSING

The objective of the data processing is to transform the
‘‘raw’’ acoustic data into seafloor~interface! scattering
strength. We also calculate the dip of the corresponding sea-
floor location and the true grazing angle of the incident
acoustic wave field.

An initial review of the scattered signal levels from site
A showed a strong dependence on source azimuth relative to
the strike of large scale features. Therefore, we chose to
separate the data into two groups having similar source azi-
muth relative to site A. One group is to the northeast of site
A ~see Fig. 2! and we call this the north source group. The
other area is to the east of site A and we call this the south
source group.

We make some approximations in our treatment of the
backscatter and bathymetry data. First, an approximation is
made to account for transmission loss and spatial beam pat-
tern. The exact local beam ‘‘footprint’’ intensity variation is
not accounted for, i.e., we assume that within each beam
footprint, the seafloor is uniformly insonified. Second, by
stacking intersecting beam signals we reduce the left–right
ambiguity by enhancing repeated scattering. Stacking gives
up some sensitivity of signal level to seafloor dip and re-
moves details of signal variability as a function of source
azimuth. Third, we do not account for the possibility of mul-
tiple scattering between patches of seafloor. Fourth, we ap-
proximate the seafloor dip within a particular beam footprint
by a single seafloor dip value extracted from the Hydrosweep
data. We also limit analysis to scattering from offset ranges
between 10 and 25 km and depths from 3200 to 4500 m and,
we do not use any beams within 30° of endfire.

The backscattering of cw~monofrequency continuous
wave! acoustic signals from a nearly planar surface is de-
scribed by the active sonar equation,20

RLs5SL2TL1TS, ~1!

where RLs is the observed signal level; SL is the initial
source level; TL is the two-way transmission loss during
propagation from source to target and target to receiver and
includes the effect of the source beam pattern; and TS is the
equivalent target strength of the scattering interface~sea-
floor!. For broad bandwidth data, Eq.~1! is descriptively
correct, but in application requires integration over the fre-
quency band. If phase information is retained in the integra-
tion, we obtain the ‘‘coherent’’ broadband result; if phase
information is ignored, we obtain the ‘‘incoherent’’ broad-
band result~Ref. 21, pp. 158–161!.

In this study, the ‘‘raw’’ data are the match filtered
beamformed time series which correspond to RLs . Although
there are no actual ‘‘targets’’ on the seafloor, seafloor scat-
tering appears to be discrete~i.e., some seafloor features
backscatter more than others!. The equivalent ‘‘target
strength,’’ TS, of specific patches of seafloor is defined as

TS5Ss110 log10 A, ~2!

whereSs is the seafloor scattering strength and the approxi-
mate beam footprint area, A, is given by

A5rDrDu, ~3!

where r is the range offset,Dr is the range resolution and
Du is the azimuthal resolution of the beam.

A. Transmission loss

We make two corrections for transmission loss. The first
is a correction for the source spatial beam pattern and geo-
metric spreading. The second, discussed further in a later
section, is the removal of signals that appear to originate
from areas shadowed from the incident beams by local
bathymetric features.

For calculating the seafloor scattering strength (Ss) from
the observed backscattered signal level~RLs) we use the
approximation

Ss'RLs2SL1TLcyl
src1TLcyl

rec1TL0210 log10 A, ~4!

where TLcyl
src and TLcyl

rec are the transmission losses predicted
by cylindrical spreading relative to the source and receiver,
and TL0 is a static shift that, when combined with TLcyl

src and
TLcyl

rec accounts for geometric spreading and the source spatial
beam pattern. The derivation of this equation is given in the
Appendix.

An estimate of the error in scattering strength values
calculated using~4! is made by considering the error associ-
ated with each term on the right side of the equation. The
background noise level of RLs is estimated to be more than
210 dB down relative to the average calculatedSs and is
negligible. We estimate this background noise level as the
signal associated with water column scattering only, i.e., no
seafloor scattering. As previously stated, the source level,
SL, was observed to have a variation of only60.14 dB. The
difference between our approximation and the exact geomet-
ric spreading loss combined with the source spatial beam
pattern is about60.5 dB for the majority of the offset ranges
used in our analysis~see the Appendix!. We consider a net
error of61 dB to be a realistic estimate of the error in the
calculation from the first five terms on the right of Eq.~4!.

The potential error due to the area correction term is
more problematic. For calculating the area in Eq.~3! we use
a beamwidth of 1.1° and range resolution of 13.6 m. At 15
km the area correction (210 log10 A) is then236 dB. How-
ever, if the beamwidth is 3°, the correction is240 dB. The
beamwidth is a function of the receiver array geometry and if
this is continuously changing during the experiment then
there could be as much as 4 dB of variation inSs . If the
array is stable but misshapen then this reduces to a static
shift in the data. We have assumed that the receiver array
was stable during the data collection since there is no evi-
dence in the acquisition logs4 suggesting that it was not. We
assume this to be the case, so that the only ‘‘error’’ in the
area term is an unknown static shift which, in our analysis,
does not affect the conclusions. Therefore, we estimate that
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the total error in the variation of the calculated scattering
strength (Ss) is just the61 dB due to the first five terms on
the right of Eq.~4!.

B. Seafloor locations and dip estimation

Given the nominal 200-m resolution of the Hydrosweep
bathymetry data, we divided each area to be studied into
2003200-m grid cells~Fig. 2! and use each possible set of
three cell corners to determine four dip planes, as shown in
Fig. 4. Each incident beam is associated with a pair of dip
planes as defined by two of the triangles, depending on the
azimuth of the beam relative to the grid cell. For example,
beams incident from the NE or SW quadrants are associated
with the dip and dip azimuth determined for dip planes that
fit the bathymetry values at the corners of triangle ‘‘dip2’’
and ‘‘dip4.’’ Similarly, beams incident from the SE or NW
are associated with dip and dip azimuth calculated using val-

ues at the corners of triangles ‘‘dip1’’ and ‘‘dip3.’’ By de-
fining dip in this way we are approximating the directional
derivative of the bathymetry while explicitly utilizing every
bathymetry value. In Fig. 5 we compare approximate beam
footprints at 10-, 20-, and 30-km offset range to the area
covered by 200-m-diam. circles at the corners of a grid cell.
Within the 1/2 CZ, we estimate that the beam footprint area
is on the order of 13 m3 200 m~range resolution3 beam-
width! at 10 km, increasing to 13 m3600 m at 30 km. Since
three bathymetry values are required to define the dip and
dip azimuth, the net area associated with each estimate of dip
is quite large and fully includes the beam footprint up to 25
km in offset, even for beams intersecting the grid cell 100 m
from the grid cell center. If beamwidth is on the order of
2°–3°, this estimate of dip remains a crude, but reasonable,
measure of the dip encountered by the acoustic beam foot-
print. We note here, that in final processing, we average data
from seven consecutive~in range! beam footprints that fit
within the 100-m range of each triangle.

Figure 6 shows a histogram of seafloor dip as a percent-
age of total number of dip values calculated separately for
each of the three target areas. The mean dip for the IC areas,
Casa Grande and Syrian Knob, is a few degrees higher than
for the OC area, site A. This agrees with the hypothesis that
IC crust has characteristically steeper dip than OC crust, but
is not as large a difference as expected. Also, it is clear from
this plot that there is not a distinguishable difference in dip
distribution that might have yielded the type of backscatter-
ing distinction suggested in Fig. 3~a!. It must also be remem-
bered that the dip distribution determined from Hydrosweep
is skewed in that very steep dips~greater than about 45°) are
not observed.

FIG. 4. Bathymetry values at each corner of the grid cell are considered to
be average values within 200-m-diam circles~dotted circles! on the seafloor.
Four triangles defined by the corners of the grid cell are used to define four
directional seafloor dips. For each incident acoustic beam, two of the dips
defined in this way are assigned to the beam. Which dips are assigned
depends on incident beam direction.~a! Beams incident from the NW or SE
are assigned dip 1 and dip 3 and~b! beams incident from the NE or SW are
assigned dip 2 and dip 4.

FIG. 5. Approximate beam footprints, for a beamwidth of 1.1°, at 10 km
~L1!, 20 km~L2!, and 30 km~L3!, in comparison to the area covered in the
seafloor dip calculations~Fig. 4!. For the ranges and depths considered in
this study, the width of the beam footprint is the same scale as the dip
resolution of Hydrosweep bathymetry data. In the analysis, seven consecu-
tive beam footprints~covering a range of about 100 m! are associated with
each dip value.
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C. Source and receiver range

The fact that the source and receiver arrays are not ex-
actly co-located is included in determining range~horizontal
offset! and two-way travel time to each grid cell. Errors in
travel time estimation can be as large as several hundred
milliseconds if only the source, receiver, or their mid-point is
used in calculating travel time. We use the ship location
recorded on the acquisition logs4 as the source location.
From this location and the receiver array and ship headings,
we calculate the position of the center of the receiver array.
The locations shown in Fig. 2 correspond to the calculated
receiver array locations.

Since the ship continues to make way during the time
period between source firing and the arrival of the backscat-
tered signals, there is a correction that could be applied to the
receiver array position. This correction depends on ship
speed, total signal travel time, and the beam direction. For
example, the ship speed during the site A experiment was
maintained at about 3 kn' 1.5 m/s. The largest correction
necessary would be for end fire beams, but in our study we
exclude all beams within 30° of end fire. In our worst case,
beams at 30°, the possible error in range at 10 km is about 17
m and at 20 km about 34 m. For broadside beams, near
90°, there is essentially no error. Since shifting beam foot-
print locations by such small amounts would not change the
grid locations with which they are associated with, in most
cases, we chose to neglect this correction.

D. Travel time and grazing angle

A Snell’s law ray tracing routine was used to calculate
tables of travel time and beam grazing angle for depth and
range pairs. For this calculation we used the water velocity

profile shown in Fig. A1. Calculated grazing angle is the
angle between the ray~representing the beam or propagation
vector! and a horizontal plane at each depth. The distribution
of calculated grazing angles for each of the three study areas
as a function of range is shown in Fig. 7. The nonuniqueness
of grazing angles for each offset is due to the variation in
observed depths. Separate travel time tables were generated
for the source array at 184 m depth and the receiver array at
155 m depth. The offset of each source and receiver to the
center of each grid cell and the depth of the grid cell are used
to find, in the tables, the two-way~ray path! travel times to
the center of each cell and the calculated beam grazing angle.
Time windows of 133 ms~horizontal two-way travel time
across a grid cell triangle! on either side of this center time
are used to assign beam time series data from each source to
the corresponding dip triangle.

At this point we also calculate true grazing angle, which
is the angle between the incident beam propagation vector
and the plane defining the local seafloor dip. This is calcu-
lated as the inverse cosine of the scalar product of the unit
vector defined by the grazing angle and azimuth of the inci-
dent beams at each grid cell and the dip normal vector of
each dip triangle. When the dip normal vector is in the same
vertical plane as the beam propagation vector~i.e., the seaf-
loor is ‘‘looking’’ directly back at or away from the source

FIG. 6. Comparison of observed dips calculated from Hydrosweep data in
each study area. The vertical axis is the percentage of calculated dips within
each area that fall within each 1° interval. Note that the mean dip of site A,
on OC crust, is smaller than the mean dip of both IC areas. Also, note that
dip values greater than about 45° are not well resolved in Hydrosweep data.

FIG. 7. The distribution of grazing angles versus range for each target area.
These grazing angles are calculated using ray tracing in a layered ocean
velocity model and assume a flat seafloor. The velocity profile used to gen-
erate this model is shown in the Appendix. The breadth of the curves indi-
cate the range of observed depths. Note also, this plot shows that almost all
of the horizontal offsets~range! actually used in our analysis lie within
10–20 km.
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location!, the true grazing angle is just the sum of the beam
grazing angle and seafloor dip~or difference if the seafloor
dip faces away from the source direction!. For those cases
where the seafloor dips away from the incident beam at an
angle greater than the beam grazing angle, we treat the area
as a shadow zone, and exclude the associated signal, corre-
sponding to that dip triangle, from any further analysis. This
is the second type of transmission loss factor that we account
for.

E. Beam averaging and stacking

The next step in our processing is to stack~equal weight
average! the time series data from intersecting beams, from
the different source locations, at each dip triangle. We do all
of the stacking and averaging after the signals have been

converted to scattering strength in dB. We found that
prestack scattering strength~in dB! are normally distributed,
whereas the data in units of squared pressure are skew nor-
mally distributed. Averaging the normally distributed signals
produces a better estimate of the true signal mean. Once the
data are stacked we find the time average scattering strength
over the time window~133 ms! of each triangle. Since in
stacking we have averaged beams with different source azi-
muths, we also average the true grazing angles. We find that
the range of true grazing angles at any particular grid cell is
not large, since the variation in range and azimuth of indi-
vidual sources within either source group is limited. The
standard deviation of the mean true grazing angle for each
location is about62°.

Figures 8–10 are cross plots of scattering strength at
each dip triangle as a function of the average true grazing
angle. This is plotted separately for north and south source
groups. We also find the linear regression fit to the data, as
well as the linear fit to the data when all values below some
threshold level are eliminated.

In Figs. 11–13 we plot the data after we have con-
strained the stack such that only those beams with source
azimuth and dip azimuth within 10° of being parallel are
included, i.e., beams with source azimuth almost normal to

FIG. 8. Scattering strength of stacked intersecting acoustic beams, in site A,
as a function of true grazing angle. The solid grey line is the linear regres-
sion fit, which for ~a! the north source group data has slope of 0.1360.01
dB/deg with a correlation coefficientr50.37, and for~b! the south source
group data is 0.1360.01 dB/deg andr50.5. Error of individual data values
is estimated at61 dB in calculated scattering strength and62° in grazing
angle. The standard deviation of the scattering strength when averaged over
1° intervals is about62.5 dB ~not shown! which suggests that there is
variation on the order of61.5 dB due to variations in seafloor properties
other than true grazing angle. The dashed gray lines are the linear regression
fits to the data that lies above a threshold~thin black line! chosen at214.5
dB. In ~a! the slope of this fit is 0.0026 0.02 dB/deg withr50.01 and in~b!
the slope is 0.0660.01 dB/deg withr50.3. Note that thresholding the data
in this way does not increase the slope of the trend in either case, nor does
it improve the correlation coefficient.

FIG. 9. Like Fig. 8 but for Syrian Knob. For the regression lines, in~a!
slope50.0860.01 dB/deg andr50.22 and in~b! slope50.0260.01 dB/
deg andr50.06. For signals above the threshold at212.5 dB in~a! slope
520.00560.01 dB/deg andr520.03 and in~b! slope50.0560.01 dB/
deg with r50.23.
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the strike of the dip planes. In effect, this shows the scatter-
ing strength of the most directly ‘‘back-looking’’ seafloor
surfaces. We look at this since it has been suggested,7 that
‘‘back-looking’’ seafloor produce the strongest backscatter
signals in monostatic scattering experiments.

We also find the weighted average scattering strength of
the four dip triangles within each grid cell, where the weights
are the number of beams that make up the stack within each
triangle. We reject any stack with less than four beams in the
stack. These average scattering strengths, per grid cell, are
then overlaid onto the bathymetry contour maps for each of
the study areas as shown in Figs. 14–16. In these plots we
have chosen the threshold of the gray scale range to highlight
the locations corresponding to just the highest scattering
strengths.

IV. ANALYSIS

A. Scattering strength versus true grazing angle

It is clear in Figs. 8–10 that there is a trend toward
increasing scattering strength with increasing true grazing
angle for both IC and OC crustal areas. One exception to this
is the case of the south source group data in Casa Grande
@Fig. 10~b!#. This trend is quantified by the linear regression

lines calculated for each data set. The specific slopes and
correlation coefficients for each case are given in the figure
captions. In general, the slope of this line is on the order of
0.1560.01 dB/deg, but the correlation coefficients are small
(,0.5!. This implies that the functional relationship between
scattering strength and true grazing angle is poorly described
by a linear function. It is also clear that the broad distribution
in scattering strength at each grazing angle would not yield a
strong correlation for any functional description. We con-
clude from this that, at the scale of the resolution of Hy-
drosweep bathymetry data, there is not a simple functional
relationship between scattering strength and true grazing
angle.

In spite of this we can ask: Is the trend observed, suffi-
ciently strong to differentiate IC crust from OC crust? The
difference in mean seafloor dip of the IC crust area, site A,
compared to mean dips of the IC crust areas~Fig. 6!, is about
5°, which yields only a 0.5 dB difference in scattering
strength between the two crustal areas. Based on our esti-
mates of error in scattering strength calculation (61 dB! and
true grazing angle (62°), weconclude that the trend is not

FIG. 10. Like Fig. 8 but for Casa Grande. For the regression lines, in~a!
slope50.1160.02 dB/deg andr50.24 and in~b! slope520.0860.02
dB/deg andr520.13. For signals above the threshold at217.5 dB in ~a!
slope520.0460.02 dB/deg andr50.18 and in~b! slope520.0760.01
dB/deg withr520.15.

FIG. 11. Scattering strength of stacked intersecting beams, in site A, where
only beams having source azimuth within 10° of being normal to the dip
plane strike~‘‘back-looking’’ dips! are included in the stack. The solid gray
line is the linear regression fit, which for~a! the north source group data, has
slope of 0.1160.02 dB/deg with a correlation coefficientr50.36, and for
~b! the south source group data, has slope of 0.1160.01 dB/deg and
r50.39. Note that reducing the stack to include only scattering from ‘‘back-
looking’’ seafloor areas does not improve the correlation nor does it signifi-
cantly change the slope of the observed trend compared to Fig. 8.
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steep enough to distinguish between the crustal regions so
that the idea expressed in Fig. 3~a! cannot be applied. We
also calculated the averages of scattering strengths in 1° in-
terval and found that the standard deviation is about62.5
dB. This suggests that there is about61.5 dB of variation in
scattering strength not directly correlated to seafloor dip,
which again is larger than the difference in strength that can
be associated with the average difference in dip between the
two crustal areas. The plots also show that there is no distinct
difference in the trend or magnitude of scattering strength
between the two crustal types, i.e., the relationships sug-
gested in Fig. 3~b! and ~c! are not found.

We considered the possibility that only very high scat-
tering strengths show a strong correlation to grazing angle.
By choosing a threshold@based on the highlighting of steep
dip features in map form~Figs. 14–16!#, we look for a more
constrained relationship for signals above this threshold. The
linear fit and correlation coefficients after including this con-
straint are also shown in Figs. 8–10. Again the results do not
suggest a functional fit between the parameters. In this case,
the fact that the Hydrosweep bathymetry data does not define
seafloor dip above 30°–40° may be strongly affecting the
result.

In Figs. 11–13 we test the idea that strong backscatter is
produced primarily by the most directly ‘‘back-looking’’
seafloor areas. In these plots, only signals from areas having
dip azimuth within 10° of the return direction to the source
were included in the stacks. The fact that the slope of the
regression lines and the breadth of the distributions in scat-
tering strength do not differ for each case, compared to Figs.
8–10, suggests that ‘‘back-looking’’ seafloor areas do not
dominate the signals observed in monostatic reverberation
backscattering.

B. Scattering strength maps

In spite of the lack of a clear functional relationship in
cross plots, there is a correspondence between high-
scattering strength and steeply dipping seafloor features ob-
served in all of the scattering strength maps~Figs. 14–16!.
These maps suggest that the scattering strength can be used
to determine the shape of large scale high-standing seafloor
morphology. The linear bathymetric ridges in site A, Fig.
14~b!, correspond to linear scattering strength highs, but only
when insonified from directions at near normal angles rela-
tive to the ridge strike. When insonified from highly oblique

FIG. 12. Like Fig. 11 but for Syrian Knob. For the regression lines, in~a!
slope50.1060.03 dB/deg andr50.26 and in~b! slope50.0260.03 dB/
deg andr50.04. Note that the stack of data from only the ‘‘back-looking’’
seafloor areas does not improve the correlation nor does it significantly
change the slope of the observed trend compared to Fig. 9.

FIG. 13. Like Fig. 11 but for Casa Grande. For the regression lines, in~a!
slope50.1660.09 dB/deg andr50.39 and in~b! slope520.1160.06 dB/
deg andr520.2. Note that the stack of data from only the ‘‘back-looking’’
seafloor areas does not improve the correlation nor does it significantly
change the slope of the observed trend compared to Fig. 10.
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angles, Fig. 14~a!, only isolated peaks, in particular the peak
at the end of Blackjack Ridge (26°06.58N,46°14.58W),
stand out as a scattering strength highs. Such isolated highs,
which seem to be associated with changes in dip direction,
may be indicative of diffraction scattering from edges. The
linearity and strong dependence of scattering strength on
source azimuth, may be a useful qualitative indicator of OC
crustal areas.

In Fig. 15~a!, the high backscatter region wraps around
the flank of the main peak of Syrian Knob, mimicking the
shape of the topographic corner facing toward the north
source group. A lower ridge, extending to the southwest is
also delineated by high-scattering strength. In Fig. 15~b!, the
arcuate scattering strength high corresponds to a similar
shape in the bathymetry facing the direction of the south
source group. Since IC crustal areas have blocky, rather than
linear, structures, strong scattering responses are observed
from all source azimuths, although not necessarily corre-
sponding to the same portion of a structure. When contrasted
to the response observed for the OC crust at site A, we could
conclude that the comparison of mapped spatial patterns of
scattering strength for large changes in source azimuth, can
be used to differentiate IC and OC crustal areas.

This conclusion must be tempered by the results of map-
ping in the Casa Grande area which is also described as
being on the IC side of the discontinuity. The results for this
area are somewhat problematic in that many of the beams
from both source groups that intersected the area were within
30° of endfire and were rejected early in the processing. This
resulted in fewer beams in both north and south source group
stacks. For the north source group, Fig. 16~a!, the strong

scattering strength maps, generally, to a topographic corner,
i.e., a change in dip azimuth. Even though Casa Grande is a
steep feature, it does not have the blocky structure that is
expected for IC crust. Since the dip azimuth of the seafloor
structure facing the north source group is relatively oblique
to the direction of insonification, the results are similar to
those for oblique insonification at site A@Fig. 14~a!#.

The mapping of the south source group data, Fig. 16~b!,
suggests that the whole flank of Casa Grande has high scat-
tering strength when insonified from the direction near nor-
mal to the strike of the seafloor dip. There is some striping
which may indicate that some areas of the slope are more
responsive than others. Higher-resolution bathymetry data
would help to resolve whether there is detailed structure as-
sociated with this striping.

The map results for Casa Grande appear to be more
similar to the response observed at site A than at Syrian
Knob. This seems to be the result of Casa Grande being a
less blocky structure than Syrian Knob. Therefore, before
using the difference in acoustic response of lineated versus
blocky structure to differentiate IC and OC crust, some fur-
ther consideration of the scales of these features should be
made.

C. Scattering strength versus seafloor dip

We estimate the direct relationship between seafloor dip
and scattering strength by using the linear regression fit to
each data set to remove the approximate effect of beam graz-
ing angle from the scattering strength. In Figs. 17–19, we
plot the resulting scattering strength versus seafloor dip,

FIG. 14. Average~per grid cell! of stacked scattering strength of all intersecting beams mapped to site A. The gray scale shows the locations of just the highest
values~above a threshold at214.5 dB!. The arrows show the general direction of insonification from each source group. In~a! the north source group data
shows a correspondence to a few isolated topographic highs that have steep dip facing the source direction. When insonified from the east by the south source
group,~b!, the asymmetric linear ridges parallel to and facing the mid-Atlantic ridge~east! are highlighted. These ridges are characteristic of OC crustal areas.
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where seafloor dip is the dip that would be observed by an
acoustic beam traveling horizontally~beam grazing angle
5 0°). If scattering strength is more, or less, dependent on
beam grazing angle than on seafloor dip, then making this
adjustment is expected to change the slope of the regression
line. Instead, what we see is that the slope of the regression
lines are essentially unchanged. This suggests that scattering
strength either varies similarly with changes in grazing angle
or seafloor dip, or that we cannot resolve the difference, due
either to the insensitivity of the scattering strength to changes
in dip or to the low resolution of dip as measured by Hy-
drosweep data.

V. DISCUSSION AND CONCLUSIONS

Our analysis of the monostatic backscatter signal from
IC and OC crust, in the region of site A, has led us to two
seemingly contridactory conclusions. In map form, Figs. 15–
17, there is good correspondence between high-scattering
strength and source facing~‘‘back-looking’’ ! slopes with
steep dip and the geometric patterns of high-scattering

strength mimic the shape of the bottom feature. This result
agrees with results reported by other investigators.7,8,10Con-
trary to this, the analysis based on crossplots of scattering
strength versus true grazing angle and seafloor dip suggest
that there is not a functional relationship between these pa-
rameters. The observed trend of increasing scattering
strength with increasing seafloor dip or grazing angle is only
about 0.1 dB/deg, is a weak linear correlation, and is insuf-
ficient, given the broad distribution in scattering strength at
each angle, to distinguish low-dip areas from high-dip areas.

We believe that these observations are not contradictory,
but rather show the effect of geologic scale on the analysis of
seafloor scattering. The lack of a stronger numerical correla-
tion may indicate that the actual scattering mechanisms are
only weakly dependent on dip at the scale measured by Hy-
drosweep. The good map correspondence is mainly due to
the fact that steeply dipping slopes are part of large high-
standing features and are therefore more heavily insonified

FIG. 15. Average~per grid cell! of stacked scattering strength of all inter-
secting beams mapped to Syrian Knob. The gray scale shows the locations
of just the highest values~above a threshold at212.5 dB!. The arrows show
the general direction of insonification from each source group.~a! When
insonified by the north source group the steep flanked corners facing the
sources are highlighted. The shape of the peaks in the backscattered signals
mimic the shape of the seafloor feature.~b! When insonified by the south
source group, the south facing cols and back wall of the block produce a
similar arcuate-shaped scattering strength high.

FIG. 16. Average~per grid cell! of stacked scattering strength of all inter-
secting beams mapped to Casa Grande. The gray scale shows the locations
of just the highest values~above a threshold at217.5 dB!. The arrows show
the general direction of insonification from each source group.~a! The data
from the north source group shows a highlight near the top of the slope
where a corner is formed. Strong scattering associated with such sharp
changes in slope direction are likely to be due to edge diffractions. The
majority of the slope is at an oblique angle to the main source azimuth and
shows little response, similar to Fig. 14~a!. ~b! When insonified from the
direction of the south source group, which is more perpendicular to the
strike of the dip, the entire slope appears to have relatively high-scattering
strength, similar to the response of the ridges in Fig. 14~c!.
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than deeper regions and are also likely to be more lightly
sedimented. The correspondence of high-scattering strength
to these features does not define a quantitative relationship
between scattering strength and seafloor dip.

The observed variations in scattering strength are larger
than can be explained by data error or seafloor dip. A sig-
nificant part of the variation in scattering strength observed
in the cross plots, is likely due to variations at acoustic wave-
length scales~about 6 m! of seafloor or subseafloor proper-
ties. Even in the case of what may be considered smooth and
flat seafloor, volume density and velocity heterogeneities at
wavelength scales produce anomalous backscattered
signals.22,23

For the data used in this analysis the peak acoustic
wavelength was 6.5 m which is much smaller than the scale
of resolution available from either the Hydrosweep data or
the acoustic beam footprint. We did not, in this study, inves-
tigate the effects of small scale~less than 200 m! features.

Instead, we tried to quantify and understand the effects of
large scale features observed on IC and OC crust as a means
of differentiating these crustal regions. The results of this
study suggest that although scattering strength does in gen-
eral increase with increasing seafloor dip, the trend is not
strong enough to reliably predict seafloor dip from scattering
strength. The difference in the mean dip of IC and OC crust
is only a few degrees, and the overall distribution of dip and
scattering strengths are so similar that no quantitative dis-
tinction between these areas, based on comparison of Hy-
drosweep data and backscatter data, can be made.

However, a qualitative analysis of the data based on
mapping the scattering strength may be useful in distinguish-
ing IC and OC crust. The correspondence between steeply
dipping features and high-scattering strength can be used to
delineate shapes of seafloor features. The long linear ridges
characteristic of OC crust can be identified from backscat-
tered data if at least two principle directions of insonification
are used to acquire the data. We observed that when the
high-standing ridge flanks are insonified at ‘‘back-looking’’
angles, they produce much higher average scattering
strength. In contrast, blocky seafloor regions associated with

FIG. 17. Scattering strength of stacked intersecting beams, with the esti-
mated effect of beam grazing angle removed, versus seafloor dip for site A.
The linear fit shown in Fig. 8 is used to estimate the scattering strength due
to beam grazing angle relative to a flat seafloor. The observed scattering
strength is then reduced by this amount and plotted relative to the seafloor
dip. This is the dip that would be observed by a horizontally propagation
~grazing angle50°) acoustic wave. After making this adjustment, the re-
gression lines for the north source group~a! have slope of 0.1260.01 dB/
deg and a correlation coefficientr50.35 and for the south source group~b!
have slope of 0.1360.01 dB/deg andr50.39. The fact that these trends are
the same as in Fig. 8 indicates that there is no distinction between the
grazing angle and seafloor dip in terms of seafloor acoustic response.

FIG. 18. Like Fig. 17 but for Syrian Knob. The linear fit shown in Fig. 9 is
used to estimate and remove the scattering strength due to beam grazing
angle relative to a flat seafloor. For the regression lines, in~a! slope
50.1060.01 dB/deg andr50.27 and in~b! slope520.0460.01 dB/deg
and r50.12. These trends for seafloor dip are essentially the same as in
those found for true grazing angle, shown in Fig. 9.
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IC crust show high-scattering strength from different source
directions since at least some portion of high-standing re-
gions are insonified at ‘‘back-looking’’ angles.

It has been our goal to determine a method for distin-
guishing IC from OC crust using acoustic backscatter sig-
nals. In doing so, we have focused our attention on finding a
relationship between seafloor dip and scattering strength at
the scale of the resolution of Hydrosweep bathymetry data.
Mapping data to the seafloor avoids making a quantitative
judgement about any seafloor characteristic that might be
controlling the level of backscatter. Contrary to this, plotting
scattering strength versus seafloor dip is an explicit search
for a quantitative relationship. We believe that there are
quantitative relationships between scattering strength and
seafloor properties, but conclude that we must look at wave-
length scale features, i.e., much smaller than Hydrosweep
resolution, to determine them.
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APPENDIX: TRANSMISSION LOSS APPROXIMATION

In this Appendix we show that the transmission loss
associated with geometric spreading and source spatial beam
~radiation! pattern can be approximated by a shifted cylindri-
cal spreading loss function.

The VLA far-field beam pattern is estimated by the re-
sponse function of a vertical line source in the vicinity of a
free surface~Ref. 4, p. 220!. The equation for the far-field
spatial beam pattern,S(u), in terms of pressure for a har-
monic ~cw! source, is given by

S~u!5
sin@2p~v2V!~L/2!#

2p~v2V!~L/2!
exp@ i2p~v2V!x0#

2
sin@2p~v1V!~L/2!

2p~v1V!~L/2!
exp@2 i2p~v1V!x0#,

~A1!

wherex0 is the depth from the free surface to the center of
the line source which has lengthL and

v5 f
sinu

c
, ~A2!

V5 f
sinus
c

, ~A3!

where f is the source frequency,u is the observation angle
~grazing angle!, us is the source array downward steering
angle, andc is the propagation velocity. For simplicity, uni-
form velocity across the array is assumed so thatc is a con-
stant. For the site A experimentus59°, L520.6 m,
x05184 m,c51522 m/s at source depth, and the frequency
ranges from 200–255 Hz.

Unless the acoustic propagation environment is known
very accurately, it is best to represent the source beam pat-
tern by the ‘‘incoherent’’ pressure field, in which the phase
information is neglected.21 The discrete expression for the
incoherent broadband source beam signal level„BL(u)… at a
particular observation angle is

BL~u!510 log10S D f(
f

uS~u!u2D , ~A4!

whereD f is the frequency interval. For our calculationf
ranged from 200 to 255 Hz andD f51 Hz. We normalize
S(u), prior to the summation over frequency, such that the
total power output is equivalent to a point source that pro-
duces a pressure of 1mPa on the surface of a sphere 1 m in
radius. This approach is consistent with defining the source
level relative to the total energy emitted from a sphere, 1 m
in radius, located at the center of the array. After the calcu-

FIG. 19. Like Fig. 17 but for Casa Grande. The linear fit shown in Fig. 10
is used to estimate and remove the scattering strength due to beam grazing
angle relative to a flat seafloor. For the regression lines, in~a! slope
50.0960.02 dB/deg andr50.16 and in~b! slope520.0260.02 dB/deg
and r520.03. These trends for seafloor dip are essentially the same as in
those found for true grazing angle, shown in Fig. 10.
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lation for the total incoherent pressure field, we again nor-
malize the broadband beam level so that its peak level~at
us59°) is 0 dB. This is consistent with the idea that the
actual peak source level~SL 5 230 dB! is measured on the
central beam axis and that all other beam levels are measured
relative to this.

The theoretical geometric spreading loss as a function of
energy density is determined from ray divergence and com-
bined withBL(u) to find a net transmission loss correction
term. Ray tracing through an ocean acoustic velocity model
~Fig. A1! was used to estimate the true geometric energy
decay due to wave field divergence. The energy density, or
intensity, in a multilayered~velocity! ocean can be described
in terms of horizontal range from the source,r , at a fixed
depth, z, and the variation of the ray parameter,p, with
range; that is,dp/dr. The ray parameter, for horizontally
layered media, is defined by~Ref. 24, p. 92!

p5
sinf

v
, ~A5!

wherev is the velocity in any particular layer andf is the
propagation incidence angle relative to the vertical. We cal-
culate dp/dr as a function of depth and range in the ray
tracing. The decay in energy density can be shown to be
given by ~Ref. 24, p. 127!,

I

I 0
5
1

r

v0
2p

A12~v0p!2A12~vp!2
dp

dr
, ~A6!

whereI 0 is an initial source intensity,v0 is the velocity at the
source, andv is the velocity at the depth for which we are
calculating the loss. Transmission loss, based on ray diver-
gence, expressed in dB, is then

TLrd5210 log10
I

I 0
. ~A7!

To account for two-way propagation we multiply the decay
expressed in Eq. A7 by a factor of 2.

In Fig. A2 we show the net observed intensity,
TL52(BL22TLrd), predicted for signals returned from the
range of depths used in our analysis. This is energy intensity,
for two-way propagation, as a function of range for a refer-
ence source and is in absolute units~i.e., dB down from an
axial level of 1mPa at 1 m from the center of the array!.
Actual geometric propagation loss in the ocean is described
by spherical spreading loss close to the source and cylindri-
cal spreading loss in the far field.21 For simplicity in process-
ing the data, we fit the net intensity curves with transmission
loss curves based solely on cylindrical spreading. The loss
predicted by cylindrical spreading is

TLcyl523~10 log10Ar 21d2!1TL0 , ~A8!

whered is the seafloor depth and TL0 is a reference level
used to match transmission loss within the offset range used

FIG. A1. Velocity-depth profile used in ray tracing. The data are from a
CTD profile collected at 26°14.188 N, 46°13.518 W, on 7 Dec. 1993. Val-
ues below 4000 m~thin line! are extrapolated from the measured profile.

FIG. A2. Transmission loss predicted by two-way cylindrical spreading
decay~shifted by TL050.00243d171.15 dB, whered is the depth! com-
pared to the transmission loss predicted by total energy decay~TL!, calcu-
lated as the combination of ray divergence and the incoherent spatial beam
pattern, for the depth range used in our analysis. The cylindrical spreading
curves predict the energy loss between 12 and 22 km within60.5 dB.
Between 10 and 12 km the error is larger but only for deep seafloor areas. In
the worst case, 4500 m at a range of 10 km, the error is about24 dB. In the
far ranges, the error is larger for the most shallow depths. In the worst case
~3200 m at 25 km!, the error is about 4 dB, however little data was observed
in this range~see Fig. 7!.
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in our analysis. From 10 to 25 km, the cylindrical spreading
curve has similar slope to the envelope of the sum of the
beam pattern and ray divergence curve but is offset in abso-
lute units. In Fig. A2 we plot2TLcyl for three depths, with

TL050.00243d171.15 dB, ~A9!

which fits 2TLcyl to BL22TLrd in this depth range. The
cylindrical spreading curves predict the energy loss between
12 and 22 km within60.5 dB. Between 10 and 12 km the
error is larger but only for deep seafloor areas. In the worst
case, 4500 m at a range of 10 km, the error is about24 dB.
At far ranges, the prediction error is larger for the most shal-
low scatterers; for example at the 25-km range and 3200 m
depth, the error is as much as 4 dB. However, very little data
used in our analysis have ranges greater than 20 km~see Fig.
7! or depths greater than 4000 m.

We conclude that the correction needed to account for
source beam pattern and geometric transmission loss can be
approximated by a cylindrical spreading loss as

TL52~BL223TLrd!'TLcyl
src1TLcyl

rec1TL0, ~A10!

where

TLcyl
src510 log10r src ~A11!

and

TLcyl
rec510 log10 r rec ~A12!

taking r src as the propagation distance~slant range! from the
source to a seafloor grid cell andr rec as the propagation
distance from the receiver to the grid cell. The net approxi-
mation to the equivalent target scattering strength is

TS'RLs2SL1TLcyl
src1TLcyl

rec1TL0 ~A13!

The surface scattering strength

Ss5TS210 log10 A ~A14!

is then approximated by

Ss'RLs2SL1TLcyl
src1TLcyl

rec1TL0210 log10 A. ~A15!
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The paper describes an ultrasonic backscatter device for measuring vertical profiles of the
concentration of suspended sand in water in the presence of air bubbles. The use of six frequencies
permits a simultaneous measurement of the concentration of suspended sand, the grain size, and the
concentration of air bubbles. For measuring in the near field of a transducer, the sensitivity of an
ideal piston-like transducer in the near field is calculated and compared with measurements. A
simple, but fast and efficient inversion algorithm to convert the backscattered intensities into
sediment concentration and grain size is described. Measurements of known suspensions with
concentration and grain size are presented, they exhibit a low error~20% rms! over a grain radius
from 40 to 300mm. In-situmeasurements of the concentration of suspended sediment in the surf
zone are compared with the results of two optical backscattering sensors~OBS!. © 1997
Acoustical Society of America.@S0001-4966~97!02412-0#

PACS numbers: 43.30.Gv, 43.30.Ma, 43.30.Pc@JHM#

INTRODUCTION

The measurement of concentration of suspended sedi-
ment in seawater is an important problem in marine geology.
The main objectives for measurement of suspended sediment
concentration are the validation of models of the erosion and
resuspension, and providing data for assessment of erosion
and deposition rates. In usual applications it is required to
measure the concentration at different levels, typically in the
range 0–1 m above the seabed, with a high temporal~ap-
proximately 0.1 s! and spatial~1 cm! resolution.

While for measurements in the laboratory, scales and
Coulter–Counters permit a precise determination of the con-
centration and particle size, forin-situmeasurement mainly
optical and acoustical methods are applied. In the last 10
years, acoustic systems have won recognition.1–5 In these
systems, a downlooking transducer situated about 1 m above
the bottom emits short~approximately 10ms! ultrasonic
pulses. The signal is backscattered by sand grains at different
levels and received by the same transducer~monostatic con-
figuration!, then amplified, filtered, and range-gated. After
corrections for attenuation, spherical spreading, and the
backscattering properties of the suspended sediment, the
concentrations at different discrete levels~range bins! are
obtained.

One remaining problem is the presence of air bubbles in
water. At standard measuring frequencies in the MHz range,
the backscattered signal by air bubbles near the surf zone
equals to about 0.1–1 g/l of sediment, and when using a
single frequency, it is indistinguishable from sand. Also the
sensitivity to a homogenous suspension in the near field of a
transducer is given only by approximate formulae, which has
led some authors to measure only in the far field.

The in-situmeasurement of the grain size and sediment
concentration was solved by Crawfordet al.5–7 by using a
three-frequency system. For an additional measurement of
the concentration of air bubbles, however, more frequencies

are needed. This paper describes a system named ASAP
~acoustic sand and air bubble sensitive profiler! that uses six
frequencies and a standard inversion algorithm in order to
reduce the error of sand concentration measurements in the
presence of air bubbles.

I. BACKSCATTER THEORY

For obtaining the backscatter intensityI ( f ,r ) ~r is the
distance between range bin and transducer,f is the measur-
ing frequency! of a range bin, the square of the output volt-
ageV( f ,r ) of the amplifier following the transducer must be
corrected with the overall system sensitivityS( f ), the ab-
sorption due to water, the absorption due to suspended mat-
ter, and the range dependence due to near-field effects or
spherical spreadingE(r , f ), respectively,

I ~ f ,r !:5
V2~ f ,r !

S~ f !E~r , f !
expS 24a0r24E

r 850

r

as dr8D ,
~1!

wherea0 is the coefficient of attenuation due to water andas

is the attenuation due to suspended matter.
The backscatter intensity is a function of the particles in

the range bin. It is caused by suspended sand of the concen-
tration CS , the grain radiusas , and the backscatter cross
sectionss , as well as air bubbles with the concentrationCa ,
the bubble radiusaa and the backscatter cross sectionsa :

I ~ f ,r !5KHCs~r !K ss~ f !

as
3 L 1Ca~r !K sa~ f !

aa
3 L J , ~2!

where thê & represents averaging over the grain radius and
the bubble radius distribution, respectively, andK is a
device-dependent factor.
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The parameter in Eq.~1! that is the most difficult to
calculate is the near-field sensitivityE(r ). It only depends on
the features of the transducer and will be discussed in the
following section.

II. NEAR-FIELD SENSITIVITY

The near field of a piston-like transducer~at is the radius
of the active area! extends to aboutr n :5pat

2/l. The sensi-
tivity E(r ) to a homogenous suspension of scatterers in the
near field cannot be described by ther22 term valid in the far
field, but must be calculated numerically. Since this sensitiv-
ity is difficult to measure or to calculate, in some backscatter
devices the transducers are placed so high above the bottom,
that the relevant range bins near the bottom are in the far
field of the transducer.5–8 This leads, however, to longer
paths between transducer and these range bins, and thus to
higher losses due to spherical spreading and attenuation
along the path. Also, the sand concentrations in the range
bins near the transducer, that must be taken into account for
the attenuation, cannot be calculated.

For calculating the sensitivity in the near field, an ideal
piston-like transducer is assumed. The total pressure ampli-
tudep~rV! at a volume elementdV given byrV ~Fig. 1! can
be calculated:

p~rV!:5
p~r 0!r 0

pat
2 U E

A

1

urV2rAu
exp~2 ikurV2rAu!dAU,

~3!

wherep(r 0) is the on-axis pressure amplitude at the refer-
ence distancer 0. A part of this pressure is backscattered by
the randomly dispersed scatterers indV and causes an inci-
dent pressuredpi~rA! at the surface of the transducer:

dpi~rA!

dV
5
d~Asb!

dV

p~rV!

A4p

1

urV2rAu
exp~2 ikurV2rAu!,

~4!

wheresb is the backscattering cross section of the scatterers
in dV. The output signal of a transducer only depends on the
pressure amplitude integrated over the active area, i.e., on the
force amplitudedFi /dV applied on the active area. It can be
obtained by

dFi
dV

5E
A

dpi~rA!

dV
dA5

d~Asb!

dV

p~rV!

A4p
U E

A

1

urV2rAu

3exp~2 ikurV2rAu!dAU
5
d~Asb!

dV

1

A4p

p~r 0!r 0
pat

2 U E
A

1

urV2rAu

3exp~2 ikurV2rAu!dAU2. ~5!

This force amplitude corresponds to an incident time-
averaged powerP̄i with

dP̄i
dV

5
Z

2

d~pi
2!

dV
5
Z

2

1

pat
2

d~Fi
2!

dV
, ~6!

whereZ is the acoustic impedance of water. Consider now
the effect not only of the volume elementdV, but of all
volume elements in the distancer to the transducer. Since
the acoustical waves from all volume elements arrive inco-
herently, the incident time-averaged powersdPi , not the
forcesdFi , must be integrated over all volume elementsdV
in the range binV to obtain the total incident power on the
active surface:

P̄i~r !5E
V

dP̄i~r !

dV
dV

5
Z

2pat
2 S d~Asb!

dV

1

A4p

p~r 0!r 0
pat

2 D 2
3E

V
U E

A

1

urV2rAu
exp~2 ikurV2rAu!dAU4 dV.

~7!

For r@r n , this formula describes the well-known spherical
spreading in the far field. From Eq.~7!, the constants can be
eliminated by dividingP̄i(r ) by P̄i(r x), wherer x is an arbi-
trarily chosen reference distance. Then, the relative and di-
mensionless sensitivityE(z) is obtained@note that these con-
stants are device-dependent and thus contained in the system
sensitivityS( f )#:

E~z!:5
P̄i~r !

P̄i~r x!
. ~8!

Evaluating this expression numerically for differentr , at
and l shows, that forat/l@1, E(r ,at ,l) depends only on
z:5r /r n . For transducers withat/l.4, which is commonly
the case for the high-frequency transducers used for measur-
ing sediment suspensions, the following approximation has
less than 6% maximum error@referred to Eq.~8!# at distances
r.0.06r n :

FIG. 1. Geometry for calculation of near-field sensitivity.
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E~z!5
1

11a1z1a2z
21a3z exp~24z!1a4z

2 exp~25z!
,

a1520.012, a2515.154,

a35126.6, a45280.113. ~9!

For z@1 ~far field!, it exhibits the expected 1/z2 behav-
ior due to spherical spreading. Figure 2 shows the calculated
@Eq. ~8!# and the approximated@Eq. ~9!# E(z) as well as the
relative error. Downinget al. proposed9 the following for-
mula as an approximation to the result of comparable calcu-
lations:

E~z!5S 1z 111.35z1~2.5z!3.2

1.35z1~2.5z!3.2 D 2. ~10!

This formula gives very similar results to Eq.~9!. The two
theoretical formulae are presented in the following together
with measured data.

E(z) can be measured simply using a dilute homoge-
neous suspension, in this case Eq.~1! and Eq.~2! indicate
thatE(r ) is proportional toV2(r ) exp~24a0r !. To measure
the sensitivity in the near field, a suspension of polystyrene
spheres with a specific weight~g'1.035 g/cm3! nearly equal

to that of water was prepared. In contrast to sand grains,
these plastic spheres lead to a very homogeneous suspension.
The concentration was about 0.1 g/l, so that absorption or
multiscattering can be excluded as sources of error. The
range measured wasr55–40 cm for all transducers. Figures
3, 4, and 5 show the responses for the 1-, 2-, and 6-MHz
transducers, respectively, as well as the response predicted
by Eqs. ~9! and ~10!. These responses were normalized to
E(z)51 at r5r n , i.e., atz51. Equations~9! and ~10! give
almost the same result, but the difference of these theoretical
formulae to the measured data is comparatively high, espe-
cially for the 2-MHz, but also for the 6-MHz transducer. This
is very likely due to the fact that transducers cannot be con-
sidered as ideal baffled pistons, because the effective
~‘‘acoustic’’! radius in some transducers is up to 27%
smaller than the geometrical radius.8 Figure 6 shows, as an
example, the measured response of the 2-MHz transducer
~that has the highest deviation from the theoretical response
of all three transducers! as well as Eqs.~9! and~10!, with an
effective radius taken as 80%~1.67 MHz! and 70% ~2.5
MHz! of the geometrical radius, respectively. These values
were chosen because the manufacturer states that the effec-
tive radius is 75% to 80% of the geometrical radius at the

FIG. 2. at/l512: ——— E(z) from Eq. ~8!, --- approximatedE(z) from
Eq. ~9! and .... relative error of approximatedE(z).

FIG. 3. Near-field sensitivity of the 1-MHz transducer, ---: Eq.~9!, –•–•:
Eq. ~10!, ....: 0.67 MHz, ———: 1 MHz.

FIG. 4. Near-field sensitivity of the 2-MHz transducer, ---: Eq.~9!, –•–•:
Eq. ~10!, ....: 1.67 MHz, ———: 2.5 MHz.

FIG. 5. Near-field sensitivity of the 6-MHz transducer, ---: Eq.~9!, –•–•:
Eq. ~10!, ....: 4 MHz, ———: 6 MHz.
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nominal frequency of 2 MHz. The deviation of the measured
data from the theoretical response is much lower than with
an effective radius equal to the geometrical radius assumed,
as in Fig. 4.

Therefore, it seems that exact values for the near-field
sensitivity of a given transducer should be obtained by mea-
surement of a homogeneous suspension with this transducer,
rather than by calculation. This was also done with the sys-
tem presented here.

III. FREQUENCY RESPONSE OF AIR BUBBLES

When measuring near the surf zone, air bubbles in the
water are the largest source of error, and the most difficult to
deal with. Unlike other sources of error, it cannot be reduced
by averaging.

The following two experiments show, that the frequency
response of the backscattering cross sectionsa( f ) of ‘‘natu-
ral’’ air bubbles~generated by a water jet or in the surf zone!
in different situations is relatively constant. This is in con-
trast to suspended sand of different grain size, that shows a
strongly varying frequency response depending on the grain
size.

~1! In the laboratory, a water jet was injected into a
water-filled tank to generate air bubbles, and the backscat-
tered intensities were measured for each frequency after

fixed intervals of time. Figure 7 shows the backscattered in-
tensities as a function of the frequency, 0,60,...,480 s after
the injection was stopped. It can be seen that the backscat-
tered intensity decreases with time nearly constantly for all
frequencies, for a concentration range of about 1:1000. Since
small bubbles dissolve faster than large, the size distribution
of the bubbles may tend to larger bubbles with time, so that
a change of the frequency response of the intensity could
have been expected, but was not seen. With salt water~3%
NaCl!, similar results are obtained, except that the bubbles
dissolve more slowly.

~2! Figure 8 shows the backscattered intensity of air
bubbles in laboratory, generated as before with a water jet, at
different temperatures and at 0% and 3% salt content, respec-
tively. Also shown is the backscattered intensity of a mixture
of a large concentration of air bubbles and a small sediment
concentration in the surf zone. The deviations of the back-
scattered intensity and thus of the backscattering cross sec-
tion at different frequencies in the laboratory
measurements—some 30% to 50%—are rather low com-
pared with the absolute ratios of a factor of 100 and more
between the backscattered intensities of suspended sediment
of different radii ~Fig. 9, calculated values using formulae
presented in Refs. 8 and 10!. With the measurement of air
bubbles in the surf zone, the suspended sediment is presum-

FIG. 6. Near-field sensitivity of the 2-MHz transducer, ---: Eq.~9!, –•–•:
Eq. ~10!, ....: 1.67 MHz ~effective radius580% of geometrical radius!,
———: 2.5 MHz ~effective radius570% of geometrical radius!.

FIG. 7. Frequency response of the corrected backscattered intensity of dis-
soluting air bubbles in water.

FIG. 8. Frequency response of the corrected backscattered intensity from air
bubbles in water of different temperature and salt content in laboratory, and
in the surf zone.

FIG. 9. Backscattering cross section~calculated! referred to particle volume
of air bubbles and suspended sediment.
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ably responsible for the higher backscattered intensity at 4
and 6 MHz.

The results of these two experiments confirm, that in the
MHz range, the frequency response of the backscattering
cross section of air bubbles in laboratory, and air bubbles in
the surf zone, is approximately constant.

The backscatter cross sections at the different frequen-
cies,sa( f 0)•••sa( f 5) can thus be written as

sa~ f 0!5K0Ca ,

sa~ f 1!5K1Ca ,

••• ~11!

sa~ f 5!5K5Ca ,

K0'K1'•••'K5 ,

whereK0•••K5 are constants andCa is the concentration of
air bubbles. This is characteristic for nonresonant air
bubbles, so that in the following the air bubbles are assumed
to be nonresonant.

Also acousticin-situ measurements11,12 show that the
number of air bubbles per 1-mm radius step decreases below
a bubble radius of approximately 30mm. Therefore, there
will be only few bubbles having the resonant radius at 0.67
to 6 MHz, namely 0.54 to 5mm. Even though their acoustic
cross section is about 104 times higher then their geometrical
cross section most backscattered energy comes from non-
resonant air bubbles.

For calculating the concentration of air bubbles from the
given intensities, however, the radius distribution must be
known. In the device described here,aa is assumed to be an
arbitrarily chosen value of 100mm. Thus air bubble concen-
trations calculated with this device can only be compared
among each other, they are not to be taken as absolute val-
ues. This is meaningless in this application, however, since
only the sediment concentration is interesting and the air
bubble concentration is only a by-product.

IV. NEAREST-NEIGHBOR ALGORITHM

The inversion of the signals—i.e., the transformation of
the received intensities into concentration of sediment, con-
centration of air bubbles, and grain size—is done by a
nearest-neighbor algorithm~NNA!. This method of estimat-
ing is widely used in multichannel inversion.13 For the cal-
culation, the vectorI :5„I ( f 0 ,r ),...,I ( f 5 ,r )…, denoted for
simplicity as I (r ), consists of the corrected backscattered
intensities@Eq. ~1!# of the six frequencies. Remember that
the valuesI ( f ,r ) are a function of the scatterers in the con-
sidered range bin only.

Since natural sediments approximately conform to a log-
normal size distribution,5 the suspended sand is described by
three parameters: Concentration, mean grain size, and stan-
dard deviation of the grain size. In air bubbles, however, the
measurements described above show, that in the MHz range,
the frequency response of the backscattering cross section of
air bubbles in the surf zone is not different from those in
laboratory, and it does not depend on the temperature and the
salt content of the water. Therefore, the backscatter cross

section of ‘‘natural’’ air bubbles can be described by their
concentration and an arbitrarily chosen radius alone.

Thus every range bin of water containing air bubbles
and suspended sediment has four unknown parameters:

~1! Concentration of sedimentCs ,
~2! concentration of air bubblesCa ,
~3! average grain sizeās , and
~4! standard deviations of the grain size.

They are combined in a parameter setPI with
PI :5(Cs ,Ca ,ās ,s).

In an off-line procedure, a large number of reference
vectors I ref(PI k) are calculated@Eq. ~2!# from the literature
values for the backscattering cross sections of suspended
sediment8 and nonresonant air bubbles,10 for different param-
eter setsPI k , k is the number of the set. So, to eachPI k set a
I ref(PI k) vector is directly associated. Each of the parameters
has typically 1–50 values, e.g.,ās525,30,35•••500mm.

Each reference vector thus stands for a mixture of sus-
pended sediment and air bubbles, and of course there are also
reference vectors for pure suspended sediment and pure air
bubbles. To determine the parameters of a measured vector
Imeas, from all reference vectors the reference vectorI ref(PI k)
is found, for which the Euclidean distance toImeas, namely
uImeas2I ref(PI k) u, is minimum. The parameter setPI k is then
taken to be valid also forImeaswith a negligible error.

A disadvantage of this form of the NNA is the large
amount of calculation time and storage capacity needed,
since for each possible combination of sediment concentra-
tion, air bubble concentration, grain size, and standard devia-
tion a reference vector must be generated, stored, and com-
pared. To overcome this problem, a modified NNA was used
and is presented here.

The normalized reference vectorsI ref,norm(PI k) are de-
fined by

I ref,norm~PI k!:5
I ref~PI k!

uI ref~PI k!u
. ~12!

Likewise, the normalized measured vector is defined by

Imeas,norm:5
Imeas

uImeasu
. ~13!

After Imeasis measured and normalized toImeas,norm, the
‘‘nearest neighbor’’ ~defined by minimum Euclidean dis-
tance! I ref,norm(PI k) is found. Then can the parameters belong-
ing to Imeas, namelyCs,meas, Ca,meas, ās,meas, andsmeas, be
calculated fromPI k5(Cs,k ,Ca,k ,ās,k ,sk):

Cs,meas5
uImeasu

uI ref~PI k!u
Cs,k , Ca,meas5

uImeasu
uI ref~PI k!u

Ca,k ,

~14!
ās,meas5ās,k , smeas5sk .

By this normalization, the number of reference vectors
needed is largely reduced, e.g., for air bubbles of every con-
centration only one single normalized reference vector is
needed. A single normalized reference vector accounts for a
given ratio of sediment concentration to air bubble concen-
tration, independent from the absolute concentration. The ab-
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solute concentration, however, is contained inuImeasu and
uI ref(PI k) u, respectively.

An advantage of the NNA over other inversion algo-
rithms is, that constraints can easily be applied, especially
useful in this application is the constraint of a minimum and
/ or maximum average grain sizeās,min andās,max. The mini-
mum and the maximum grain size of the bottom sediment is
known in most cases, so that also the grain size of the sus-
pended matter must be within these limits. In this case, the
NNA comparesImeas,normonly with those normalized refer-
ence vectorsI ref,norm(PI k) for which ās,min < ās,k < ās,max is
true.

For the system described here, eleven ratios of sediment
concentration / air bubble concentration~namely 10:0, 9:1,
8:2, 7:3, 6:4, 5:5, 4:6, 3:7, 2:8, 1:9, 0:10!, 30 grain radii from
25 to 500mm, and one standard deviation~s51.2! are used,
which results in 301 reference vectors~11•30•15330 could
be expected, but note that the normalized reference vectors
for pure air bubbles are identical for all grain radii!. The time
to calculate the parameters for oneImeasvector is as little as
4 ms on a Pentium-90 PC. The average error due to the
remaining distance betweenImeas,normand I ref,norm(PI k) was
calculated in detailed simulations. It is much smaller than
other sources of error like configurational noise~the varia-
tion in backscatter intensity due to the arrangement of the
scatterers within the range bin!. Thus the number of 301
normalized reference vectors can be considered as sufficient,
provided thats is constant.

V. HARDWARE OF THE BACKSCATTER DEVICE

As described before, the water–sand–air bubble suspen-
sion in a range bin in the surf zone has four unknown pa-
rameters. These could be calculated from four known values,
i.e., the backscattered intensities of four measuring frequen-
cies. In the device described here, six frequencies are used
instead of the bare minimum of four. The two extra frequen-
cies serve to cater for a larger range of measurable grain
sizes, and to improve the accuracy of the measurement.
Table I shows the used frequencies and the parameters of the
transducers. Each of the three transducers is driven with two
frequencies.

Three pulse generators create pulses of the frequencies
f 0 to f 5. To minimize errors due to fluctuations of the sedi-
ment concentration, the pulses are emitted in a
f 0u f 1u f 2u f 3u f 4u f 5••• f 0u f 1u f 2u f 3u f 4u f 5 sequence instead of a
f 0u f 0u f 0u f 0••• f 5u f 5u f 5u f 5 sequence. Three separate power
amplifiers drive the ultrasonic transducers. The received sig-
nal from the transducers passes a preamplifier with a gain of
14 dB ~0.67/1 MHz!, 20 dB ~1.67/2.5 MHz!, and 40 dB~4/6

MHz!, respectively. The different gains are adapted to the
different sensitivities of the transducers. A narrow-band filter
~Q56260 dependent on the frequency! reduces the noise,
then the signal is selected by a multiplexer, and heterodyned
down to an intermediate frequency of 200 kHz. The signal is
full-wave rectified and smoothed by a tapped delay line that
has a signal response equal to an integration of the last 14
ms, the time corresponding to the length of one range bin. A
12-bit A/D-converter finally digitizes the signal. These val-
ues are stored by microcontroller~Motorola MC68332, 16
MHz, 16-bit data width!. They are time averaged after typi-
cally 50 pulses to the valuesV( f ,r ) @Ref. Eq.~1!#, which are
transferred digitally at a rate of 80 kbit/s via a cable to the
interface and the PC~Fig. 10!. The circuits dynamic range of
60 dB permits the measurement of sediment concentrations
from 10 mg/l to 20 g/l at any grain size.

To avoid interference of the preamplifiers, care is taken
that all clock frequencies for the pulse generator, the A/D-
converter, etc. are above the highest signal frequency, 6
MHz. Furthermore, the PC is completely galvanically iso-
lated from the rest of the system by means of opto-couplers
in order to avoid ground loops, and interference by spikes
from the PC’s ground.

VI. CALIBRATION

To obtain absolute values of the overall system sensitiv-
ity S( f ) for each frequency, a calibration setup similar to
the one described by Sheng was used. As it is described
extensively in his work,8,14 it is only depicted briefly here.
The setup uses a steel wire as a standard target, the radius is
aw50.1 mm corresponding to akaw from 0.3 to 2.8. The
length of the wire~40 cm! is much higher than the footprint
of the transducers lobes~max. 6 cm! at the distance from
transducer to wire~r550 cm!, so the backscattering cross
section of the wire and thenS( f ) can be calculated. These
values for the system sensitivities were finally reduced by
10%–30% depending on the frequency, to fit the laboratory
measurements of suspended sand.

VII. LABORATORY MEASUREMENTS

To determine the accuracy of the ASAP, a setup was
built to generate a homogeneous suspension~Fig. 11!: sand
is injected from a container at a constant rate of 0.1–0.3 g/s,
depending on the grain size, into a vertical, water-filled tube.
It is mixed by an impeller, and distributes to a homogeneous
suspension while sinking. During each measurement, differ-
ent samples of 250 ml were taken, the sand was allowed to
settle down and was dried and weighed. The root mean
square deviation of the concentration of such samples taken

TABLE I. Frequencies used.

Measuring frequency/MHz 0.67 1 1.67 2.5 4 6

Transducer’s nominal frequency/MHz 1 2 6
Radius of transducer/mm 10 10 3
Half-beamwidth~70 at/l!/0 1.54 1 0.6 0.42 0.88 0.58
Near-field length~pat

2/l!/mm 140 210 349 523 75 113
Type ~manufacturer: Karl Deutsch, Germany! TS 20 WB 1 TS 20 WB 2 TS 6 WB 6
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at different times from the same suspension was lower then
5%. The concentrationCS ranged from 0.4 to 2 g/l, depend-
ing on the grain size and thus on the sinking velocity. At
these concentrations, attenuation and multiple scattering can
be neglected. Figure 12 shows the concentration measured
by the ASAP versus the true concentration that is known
from the samples, the horizontal line shows the desired be-
havior. The rms~root mean square! error is about 20%, with
individual values up to630%. Figure 13 shows the grain
size measured by the ASAP versus true grain size. Here, the
diagonal line shows the desired behavior. The rms deviation
is about 15%.

It should be noted, however, that these relatively small
errors are in some degree due to the benign laboratory con-
ditions: low fluctuation of the sand concentration, absence of
air bubbles, and a spatially homogeneous sand concentration.
The error when measuring in the surf zone is higher, but the

following comparison with optical sensors indicates that it
does normally not exceed a factor of 2.

VIII. FIELD RESULTS

With the ASAP, a number ofin-situmeasurements were
carried out near the island of Sylt, North Sea, Germany. The
transducers were positioned in the surf zone, 35 cm above
the ground. For comparison, two OBS~optical backscatter-
ing sensors, manufacturer D&A Instruments Co.! were
mounted 10 and 25 cm below the transducer. The OBS were
calibrated to the average grain diameter of the ground sedi-
ment, 325mm. Also the wave height was monitored with a

FIG. 10. Hardware of the ASAP.

FIG. 11. Setup for generating homogeneous suspensions.
FIG. 12. Ratio of concentration measured by ASAP to true concentration
versus grain radius.
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pressure gauge. Figure 14 shows the result of a 38-s mea-
surement with some strong resuspension events, as well as
the wave height above the bottom.

Figure 15 shows the concentration of the measurement
from Fig. 14 at the height 10 cm above the bottom, as well as
the calculated concentrations from the OBS signal mounted
at the same height. Since the measured volumes of OBS and
ASAP had a distance of some 20 cm, high short-time dis-
crepancies occur, and the peaks of the suspension clouds
have a time difference of some seconds.

For this measurement, Fig. 16 shows the time-averaged
sand concentration versus height above bottom. The expo-
nential behavior, which is also indicated by some theories of
suspension of sediment in the surf zone,15 can clearly be

seen. The two crosses mark the time-averaged concentrations
of the two OBS. They are only about half as high as the
ASAP results.

IX. SUMMARY AND CONCLUSIONS

Due to the different frequency response of suspended
sand grains and air bubbles, the use of six frequencies per-

FIG. 13. Grain radius measured by ASAP versus true grain radius.

FIG. 14. Measurement with ASAP in the surf zone near Sylt.

FIG. 15. Comparison of the concentrations measured by OBS~----! and
ASAP ~———!.
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mits a precise measurement of concentration and grain size
of suspended sediment in the presence of air bubbles. The
part of the backscattered intensity due to air bubbles can be
determined.

The near-field length extends to up to 500 mm, depen-
dent on the transducer. Therefore, the transducer sensitivity
to a homogeneous suspension was both calculated and mea-
sured. While the difference between the computed formula
and a corresponding formula found in literature is quite
small, higher discrepancies between the computed formula
and results of measurements were observed, very likely due
to the fact that the transducers are not ideal baffled pistons.
The errors thus can be greatly reduced by assuming an
‘‘acoustic’’ radius smaller than the geometric radius.

During dissolution, air bubbles in fresh water and in salt
water in laboratory exhibit almost the same frequency re-
sponse. An alike frequency response is also seen in the surf
zone. Air bubbles therefore can be described by their con-
centration alone and can be discriminated from suspended
sediment, their concentrations can be separately calculated.

As a standard inversion algorithm, a modified nearest
neighbor algorithm is used with good accuracy and execu-
tion time.

With sand of different grain sizes, the rms error of the
concentration and grain size estimation in laboratory is about
20%. For in-situ measurements, higher errors occur due to
air bubbles~whose influence can numerically be compen-
sated, but due to measuring errors a residual error remains!,
absorption of ultrasound and multiple scattering. A compari-

son with two ~also error-prone! optical backscattering sen-
sors showed deviations of about a factor of 2.

Finally, it seems that the use of six frequencies seems to
be a step toward higher accuracy in acoustic concentration
profilers. The necessary amount of hardware and software is
only a little higher than for a three-transducer, three-
frequency system.
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Acoustic characterization of an adult bubble injected
into a fully developed turbulent flow field

Ali R. Kolaini and Alexei G. Goumilevski
National Center for Physical Acoustics, University of Mississippi, University, Mississippi 38677

~Received 28 February 1995; revised 31 December 1995; accepted 22 June 1996!

The acoustical characteristics of bubbles injected into a fully developed turbulent flow field are
studied. By injecting an ‘‘adult’’ bubble into a flow, generated by a submerged axisymmetric
horizontal water jet, the acoustic reexcitation of the bubble with and without breakup may occur in
the shear-induced flow region. Bubbles of various sizes were introduced into jets of various speeds
by means of interchangeable hypodermic needles. Results of the role of the turbulent flow
characteristics in determining the acoustic bubble response are discussed. The characterizations of
both the acoustical and the dynamics of the bubbles encountering a turbulent flow field depend upon
the estimated integral and microlength scales, the corresponding Reynolds numbers, and the critical
Weber numbers for both bubble distortion and breakup. A critical Weber number was estimated to
be 0.52 for an ‘‘adult’’ bubble acoustic reexcitation without breakup and 1.10 for bubble breakup.
A simple model is given to account for the bubble acoustic radiation. The Rayleigh–Plesset
equation was altered by incorporating the turbulent pressure fluctuation of the flow as a driving force
of the bubble. The turbulent energy spectrum obtained experimentally was used to predict the
monopole acoustic emission by the bubble. Some conclusions are given about the nature of the
turbulent flow field and conditions under which the bubble acoustic reexcitation may occur.
© 1997 Acoustical Society of America.@S0001-4966~97!05812-8#

PACS numbers: 43.30.Lz, 43.30.Nb@JHM#

INTRODUCTION

Much work has been done in the past on the dynamics of
a single air bubble in water subject to various forms of ex-
citation. However, the mechanisms of excitation of a single
bubble, by a turbulent pressure field are not yet fully under-
stood. In general, the pressure spectrum of a turbulent flow is
relatively broad, and there is the possibility that large
changes in bubble volume and shape may arise from the
high-frequency pressure fluctuations surrounding the bubble.

Some of the earliest studies of the noise in the ocean
were published in 1948 by Knudsenet al.1 Since then, much
progress has been made toward the understanding of ocean
ambient noise. We now know that many sources contribute
to ocean ambient noise. Some of these bubble-related mecha-
nisms are splash or rain noise~Prosperetti et al.2 and
Pumpheryet al.3!, hail and snow~Crum et al.4!, breaking
waves ~Medwin and Daniel,5 Farmers and Ding,6 Loewen
and Melville,7 Kolaini and Crum8!, and capillary waves
~Longuet-Higgins,9 Kolaini et al.10!. The noise from these
sources is all bubble-related.

In the ocean, bubbles can be deformed by turbulent flow
fields created by breaking waves, motion of marine vehicles,
and Langmuir circulation. An important scientific question is
what role the turbulent pressure fluctuation plays on mono-
pole acoustic radiation of bubbles. The linear theory predicts
that, the most efficient mechanism that a bubble has for the
emission of sound into the far field is through volume pulsa-
tions where the higher modes~surface modes! of oscillations
are volume preserving and thus radiate inefficiently. Follow-
ing Lamb,11 the shape oscillations of a gas bubble of equi-
librium radiusR0 in an unbound liquid of densityr, in which
the radial displacement is described by a spherical harmonic
of degreen, the radian frequencyvn is given by

vn
25~n21!~n11!~n12!~T/rR0

3!, ~1!

where T denotes the surface tension, andn is an integer
number. On the other hand there is a purely radial oscillation
whose radian frequency is given by the well-known
equation,12

v0
25

3gP`

rR0
2 1

2~3g21!T

rR0
3 , ~2!

whereP` is the equilibrium gas pressure andg is the ratio of
the gas specific heats and equal to 1.4 for adiabatic pro-
cesses. Longuet–Higgins13 showed that there is a resonance,
at second order, betweennth normal mode, with frequency
vn , being equals to 1/2v0, the frequency of the breathing
mode. He incorporated the damping effect and found the
stimulation of the breathing mode arises mainly during the
first few cycles of oscillation, and is not due to any long-term
exchange of energy between the modes. In a series of papers,
Longuet-Higgins14,15pointed out due to the peculiarity of the
damping characteristics of the bubble, the sound emissions
from the initial distortion would appear to have approxi-
mately the frequency of the breathing mode rather than twice
the frequency of a distortion mode. Longuet-Higgins13 pre-
dicted that the distortion modes could contribute to the far-
field sound radiation by producing a monopole radiation of
sound at a second-order of magnitude. Ffowcs-Williams and
Guo16 used the method of multiple scales to examine the
problem. They acknowledged that a transfer of energy from
the surface mode to the volume mode occurs at the exact
resonance, and that a periodic exchange will occur near reso-
nance. However, they believe that the amount of energy ex-
changed is so small that no significant sound radiation oc-
curs. The acoustic reexcitation of a bubble by turbulent flow
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fields was ruled out by Crighton and Ffowcs-Williams.17

They showed that the effective turbulent length scales are
much smaller than the bubble radius to cause coherent forc-
ing over the bubble entire surface.

More recently Maoet al.18 have shown experimentally
that the nonlinear coupling between the surface and volume
modes of an oscillating bubble is possible at low-ambient
pressures~i.e., a few cm Hg! where the conditionv052vn

was met. However, they were unable to detect the surface
modes which can be in resonance with the volume mode at
atmospheric pressure.

The highly chaotic motion of the turbulent flow field in
the ocean left behind by breakers may distort and deform the
‘‘adult’’ bubbles and subsequently radiate sound. Recently,
the effect of the bubble relative motion on its acoustic emis-
sions in a flow field have been studied.19,20It has been shown
that the nonstationary motion of a bubble in a quiescent liq-
uid initiates its volume oscillations.20

This study was designed to investigate experimentally
and theoretically the role of the turbulent flow field on the
acoustical behavior of an ‘‘adult’’ bubble. In this study, we
have chosen a submerged water jet as a host turbulent flow
field where its fluid dynamics have been extensively investi-
gated and reported in the literature.

I. EXPERIMENTAL PROCEDURES

The experimental setup to examine the sound production
mechanisms in a turbulent flow containing bubbles consisted
of a Plexiglas® laboratory tank with dimensions of 2.1
m32.1 m31.8 m ~width, length, and height!. A simple sys-
tem that enables us to introduce gas bubbles into a turbulent
region was developed and positioned in the trough section of
the tank attached to it~Fig. 1!. A bubble was injected into the
fully developed region of the turbulent jet produced by a
submerged nozzle at (x/D);10, wherex is the distance
along the jet andD is the nozzle diameter. The injected
bubble was acoustically ‘‘inactive’’ by the time it entered the
turbulent portion of the flow. The turbulent jet was produced
by the nozzle that expels water from a plenary volume into a

return tank. The pressure difference between the plenum and
the return thank was maintained by a gravity feed tank
mounted above the plenum. A steady-state flow was
achieved using a flow maintenance pump that transferred
water from the return tank to the gravity feed tank. The
pump inlet storage tank and the upstream source tank serve
to isolate the return tank and the plenum region from sound
produced by the pump. This isolation reduced the back-
ground noise in the return tank where acoustic signals were
acquired. From the plenum interchangeable nozzles were
used to create turbulent jets of various intensities. The jet
speed at the nozzle’s exit ranged from 1.03 to 3.0 m/s and
were accurately controlled by a Cole–Palmer flow meter.
Three needle sizes: 0.19, 0.39, and 1.03 mm were used to
create various size bubbles. Air was supplied to the needles
utilizing a Cole–Palmer 3418 syringe pump. The pump
speed was selected to produce a bubble per second. The
needle was positioned on a holder and was placed below the
jet boundary. A B&K 8103 hydrophone suspended in the
tank from an aluminum I-beam was used to receive the
acoustic emissions of the bubble. The B&K hydrophone
high-passed at 200 Hz using a Stewart VBF8 filter was con-
nected to a digitizing LeCroy 9400A oscilloscope via a B&K
type 2635 charge amplifier and was digitized with sampling
rate of 40 k/s. The waveforms were then downloaded to a
Macintosh II computer for storage and further analysis.

The knowledge of the flow field is of paramount impor-
tance for an understanding of the sound mechanisms in a
turbulent flow. Before injecting the bubble into the flow
field, the distribution of mean velocity, mean shear, and tur-
bulent intensities were measured utilizing calibrated hot wire
anemometry. The concurrent bubble deformation and the
aforementioned turbulent flow parameters are being mea-
sured using stereoscopic particle tracking velocimetry. This
technique would provide the nearly instantaneous spatial ve-
locity field measurements.21

II. RESULTS

A. Acoustic emissions

Using high-speed cinematography we were able to cor-
relate the bubble dynamics in the turbulent field and its
acoustic emissions. A Photec IV rotating prism camera with
speed of 1000 frames/s was used to film the turbulent flow
field containing an adult bubble; at the same time, the sounds
made by the bubble were detected by a hydrophone, ampli-
fied, and displayed on an oscilloscope. The oscilloscope
screen was photographed directly onto the movie film via an
auxiliary lens on the camera. The film recorded a continuous
oscilloscope trace and also a series of images of the flow.
The flow region was brightly lit through the back of the tank
using studio lights. Figure 2~A! shows a series of high-speed
photographs of a turbulent jet with an exit velocity of 2.2 m/s
~Re5UjD/n'7300! where a bubble of 1.1 mm in radius was
injected into the fully developed region of the flow~x/
D;10!. The bubble was formed by forcing air through a
hypodermic needle~not shown! and was allowed to rise
through still water, before encountering a horizontal turbu-
lent jet flowing from right to left. Frames~a!–~e! show the

FIG. 1. Schematic drawing of the experimental arrangement~not drawn to
scale!.
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acoustic emissions from bubble pinching off the needle.
Upon entering the jet~frame f, 76 ms!, the bubble experi-
ences deformation due to the shear rate of the jet velocity.
The deformation continues with no significant acoustic radia-
tion until frame ~o!. This frame and the subsequent ones
~o–t! show reexcitation and sound radiation from the bubble
without breakup. The ‘‘adult’’ bubble acoustic reexcitation is
due to the turbulent pressure fluctuations acting on the sur-
face of the bubble. In part C of this section we will discuss a
simple theory that predicts the acoustic radiation of the

‘‘adult’’ bubble upon encountering the highly shear-induced
region of the flow. Figure 2~B! shows a typical example of a
bubble ~1.1 mm! encountering a turbulent jet with an exit
velocity of 2.5 m/s. The pinch-off noise is shown in frames
~a–d!. The bubble enters the jet at frame e~80 ms!. In later
frames the bubble is distorted into a long filament. This fila-
ment breaks into two bubbles and produces sound~frames
k–n!. Two frequencies were emitted: one of approximately
2.5 kHz and the other 15 kHz.

These photographs illustrate that the turbulent jet can

FIG. 2. ~A! Photographs of a sequence of frames from high-speed movie depicting the bubble encountering with a horizontal turbulent jet. The original film
was made at a speed of 1000 frames/s. The bubble was formed at a nozzle~not shown in the image! and then allowed to rise through still water. The thin line
on the left-hand side of the images is an oscilloscope trace showing the radiated acoustic pressure generated by the bubble. In frames~a–e!, the bubble
detaches from the nozzle and oscillates at its resonance frequency of approximately 3.1 kHz. The bubble is floating upward and encountering the turbulent jet
which is flowing from left to right. In frames~g–n!, the bubble experiences the influence of the jet and deforms. The reexcitation of the adult bubble occurs
at frames~o–s! and 3.1-kHz noise is emitted without bubble breakup. Time intervals for each frame are as follows:~a–e! each increment 1 ms,~f! 76 ms,~g!
95 ms,~u! 97 ms,~i! 105 ms,~j! 111 ms,~k! 116 ms,~l! 124 ms,~m! 127 ms,~n! 129 ms,~o–s! each increment 1 ms,~t! 138 ms,~u! 143 ms,~v! 148 ms,
and~w! 155 ms. The jet velocity at the nozzle is 2.2 m/s and nozzle inner diameter is 3.35 mm. The white marks depicting the oscilloscope traces were high
lighted for better visualization. The jet boundary is identified by dashed lines in image a. The viewing area is~55 cm330 cm!. ~B! The same as part~A! except
jet velocity has increased to 2.5 m/s at the nozzle exit. Frames~a–d! show the pinch-off noise~3.1 kHz!. The bubble encounters the turbulent jet@frames
~e!–~o!# and breaks into two smaller bubbles each with frequencies of 3.5 and 4.5 kHz@frames~k–n!#. Time intervals for each frames are as follows:~a–d!
each increment 1 ms,~e! 80 ms,~f! 99 ms,~g! 117 ms,~h! 121 ms,~i–n! 125–130 ms,~o! 135 ms, and~p! 140 ms.
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indeed lead to ‘‘adult’’ bubble acoustic reradiation and
break-up. These mechanisms are further illustrated in Fig. 3
where a bubble of 1.1 mm in radius was allowed to encoun-
ter with a turbulent jet produced by a nozzle of 3.35 mm in
diameter with an exit velocity of 2.2 m/s. Figure 3~a! shows
the acoustic emissions from bubble detaching the needle fol-
lowed by the sound pressure of the bubble encountering the
jet @Fig. 3~b!#. The power spectra of these two signals@Fig.
3~c!# show the monopole acoustic excitation of the ‘‘adult’’
bubble caused by turbulent fluctuations acting on the bubble

wall. The exchange of energy between turbulent flow field
and the bubble dynamics which leads to acoustic emissions
could occur periodically if the bubble frequency coincide
with the resonance frequency of eddies@see Fig. 4~a!–~c!#.
Finally, Fig. 5~a!–~c! illustrates an example of the bubble
encountering a turbulent jet with the exit velocity of 2.5 m/s
where the adult bubble of 1.1 mm breaks into at least three
smaller bubbles with the resonance frequencies of 3.4, 5.2,
and 9.4 kHz. The noise resulted from bubble splitting was
hypothesized to be related to an instability rather than to the
motion driven by turbulent fluctuations.19 The high-speed
photographs shown in Fig. 2~a! and ~b! and pressure-time
traces shown in Figs. 3–5, serve to illustrate the mechanisms
in which turbulent pressure fluctuation may cause a bubble to
breakup and/or reradiate sound without breakup.

The bubble breakup and/or deformation and the subse-
quent acoustic radiation depend upon the size of the bubble,
jet velocity, frequency and intensity of the velocity fluctua-
tions. It is the instantaneous vortical structures and intermit-
tent nature of the flow that causes bubbles to be reexcited.
Figure 6~a!–~f! illustrates histograms of 100 events each
where various bubble radii were released from three different
needles that encountered various jet velocities. These events
are characterized into three regions;~1! bubble breakup,~2!
bubble acoustic reradiation, and~3! no acoustic radiation.
These regions are labeled by 1, 2, 3, on the horizontal axes,
respectively. The histograms shown in Fig. 6~a!–~c! are for
the same size nozzle~3.35 mm in diameter! with jet speeds
of 1.88, 2.13, 2.38 m/s, respectively. In each histogram three
needle sizes were used. As the bubble size increases, the
percentage of bubble breaking up was increased. The bubble
break up was also enhanced by increasing the jet velocities.
The histograms shown in Fig. 6~d!–~f!, are for a fixed bubble
size with nozzle sizes being 2.28, 3.35, 3.81 mm, respec-
tively. In these histograms the jet velocities were varied form
1.03 to 2.38 m/s. Majority of the 1.1-mm bubbles shown in

FIG. 3. The pressure time traces of a bubble of 1.1 mm in radius entering a
turbulent jet with an exit velocity of 2.2 m/s.~a! shows the pinch-off noise,
~b! is the signal when the bubble encounters turbulent fluctuations in the jet,
and ~c! is the corresponding power spectra.

FIG. 4. The same as Fig. 3, except the multiple exchange of energy has
occurred between the turbulent flow field and the bubble.

FIG. 5. The same as Fig. 3, except this time the bubble has broken into three
smaller bubbles with resonance frequencies of 3.5, 5.2, and 16 kHz. The jet
velocity is about 2.5 m/s.
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Fig. 6~d!–~f! were reexcited indicating the importance of the
acoustic reradiation of bubbles encountering the turbulent
flow field. These histograms illustrate the change in bubble
acoustical behavior as the jet speeds, bubble radii, and nozzle
sizes were altered.

B. Bubble deformation

Prediction of the bubble deformation and breakup in a
turbulent flow field is a formidable problem, primarily be-
cause of the inherent theoretical and experimental difficulties
in treating turbulent two-phase flows. The detailed quantita-
tive characterization of bubble deformation due to the inter-
action with high Reynolds number flow fields is an ongoing

research. In this section we discuss the effect of the overall
velocity field on bubble deformation and subsequent acoustic
emissions utilizing the hot wire anemometry~HWA! and
particle tracking velocimetry~PTV! velocity field measure-
ment techniques. The HWA technique provides long-time
temporal averaging of the fluctuating velocity components
while the PTV provides the instantaneous spatial information
of the flow.

Before injecting bubbles into the turbulent flow field, the
distribution of mean velocity, mean shear, turbulent intensi-
ties, and length scales of the water jet were measured at a
distances ofx/D;10, 20, 30, and 40 by means of 2-D hot
film anemometers. At 10 diameters from the nozzle, the flow

FIG. 6. ~a!–~c! Histograms of each with 100 events of the acoustical behavior of bubbles with nozzle diameter of 3.35 mm encountering various jet velocities
and bubble sizes, and~d–f! histograms of bubbles with a 1.1-mm size encountering various jet velocities and nozzle diameters.
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is in a fully developed turbulent region. The mean horizontal
velocity distribution in the jet is shown in Fig. 7. Go¨rtler22

developed a theory for round submerged jets with velocity
profile of

U

Umax
5S 11

j2

4 D 22

, ~3!

where j515.2r /x, andUmax57.4(J/r)1/2/x. The termJ is
the jet momentum,j is the similarity variable,Umax is the
maximum velocity at the center of the jet, andx is the dis-
tance from the nozzle. A comparison of the mean horizontal
velocity measurement shows a very good agreement with Eq.

~3!. The radial distribution of turbulent fluctuating velocities
are shown in Fig. 8. The turbulent intensity has a maximum
value at a region where shear stress is maximum. This region
of the flow field plays an important role in the adult bubble
deformation and subsequent acoustic radiation. In a fully de-
veloped turbulent flow field the lateral Taylor microscale can
be estimated to be23

lg>A2u82Y S ]u8

]r D 2. ~4!

The value oflg measured atx/D;10 andr>D is about 0.23
cm. The Reynolds turbulence number, Relg

5Au82lg /n,
based on the root-mean-square turbulent velocity and lateral
microscale,lg , is equal to about 700. The Kolmogorov mi-
croscaleh is therefore given by

h5lg~15!
21/4~Rel!21/2, ~5!

and equals to 4.431023 cm. The life-time of the turbulent
Kolmogorov eddies can be estimated to be around 147ms
using th5h/Au82. The lifetime of the Taylor microscale,
tlg

5lg /Au82 is estimated to be about 5.1 ms. The lifetime
of the Taylor microscale is sufficient enough to excite a
bubble with radius of 1.1 mm. The eddies with length scales
in the range of the Taylor microscale may be responsible for
bubble deformation and monopole acoustic radiation. The
turbulent vortices, in general, have three-dimensional struc-
tures and are characterized by their core diameter and the
vortex diameter. The Taylor microscale, which is responsible
for the turbulent shear, is characterized by the vortex diam-
eter. The analysis of splitting of drops and bubbles due to the
capillary and dynamic pressures were made by Hinze.23 The
fate of a bubble depends on two nondimensional ratios, the
Weber number defined as

We5
rn2

T/2R0
, ~6!

and ratio of length scales 2R0/h, where T is the surface
tension in dyn/cm. For our case 2R0@h, and for high Rey-
nolds numbers the wave numbers of the energetic eddies and
the dissipation range are widely separated. Under these cir-
cumstances, Kolmogorov’s universal equilibrium theory pos-
tulates an inertial subrange at the lower end of the equilib-
rium range where energy transfer through the spectrum is
independent of viscosity and, therefore,

n252.0~2eR0!
2/3, ~7!

where « is the energy dissipation per unit mass and time.
Under these conditions Eq.~6! will have a new form,

~We!critical56.35S r

T
e2/3R0

5/3D . ~8!

Since the small-scale structure of turbulence at a large Rey-
nolds number is always approximately isotropic~Fig. 8!,
therefore,

e515n
u82

lg
2 , ~9!

FIG. 7. The horizontal mean velocity distribution of the turbulent jet mea-
sured atx/D;10 using the HFA and PTV techniques and are compared
with theory.

FIG. 8. The turbulent fluctuating velocitiesAu82 and Av82 measured at
x/D;10 from the jet.

223 223J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 A. R. Kolaini and A. G. Goumilevski: Bubble in flow field



wherelg is defined by Eq.~4!. To obtain the lowest Weber
number at which bubble deformation and subsequent acous-
tic radiation will occur, we use the maximum Reynolds shear
stressru82 in a region where the monopole acoustic radia-
tion of the bubble may have occurred. The resulting critical
Weber number is about 0.52. The critical Weber number at
which bubble breakup will occur is about 1.10 and is slightly
smaller than the value of 1.20 predicted by Sevik and Park.24

It should be noted that these two Weber numbers, 0.51 and
1.10, were calculated based upon the values of the high
shear-induced region of the jet.

C. Theoretical considerations

In this section a simple model is developed to account
for the monopole acoustic radiation of a spherical ‘‘adult’’
bubble encountering the turbulent flow field. To account for
the bubble acoustic reradiation and the turbulent velocity
coupling several assumptions are made. These assumptions
are, the bubble surface displacement is small compared to its
equilibrium radius, the turbulent scale in the inertial sub-
range~25/3 power! is larger than bubble dimensions, and
the flow field around the bubble is locally incompressible
and irrotational. The shear-induced bubble deformation in-
creases as Reynolds number becomes larger than 400 with
increasing Weber number.25 We will further assume the
bubble size is small enough so that its equilibrium shape can
be considered as a sphere. The second assumption can be
justified by considering values of the turbulent scaleL ~tur-
bulent integral or Taylor microscale! and the bubble radius
R0. For bubbles with diameters larger thanL, vorticities ap-
parently disturb their surface locally, causing their shape to
oscillate and possibly breaking it into filaments. The third
assumption can be justified for bubbles with dimensions
much larger than the viscous boundary layer thickness,
An/v, formed on the bubble’s surface~see Ref. 26!.

Relative velocity of the bubble’s center of mass can be
obtained by considering the Newton’s equations,27

dV

dt
52S dUdt 2gD2v* S 11

3 Re

16 D 1/2V, ~10!

whereU is the fluid velocity,v*59nR0
22 is the characteristic

frequency of the viscous boundary layer around the bubble,
and Re52VR0/n. Equation~10! states that the bubble expe-
riences relative acceleration due to the pressure gradient that
a fluid element would experience in the absence of the
bubble, buoyancy force, and Stokes drag force modified for
large Reynolds numbers. The bubble experiences pressure
forces that are three times larger than the pressure acting on
the fluid element alone. For relatively slow fluid velocities
changing periodically with time, the Eq.~10! has an analyti-
cal solution of the form,

V~ t !5V0e
2v* t1

2U0v

v2 iv*
~e2 ivt2e2v* t!

2
2g

v*
~12e2v* t!. ~11!

For low-frequency velocity fluctuations~v!v* !, the bubble
moves with fluid in the horizontal direction while rising up
with the ascent velocity. On the other hand, in a flow with
high-frequency fluctuations~v@v* !, the second term in the
right-hand side of Eq.~10! is small compare to first term
with gravity being zero. Under these conditions the bubble
slip velocity is twice the horizontal velocity of the host fluid.
In a turbulent flow with broadband frequency energy spec-
trum, the bubble’s relative velocity may be twice the sum of
the velocity of the turbulent fluctuations and the rising ve-
locity of the bubble. These conclusions can be considered as
qualitative only because the assumption of the small Rey-
nolds number is for an ideal case. The Reynolds number
based on the bubble rising velocity is about 400 for a bubble
with a radius of 1.1 mm. For larger Reynolds numbers, Eq.
~10! is not linear and the superposition principle may not be
appropriate to apply.

We consider oscillation of the bubble embedded in a
liquid and follow Longuet–Higgins approach.13–15 For sim-
plicity we choose spherical coordinate system associated
with the bubble center. The velocity of the liquid can be
described by the velocity potential,

F̃52V~ t !r S 11
R0
3

2r 3D 1F, ~12!

where the first term represents the velocity potential of a
sphere moving with relative velocityV(t) given by Eq.~10!
and the second term represents potential function associated
with the bubble acoustic radiation. The general procedure to
derive equations for bubble oscillation is to satisfy the kine-
matics and dynamic boundary conditions. For relatively
small amplitude bubble oscillationsz, these equations can be
linearized,

]z

]t
5

]F

]r
and Pb2Pf5

T

R0
S 222

z

R0
2

¹s
2~z!

R0
D ,

~13!

where ¹s
25~1/sinu!~]/]u!sinu~]/]u!. Keeping the second-

order terms in Eq.~13! reveal a possible mechanism in which
volume pulsation could be coupled to the surface mode,13–15

however this coupling has been reported to be a weak acous-
tic radiator.16

If we assume the bubble is expanding adiabatically and
apply the Bernoulli integral equation for the pressure outside
the bubble we obtain,

d2zn
dt2

1vn
2zn5

~n11!V2

16R0
E
0

p

Pn„cos~u!…

3sin~u!~529 cos2 u!du, ~14!

wherezn is the spherical amplitude of bubble oscillations,vn

is the bubble natural frequency~n50! and surface mode fre-
quencies~n>2! andPn~cos~u!! is the Legendre polynomials.
The driving force for the bubble oscillation given by Eq.~14!
is the dynamic pressure which contributes to the bubble vol-
ume and second surface mode excitations. We will further
consider the most energetic monopole radiation of the
bubble. Introducing the total damping term,d which is con-
sisted of the dissipation due to the viscosity of the liquid,
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thermal, and acoustic radiation the Rayleigh–Plesset28 equa-
tion can be modified to give the nondimensional displace-
ment of the bubble surface~z5z0!,

d2z

dt2
12d

dz

dt
1v0

2z5
1

4R0
V~ t !2, ~15!

whereV(t) is given by Eq.~10!. The general linearized so-
lution of the Eq.~15! is

R0z5Ce2dteiAv0
2
2d2t1

1

4 E
2`

1`

G~ t2t8!V2~ t8!dt8,

~16!

where G(t)5u(t)/Av0
22d2e2dt sin(Av0

22d2)t, is the
Green function andu(t) is the Heaviside function. We as-
sume the bubble is at rest at timet50. Taking the Fourier
transformation of the Eq.~16!, we obtain,

4R0F̂~z!5
F̂~V2!

v0
22v212idv

, ~17!

where denominator is the Fourier transformation of the
Green’s function. The sound-pressure radiation of the bubble
at a distancer from it due to its volume pulsation is related
to the acceleration of the bubble wall and is given by

p85rR0
2z̈/r52rv2R0

2z/r , ~18!

wherev is the frequency of the spectral component of the
dynamic pressure. To compute the bubble acoustic response
to the turbulent pressure fluctuations we assume that the flow

field is consisted of ensemble of vortices raging from the jet
dimensions to Kolmogorov dissipation scale. We further as-
sume that the velocityV(t) is twice the horizontal turbulent
velocity fluctuationsu8 if we disregard the bubble ascent
velocity in space. Under these assumptions, the sound pres-
sure spectrum of the deformed bubble,Sp8~v! may be related
to the spectral density of the turbulent fluctuations,St~v!,

Sp8~v!5r
R0

r

St~v!

A~12v0
2/v2!214~d2/v2!

, ~19!

whereSp8~v! is the spectral density of the pressure ampli-
tude induced by the bubble at the zero-order mode and is
given by

SP8~v!5U E
2`

1`

P8~ t !e2 ivt dtU. ~20!

From Eqs.~14! and ~19! it follows that a bubble can be
reexcited by turbulent flow field when it encounters vortices
with the same frequencies as the volume mode or the second
surface mode oscillations of the bubble. However, the sur-
face modes of oscillation are shown to be very weak and
they do not contribute to the far-field sound radiation. The
turbulent energy spectrum of the jet is broadband and covers
large vortices down to the Kolmogorov dissipation eddies.
One might expect that in a turbulent flow field there are
always eddies with the same frequencies as the bubble vol-
ume pulsation, however these eddies may not be strong
enough to excite the bubble. On the other hand, laminar
flows have narrow-band spectrum and would not excite the
bubble at all. This has been confirmed by our experimental
observations. The intermittent nature of the turbulent flow
field forces the bubble acoustic emissions to be stochastic.
The acoustic reradiation of the bubble encountering the tur-
bulent flow is strongly dependent upon the size and fre-
quency of the vorticities contained in the fluid. What size
vorticities are responsible for bubble acoustic radiation is the
subject of the ongoing investigation.

The energy spectrum of the turbulent fluctuations was
calculated at points distributed evenly across the jet at ten
nozzle diameters downstream. The turbulent intensity is
stronger at the vicinity of the center of the jet and becomes
weaker as we get closer to the jet periphery. The power
spectra of turbulent energy based upon horizontal and verti-
cal velocity components at points located at the center of the
jet and at one, two, and three nozzle diameters from the
center are shown in Fig. 9~a!. These energy spectra reflect
the general trend of the velocity fluctuations and are decreas-
ing with an increase in the radial distance. The drop in en-
ergy levels at higher frequencies are more pronounced at the
jet periphery. This confirms that the flow at boundary of the
jet has an intermittent structure and could be in transition
from turbulence to laminar~jet’s boundary corresponds to
about 2.5D!. Observations show that the bubble is ‘‘acousti-
cally active’’ in the regions of the high-velocity fluctuations
where it encounters violent vortices. The computed sound-
pressure spectra of the bubble with turbulent energies of Fig.
9~a! as inputs are depicted in Fig. 9~b!. Each curve represents
the acoustic behavior of the bubble with size of 1.1 mm

FIG. 9. ~a! The turbulent fluctuation power spectra measured at 0D, 1D, 2D,
and 3D for a jet velocity of 2.2 m/s at 10D from the jet, and~b! the esti-
mated acoustic radiated energy of the bubble with a size of 1.1 mm in radius
encountering the jet with turbulent spectra shown in part~a! as inputs.
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trapped in various positions in the jet. These spectra were
computed at a distance of 10 cm from the center of the
bubble with total dissipation coefficient of 2d50.014v ~see
Ref. 29!. These predictions show that there exist a strong
exchange of energy between the bubble and the turbulent
flow when the frequency of eddies becomes equal to the
natural frequency of the bubble. The inclusion of the third
velocity component, assuming the turbulence intensity is iso-
tropic, does not change the simulated acoustic response sig-
nificantly. The different background noise levels in Fig. 9~b!
correspond to various velocity fluctuations at radial distances
of 0, 1, 2, and 3 nozzle diameters. In the case of bubble
rising up through the jet the background noise in Fig. 9~b!
would be the same.

In this paper, we have shown new evidence, both theo-
retically and experimentally, that the turbulent flow may re-
excite adult bubbles and contribute to the underwater ambi-
ent noise in the ocean in the absence of the newly created
bubbles. This may have cumulative effect in their contribu-
tion to the ambient noise.

III. CONCLUSIONS

We have examined the evidence of the ‘‘adult’’ bubble
acoustic reradiation by a turbulent jet. This phenomena may
occur in the ocean when breaking waves leave a chaotic
highly turbulent flow field containing adult bubbles under
several meters from the surface of the water. It is possible
that the turbulent flow field may contribute to the underwater
ambient noise in the absence of ‘‘infant’’ bubbles and may
have cumulative effect in their contribution to the ambient
noise.

It has been shown that an adult bubble injected into a
fully developed turbulent flow field experiences a severe de-
formation. This deformation leads to bubble oscillations. The
scaling analysis shows eddies with length scales in the range
of the Taylor microscales may be responsible for bubble de-
formation and monopole acoustic radiation. A simple theory
was given to account for the bubble excitation of the bubble.
The Rayleigh–Plasset equation was modified by incorporat-
ing the turbulent pressure fluctuation of the flow as a driving
force of the bubble. These predictions show there exist a
strong exchange of energy between the bubble and the tur-
bulent flow when the frequency of the turbulent pressure
fluctuation, or twice the frequency of the velocity pulsations,
becomes equal to the natural frequency of the bubble. The
turbulent energy spectrum obtained experimentally was used
to predict the monopole acoustic emission by the bubble.

The reexcitation phenomenon depends on the critical
We number. In the case of an adult bubble acoustic reradia-
tion, the critical number estimated to be around 0.52 while it
is 1.1 for a bubble breakup.
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This paper presents a theoretical study of sound wave propagation through media whose properties
change along one of the coordinate rectangular axes, and remain constant in the plane orthogonal to
this axis. The uppermost sea bottom layer could be modeled as such an inhomogeneous medium
where the density, sound velocity, and absorption of acoustical energy varies along one axis. The
results were applied to obtain the reflection coefficient of the water-bottom surface considering that
there is a transitional inhomogeneous layer with density, velocity, and absorption gradient, and
without discontinuity with the bottom. It was concluded that the reflection coefficient of the bottom
surface shows a frequency variation, dependent on the physical property gradients in the uppermost
sea bottom layer. ©1997 Acoustical Society of America.@S0001-4966~97!05012-1#

PACS numbers: 43.30.Ma@JHM#

INTRODUCTION

The mineral and biological particles suspended in the
sea near the bottom form a layer where the physical proper-
ties change with the depth. This is a layer whose porosity,
density, grain size, etc., show a gradient in one rectangular
axis, while remaining constant in the plane orthogonal to this
axis.

The waves propagating through such a medium are af-
fected by the gradients of density, sound velocity, and acous-
tical energy absorption. Brekhovskikh1 deals with wave re-
flection from an inhomogeneous layer of the simplest form;
in previous papers we studied the reflection coefficient2,3 and
the impulsive response4 of a layer with exponential density
gradient, and the reflectivity layer with arbitrary profiles of
density and sound velocity.5

Analytical solutions of the Helmholtz equation are de-
rived by Robins6 for the reflection of plane acoustic waves
from a layer of varying density between two homogeneous
media. The solutions show that the reflection coefficient is
dependent on the dimensionless vertical wave number and
on the shape of the density profile in the intermediate layer.
The results presented in that paper illustrate the dependence
of the reflection coefficient on wave number and on the
structure of the layer. In the limit of very low frequency, the
reflection coefficient tends to the Rayleigh coefficient appro-
priate to the overall density change between upper and lower
media, while, in the high-frequency limit, the reflection is
given by the Rayleigh coefficient for the step change only.

In another paper, Robins7 considers the transmission of
an acoustic plane wave through a horizontally stratified fluid
layer whose density and sound speed both vary continuously
with depth.

In this paper a review of plane-wave reflection by a
layer with density and sound velocity gradient is given, and
we introduce the effect of a sound absorption gradient in the
reflection coefficient. In this way the Biot8 theory of sound
wave propagation in a fluid-saturated porous solid, adapted
by Hovem9 to characterize the viscous attenuation of sound

in suspensions and high porosity marine sediments, is con-
sidered.

I. MODELING THE GRADIENT MEDIUM

The following numerical model uses an inhomogeneous
viscous fluid whose density varies with the depth, and whose
sound speed and absorption vary with the depth and the fre-
quency.

A. Theoretical model

In a gradient medium where the porosityb(z) varies
through thez axis, the density is written as

r~z!5r fb~z!1rs@12b~z!#, b~z!5Vf /V, ~1!

whereVf is the volume of the fluid,V is the total volume,rf
is the density of the fluid, andrs is the density of the solid
grains.

A model of sound propagation through such a material is
characterized by the sound wave velocity and the absorption
coefficient. At low frequencies the sound velocity could be
expressed by the Wood equation10 applied to a suspension
~such as mineral particles in water!, or to any medium lack-
ing rigidity:

c~z!51/@x~z!r~z!#1/2, ~2!

wherex is the total compressibility expressed by

x~z!5b~z!x f1@12b~z!#xs , ~3!

where xf is the compressibility of the fluid andxs is the
compressibility of the solid grains.

At high frequency, Biot predicts an increased velocity
caused by the decrease in the effective density due to relative
solid–fluid movement. The Biot model describes the wave
propagation by two coupled differential equations giving as
the solution two dilatational waves. Energy losses in the
skeletal frame of the sediment, as well as viscous losses in
the pore water, result in an overall attenuation which is a
nonlinear function of frequency.
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In a very soft sediment when both the shear and the bulk
moduli of the frame are nearly zero, Hovem reduces the Biot
solutions to one wave with a complex wave number which
can be expressed, in the whole frequency range, by

~K /v!25~rx!@~r f
2/r!2rc1 ihF~z!/vk#/

@~2r f2r2rc!1 ihF~z!/vk#. ~4!

According to Stoll,11 k is the absolute permeability of the
medium, andrc is an apparent mass density accounting for
the fact that not all of the suspending material moves in the
direction of the macroscopic pressure:

rc5er f /b, ~5!

because of the complex geometry of the pore spaces in real
sediments. In general,e is slightly greater than one. Stoll12

considers thate53 is an adequate value when the pores are
in all possible orientations.

The functionF~z! is a function of frequency given by
complex Kelvin functions, which accounts for the deviation
from Poiseuille flow at high frequencies. The argument of
this function is

z5ap~vr f /h!1/2. ~6!

Here,ap is a pore size parameter andh is the fluid viscosity.
For spherical grains Hovem and Ingram13 derive the relation

ap5bdm /@3~12b!#, ~7!

where dm is the sediment grain diameter. For well-sorted
sand, the permeability appears to agree well with the
Kozeny–Carman equation,14 which givesk as

k5~b/5!~dm/6!2@b/~12b!#2. ~8!

The real part of the complex wave numberK determines the
sound wave velocity and the imaginary part the sound ab-
sorption coefficient.

Therefore, in an unconsolidated sediment such as the
uppermost layer, when the shear and the bulk moduli of the
frame can be neglected, and the physical parameters of the
grain sediment material (rs ,xs) and fluid of the pores
(r f ,x f ,h) are given, the sound velocity and absorption co-
efficient are dependent on the frequency, porosity, and grain
size. When the uppermost sea bottom layer shows a gradient
of porosity and/or grain size in the vertical axis, the measure-
ments at a given frequency of the sound velocity and the
absorption coefficient along the length of the core samples of
the uppermost bottom layer may be related with its porosity
and the grain size gradients.

B. Laboratory measurements

Present knowledge of marine sediments has been mostly
obtained through geophysical methods, using acoustics as a
tool, and through samples collected and analyzed in labora-
tories. Different measurement and analysis techniques using
data collected from different types of marine sediments in
the vicinity of La Spezia, Italy, have been tested in a research
program.15

Laboratory methods are available to measure compres-
sional wave velocity and energy absorption in sediment

samples removed from the bottom and brought to the surface
through the process of coring. Core samples were collected
carefully by divers and brought to the laboratory for the mea-
surement of porosity, grain size diameter, compressional
wave velocity, and acoustical energy absorption along the
length of the core samples at 1-cm intervals.

Compressional wave velocity and attenuation were de-
termined using an Underwater System Inc.~model USI-103!
transducer–receiver head. A Tektronix PG 501 pulse genera-
tor, Tektronix FG 504 function generator, Krohn-Hite 3100R
band pass filter, and Hewlett-Packard 1743A dual-time inter-
val oscilloscope were substituted for the electronics and os-
cilloscope usually employed with the USI-103 velocimeter.
These substitutions increased the resolution of compressional
wave velocity measurements and allowed accurate measure-
ments of received voltages required for attenuation measure-
ments.

The transducer was driven with a 400-kHz, 20-V peak-
to-peak sine wave triggered for 25-ms duration every 10 ms.
The received signal was filtered~1 kHz–1 MHz high cutoff
and low cutoff! prior to making time delay and received
voltage measurements. Compressional wave velocity was
calculated from the difference between time delay measure-
ments made on a core filled with distilled water and time
delay measurements made on the sediment cores. All veloci-
ties were corrected to 23 °C, 3.5% salinity, and 1 atm. At-
tenuation measurements were calculated as 20 log of the ra-
tio of received voltage through distilled water versus
received voltage through the sediment.

Two different marine sediments have been selected:
~1! The area situated at the eastern entrance of the Por-

tovenere channel in the Gulf of La Spezia. Side-scan sonar
records indicate a flat bottom, sub-bottom profiles taken
along the measurement base indicate four distinct reflectors,
the shallowest of which is about 1.5-ms distance from the
bottom. The material of this bottom consists of clay~called
in this paper ‘‘soft bottom’’!.

Measurements in the core samples along the first 16 cm
of the bottom give almost constant and very fine grain size
distribution between 1 and 2mm, while the porosity de-
creases quickly in the two first cm. This gradient of porosity
is produced by a thin layer of suspended particles in water
~turbidity!. The acoustical parameters, compressional wave
velocity, and energy absorption, measured at a frequency of
400 kHz, also give gradients in the first layer, negative in
velocity and positive in absorption.

~2! Another area is located near Lerici in the Gulf of La
Spezia, where the sea bed is covered with silty sand~called
in this paper ‘‘sand bottom’’!. Side-scan records indicate a
regular bottom with some outcrops. Over the range in which
the measurements were conducted the sea floor was uniform.
The measurements in the core samples show a different be-
havior: a lower porosity and a grain size of 50mm. The
acoustical values measured along the cores taken from this
sediment give positive gradients of compressional wave ve-
locity and absorption energy losses.

The collected data in both areas are shown in Figs. 1 and
2.
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C. Numerical simulation

Models of soft sediments with high porosity and small
grain sizes, and sandy sediments with low porosity and large
grain sizes will be considered. Two bottom models are pro-
posed using expression~4! and choosing the physical param-
eters summarized in Table I. Equations were devised for the
variation of porosity and grain size with depth in each sedi-
ment, to give good fits to the measured values of sound
speed and absorption along the length of the core samples, at
the frequency of 400 kHz.

In the case of soft sediment functional fits in porosity
and grain size given by

b50.721~120.72!exp~250z!,

dm5@1.0520.03 exp~2300z!#31026 m
~9!

are in good agreement with the experimental data.
In the sandy sediment the corresponding functional fits

for the variation in porosity and grain size are given by

b50.531~120.53!exp~2200z!,

dm5@57247 exp~250z!#31026 m.
~10!

The continuous lines in Figs. 1 and 2 shows the com-
puted curves of porosity and grain size as a function of the
depth according to these laws, and the computed variation of
sound velocity and absorption with the depth at the fre-
quency of 400 kHz, calculated from Eq.~4!.

This model of the transitional layer assumes the anelas-
ticity, therefore the sound velocity and absorption loss are
functions of the frequency. Figure 3 shows 3D representa-
tions of the velocity and absorption coefficient as a function
of frequency and depth in the ‘‘soft bottom’’ and ‘‘sand bot-
tom.’’

II. ACOUSTIC FIELD IN AN INHOMOGENEOUS
MEDIUM

The fundamental equations of the acoustic field in an
inhomogeneous medium have the form16

]p

]t
52rc2 div v,

~11!
]v

]t
52

1

r
gradp,

wherep is the acoustic pressure,v is the particle velocity in
the wave, andc the velocity of sound propagation. In the
general caser and c are functions of position. The first of
these equations is the equation of continuity and the second

FIG. 1. Experimental data and fitted theoretical curves of~a! porosity, ~b!
grain size,~c! compressional wave velocity, and~d! sound absorption in
Lerici area~‘‘sand bottom’’!.

FIG. 2. Experimental data and fitted theoretical curves of~a! porosity, ~b!
grain size,~c! compressional wave velocity, and~d! sound absorption in
Portovenere area~‘‘soft bottom’’ !.

FIG. 3. Frequency and depth dependence of the sound velocity and absorp-
tion coefficient in the transitional layer.~a! ‘‘Sand bottom;’’ ~b! ‘‘soft bot-
tom.’’

TABLE I. Values of the fixed parameters used in the model calculations.

Parameter Soft and sand sediment

Water density rf51000 kg/m3

Water compressibility xf54.3310210 Pa21

Water viscosity h50.001 Pa s
Grain density rs52650 kg/m3

Grain compressibility xs52.78310211 Pa21

Structure constant e53
Frequency f5400 kHz
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the Euler equation. Assuming harmonic time dependence,
]/]t52 iv, and eliminatingv from Eqs.~11!, we obtain

r div@~1/r!gradp#1k2p50, ~12!

¹2p1k2p2~1/p!gradr gradp50. ~13!

Introducing in place ofp a new potentialf, defined by

f5p/~r1/2!, ~14!

after some transformations, we obtain the wave equation for
f

¹2f1K ~z!2f50, ~15!

where

K ~z!25k~z!21„1/~2r~z!…¹2r~z!

2~3/4!@„1/r~z!…gradr~z!#2. ~16!

This wave equation can be integrated in several cases,1–3

but a general solution of wave equation~15! is not possible.
Nevertheless we solve the problem by imagining a layer con-
sisting of a large number of thin, plane parallel, homoge-
neous layers in contact with one another. In passing from
layer to layer, the properties of the medium change discon-
tinuously. However, letting the thickness of the layers ap-
proach zero while their number approaches infinity, we ob-
tain a layered-inhomogeneous medium with continuously
varying parameters.

A. Reflection by an inhomogeneous layer

The plane-wave reflection coefficient plays an important
role in the interpretation of acoustic data in modern marine
seismology. This coefficient is based on the partitioning of
energy at the interface between water and sediment, and the

result is the classical Rayleigh reflection coefficient, which
relates the amplitudes of homogeneous incident wave and
homogeneous reflected wave.

Let us consider a one-dimensional inhomogeneous layer
in the z-axis direction, with a thicknessd, sandwiched be-
tween two homogeneous and semi-infinite media: the water,
with acoustic impedancer0c0, and the bottom with equal
impedance to the layer atz5d. From the water a plane-wave
sound beam at normal incidence strikes the upper boundary
surface of the layer~see Fig. 4!.

Now we can get the pressure of the incident and re-
flected waves in the water

Pi5A0 exp@ i ~vt2k0z!#, Pr5B0 exp@ i ~vt1k0z!#,

~17!
and the velocity of the particles,

vi5~1/Z0!A0 exp@ i ~vt2k0z!#,
~18!

vr5~21/Z0!B0 exp@ i ~vt1k0z!#,

whereZ05r0c0 is the acoustic impedance,k the wave num-
ber in the water, andA0, B0 the complex amplitudes of these
waves.

Assuming that a plane wave is propagated through the
inhomogeneous layer divided intoN homogeneous layers in
contact with thicknessDz(Dz5d/N), the pressure and the
particle velocity in thenth layer will be

Pin5An exp@ i ~vt2knz!#, Prn5Bn exp@ i ~vt1knz!#,

~19!

vin5~1/Zn!An exp@ i ~vt2knz!#,
~20!

vrn5~21/Zn!Bn exp@ i ~vt1knz!#,

where Zn5r(zn)c(zn)/~11ian/kn! is the complex imped-
ance of thenth layer andkn5kn1 ian is the complex wave
number, where the imaginary part is the absorption coeffi-
cient of thenth layer. Since the absorption coefficient is
dependent on the frequency, the complex impedance is also
dependent on the frequency.

TheN layers division of the inhomogeneous layer con-
sidered above lead to a time relationship between the pres-

FIG. 4. Reflection of plane waves normally incident on a transitional inho-
mogeneous layer.

FIG. 5. Reflection loss by a transitional inhomogeneous layer: soft bottom
and sand bottom.
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sure of the wave reflected in layern11,Prn , and the pressure
of the wave reflected in the first layer,Pr , given by the phase

Fn5 (
m50

n

kmDz.

Finally, in the bottom space, opposite to the water space,
only a transmitted wave travels in the positivez axis direc-
tion, with pressure and particle velocity

Pt5At exp@ i ~vt2kN11z!#,
~21!vt5~1/ZN11!At exp@ i ~vt1kN11z!#.

According to Stoll17 the complex amplitudes may be

found by considering the following boundary conditions at
each interface:~1! continuity of normal traction;~2! continu-
ity of shear traction;~3! continuity of fluid movement in and
out of the skeletal frame in a direction normal to the inter-
face; ~4! continuity of pore pressure. In an unconsolidated
sediment, such as the uppermost bottom layer, the shear and
bulk moduli of the frame can be neglected. Therefore, the
boundary conditions can be reduced to the continuity of the
acoustic pressure and the particle velocities on both sides of
the surfaces. These boundary conditions must be satisfied at
all times for all points on theN11 boundaries between the
layers. Applying these conditions we obtain a pair of equa-
tions at eachnth boundary given by the matrix expression

SAn

Bn
D5TnSAn11

Bn11
D , ~22!

whereTn is the matrix

Tn5S ~Zn111Zn!exp@2 i ~kn112kn!zn# ~Zn112Zn!exp@ i ~kn111kn!zn#

~Zn112Zn!exp@2 i ~kn111kn!zn# ~Zn111Zn!exp@ i ~kn112kn!zn#
D . ~23!

By applying Eq.~23! N times we obtain the relation between
the amplitude of the pressure on both sides of the inhomo-
geneous layer

SA0

B0
D5T0 T1 ... TNSAt

0 D . ~24!

The complex reflection coefficient of the inhomoge-
neous layer will be determined by

R5A0 /B0 . ~25!

It is very important to choose carefully the number of
layers when dividing the inhomogeneous layer intoN homo-
geneous layers. In order to check the approximate solution
we compare the reflection coefficient with the value obtained
for twice the number of layers, and we consider the solution

to be correct when the difference in the result is lower than
1%. To achieve a good approximation at high frequencies
~400 kHz! it was necessary take a thickness of layers of 0.5
mm along the transitional layer~d5160 mm!.

According to this consideration we apply the approxi-
mate method to two examples studied, ‘‘soft’’ and ‘‘sand’’
sediment, in order to calculate the frequency dependence of
the reflection coefficient. Figure 5 shows this variation; the
amplitude of the reflection coefficient decreases strongly and
the phase increases with the frequency in both sediments.
The reflection loss in the soft bottom rises from 16 dB at 1
kHz to 40 dB at 100 kHz, while in the sand bottom it rises
from 11 dB at 1 kHz to 22 dB at 100 kHz.

The phase of the reflected wave changes on reflection
from the transitional layer. The phase increases with the fre-

FIG. 6. Phase of the reflection coefficient as a function of frequency by a
transitional layer: ‘‘soft’’ bottom and ‘‘sand’’ bottom.

FIG. 7. Incident acoustic pulse~amplitude/5! and echoes from a ‘‘sand’’
bottom transitional layer and a ‘‘soft’’ bottom transitional layer.
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quency of the wave in both kinds of bottom. Figure 6 shows
how at low frequencies, the phase of the reflection coefficient
is lower in the sand bottom than in the soft bottom, while at
high frequencies the phase is higher in the sand bottom.

In order to compare the incident pulse with the echo
from a bottom transitional layer, the impulsive response of
the modeled bottom has been calculated by FFT of the re-
flection coefficient. An analogue signal of a sonar pulse of
100-ms length at 10 kHz was also introduced and convolved
with the impulse response of both a soft and sand bottom
transitional layer, obtaining the echoes shown in Fig. 7. A
different reduction of intensity is observed, 28 times in the
soft bottom and 7 times in the sand bottom, and the shape of
the echoes also is clearly modified.

III. CONCLUSIONS

Biological and mineral particles suspended in the sea
near the bottom in a coastal region, where there are marine
currents, produce high optical turbidity. The acoustic wave
propagation in such a medium is strongly modified at high
frequencies. A transitional layer is formed between the clear
bottom and the sedimentary bottom with continuous varia-
tion of its physical characteristics.

The effect of the transitional layer is to reduce the bot-
tom echo amplitude at higher frequencies and cause the cen-
ter frequency of the reflected signal to be lowered. Therefore,
calculation of the acoustical impedance of the bottom by an
inversion method based on measurement of the amplitude of
the echo pulse at only one frequency may be erroneous, even
if the bottom surface is a plane.

The pulses emitted by echo sounders are usually narrow
bandwidth pulses, so the echo has very reduced frequency
information. Measurement of the reflection coefficient of the
bottom surface layer with two or more central frequency
pulses is very convenient to deduce its frequency depen-
dence. To obtain the acoustical impedance of the bottom
covered by a transitional layer it is necessary to measure the
value of the reflection coefficient at very low frequency. For
instance, for the bottoms studied in this paper this measure-
ment is required at frequencies bellow 2 kHz.
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Internal friction and boundary conditions in lossy fluid seabeds
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There are two distinct mechanisms associated with compressional wave absorption in lossy media,
internal relaxation and internal friction. For the special case of propagation in an homogeneous,
unbounded medium, both mechanisms can be modeled by adopting the convention of a complex
sound speed and are, in this sense, equivalent. For the more realistic case of propagation in a
stratified medium, the convention of complex sound speed does not give a correct description for
losses which modify the linearized equation of motion, such as internal friction. In the presence of
boundaries, internal friction can be modeled by the introduction of a complex quiescent density in
addition to complex sound speed. Propagation models which use complex sound speed only in the
presence of boundaries make the tacit assumption that seafloor losses are caused by internal
relaxations only. A solution is developed for propagation in a lossy Pekeris channel where
absorption in the lower fluid is caused by internal friction. The example that has been considered
yields a sound level 3 dB less than the standard description over a 50-km path. ©1997 Acoustical
Society of America.@S0001-4966~97!04401-9#

PACS numbers: 43.30.Ma@MBP#

INTRODUCTION

There are two types of physical process associated with
sound absorption in granular materials, internal relaxation
and internal friction. Internal relaxations represent the acous-
tic energy lost exciting a thermodynamic state intrinsic to the
material. The chemical relaxation associated with magne-
sium sulfate in sea water and thermal conduction are two
examples of internal relaxation mechanisms. Internal fric-
tions represent losses associated with the motion of fluid
particles and are associated with the diffusion of momentum.
Viscosity and Darcy’s law for fluid flow through a cylindri-
cal tube are two examples of internal frictions.

Despite the collection of a large quantity of experimen-
tal data,1 the cause of compressional wave absorption in ma-
rine sediments, many of which are granular in nature, re-
mains a subject of debate.2 There is evidence that the
absorption mechanism in dry, porous materials is intergranu-
lar friction3,4 whereas saturated, porous materials appear to
exhibit two loss mechanisms, intergranular friction and vis-
cosity of the pore fluid.5,6 Along with experimental studies,
detailed analytical models have been developed for the geoa-
coustic properties of saturated, porous materials7–9 and ma-
rine sediments.6,10 These models describe propagation and
absorption in infinite~unbounded! materials. Because of the
complexity of these analytical models and the uncertainty in
the experimental data surrounding absorption mechanisms,
underwater acousticans usually adopt a phenomenological
description for losses.

The widely adopted convention to account for compres-
sional wave absorption in marine sediments is to make the
sound speed complex.11,12The convention is used for propa-

gation in both homogeneous media without boundaries, and
for problems which involve boundaries between media.
However, models which use complex sound speed only in
the presence of boundaries make the tacit assumption that
compressional wave absorption is caused by internal relax-
ations, and do not allow for the possibility of internal fric-
tion. This observation, which is justified in Sec. I, is a con-
sequence of how the loss mechanisms appear in the
linearized acoustic equations. Internal relaxations are mod-
eled by modifying the lossless equation of state, whereas
internal frictions modify the equation of motion.13

An example of a problem where the difference between
internal relaxation and friction is important is propagation in
a Pekeris wave guide with a lossy bottom. Kornhauser and
Raney14 solved this problem assuming the absorption in the
lower fluid to be representable by a complex sound speed,
and thus caused by an internal relaxation. The authors based
their analysis on a dispersion relation derived by Morse15

while considering sound propagation in granular media. We
reconsider this problem with the assumption that the com-
pressional wave absorption in the sea bed is caused by an
internal friction mechanism which modifies the equation of
motion.

Section I outlines how losses due to internal relaxation
and friction are introduced into the lossless, linear acoustic
equations. In Sec. II, we derive a solution for propagation in
a Pekeris wave guide assuming a friction loss mechanism,
and compare the results with those obtained assuming inter-
nal relaxation. Section III gives a brief account of how re-
laxation and frictional losses might be distinguished from
acoustic measurements and the concluding remarks are given
in Sec. IV.a!On leave at Naval Research Laboratory, Washington, DC 20375.
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I. THEORY

A. The equations of linear acoustics for a lossless
fluid

The time domain form of the linear acoustic equations
governing propagation through a lossless fluid are~see, for
example, Pierce,16 p.15!

r“–ṽ1
]r̃8

]t
50, ~1!

“ p̃1r
] ṽ

]t
50, ~2!

p̃5~Ks /r!r̃8, ~3!

whereKs is the adiabatic bulk modulus,r is the quiescent
fluid density andr̃8, p̃, and ṽ, respectively, are the time-
dependent fluctuations in medium density, pressure, and ve-
locity. We have adopted the notation that a tilde over a sym-
bol denotes a time-domain variable.

Equation~1! arises from the conservation of mass, Eq.
~2! is the linearized form of Euler’s equation of motion for a
fluid, and Eq. ~3! is the equation of state. To derive the
lossless wave equation, we eliminater̃8 from Eq. ~1! using
Eq. ~3!, differentiate the resulting expression with respect to
time and substitute the result into Eq.~2! to obtain

r“–
1

r
“ p̃2

r

Ks

]2p̃

]t2
50. ~4!

A more careful derivation of Eq.~4! has been given by
Bergmann.17

B. Internal relaxation losses

The standard way to model losses due to an internal
relaxation mechanism is to introduce a convolution relation
between the pressure and density perturbations in Eq.~3! of
the form

p̃5
Ks

r E
2`

t

h̃~ t2t!r̃8~t!dt, ~5!

whereh̃ is an impulse response function relating the pressure
to an impulsive density change. To ensure that the material
being modeled is causal, we requireh̃(t)50 for t,0. The
tacit assumption underlying Eq.~5! is that the material under
consideration is a linear, time-invariant system. No particular
physical mechanism needs to be~or indeed usually is! as-
cribed to the impulse response function, except to assume
that it corresponds to an internal relaxation mechanism and
therefore modifies the equation of state. The Fourier trans-
form of the impulse response function,h(w), is assumed to
be of the form

h~w!512 i e, ~6!

over some frequency rangev0,v,v1, wheree!1. The ex-
perimental observation that sound absorption increases lin-
early with frequency leads to the requirement thate be inde-
pendent of frequency.

The convention of complex sound speed arises from
combiningh andKs into a single complex constantK̄s . The

internal relaxation mechanism is now conveniently ac-
counted for by defining the complex sound speed to be

c̄5AK̄s /r. ~7!

This definition is no more than a convention which allows us
to account for an internal relaxation absorption mechanism.

C. Internal friction losses

Internal friction can be modeled by introducing a dissi-
pative drag force into the equation of motion. The drag force
is expressed as a convolution between velocity or gradient in
velocity and an impulse and an impulse response functiong̃:

F̄d5rE
2`

t

g̃~ t2t!L„ṽ~t!…dt, ~8!

whereL is a spatial differential operator determined by the
exact nature of the internal friction. Equation~8! is suffi-
ciently general to model several known frictional mecha-
nisms.

1. Viscosity

Let the spatial differential operatorL5¹2 and the im-
pulse response functiong̃54/3nd(t), wheren is the kine-
matic viscosity andd is the Dirac delta function. Then the
drag force is the longitudinal part of the viscous stress given
by18

F̃viscosity5
4
3rn¹2ṽ. ~9!

Equation~8! is accurate provided that the bulk viscosity of
the material is negligible compared to the kinematic viscos-
ity. When incorporated into the wave equation, viscosity
yields an absorption which depends on the square of fre-
quency at low frequencies and the square root of frequency
at high frequencies, a result which is inconsistent with the
observation that absorption scales linearly with frequency in
marine sediments.1

2. Darcy’s law

Let L be the identity operator andg̃52a0d(t) where
a0 is a constant. Then

F̃d52ra0ṽ, ~10!

which is Darcy’s law for fluid flow through a cylindrical
tube. When incorporated into the wave equation, Darcy’s
law yields an absorption that is independent of frequency,
and so is also inconsistent with observation. The failure of
Darcy’s law and viscosity to yield the observed dependence
on frequency does not rule out an internal friction loss
mechanism contributing to~or dominating! compressional
wave absorption. As is done for internal relaxations, we will
adopt a phenomenological approach and assume an unspeci-
fied friction mechanism modeled by Eq.~8!.

D. The equations of linear acoustics for a lossy fluid

The acoustic equations for a fluid with relaxation and
frictional losses are obtained by adding the drag force of Eq.
~8! to Eq. ~2!, and adopting the modified equation of state.
The resulting three equations are
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r“–ṽ1
]r̃8

]t
50, ~11!

“ p̃1r
] ṽ

]t
1rE

2`

t

g̃~ t2t!L„ṽ~t!…dt50, ~12!

p̃5
Ks

r E
2`

t

h̃~ t2t!r̃8~t!dt. ~13!

These equations are similar to those used by Verweij13 to
model losses. Verweij’s formulation is slightly different in
that Eqs.~11! and ~13! have been combined to eliminate
density perturbations, and inertia and compliance memory
functions are used in preference to impulse response func-
tions. In his analysis, Verweij considered absorption in an
unbounded medium, whereas we are concerned with material
discontinuities and boundary conditions.

Further progress cannot be made with Eqs.~11!–~13! in
the time domain unless specific mechanisms are adopted for
the impulse response functionsh̃ and g̃. We can, however,
perform a pseudo-harmonic analysis and Fourier transform
the equations with the intention of employing experimentally
determined forms for the transformed impulse response func-
tions. The transformed equations are

r“–v2 ivr850, ~14!

“p2 ivrS 11 i
g~v!

v
L D v50, ~15!

p5~Ks /r!h~v!r8, ~16!

wherev, p, andr, respectively, are the Fourier transformed
variablesṽ, p̃, andr̃8. Equations~14!, ~15!, and~16! are the
basis of our analysis of acoustic absorption in a lossy fluid.

At this point we are obliged to make a particular choice
for L, and for the sake of simplicity set the operator to unity.
This choice models a frictional loss which depends directly
on the acoustic velocity field, and in this sense is related to
Darcy’s law @see Eq.~10!#. It is not precisely Darcy’s law
because of the linear dependence of absorption on frequency
introduced later. Solving~14!–~16! for p results in the Helm-
holtz equation for the lossy material

r“–S 1

rS 11 i
g~v!

v D “pD 1
rv2

Ksh~v!
p50. ~17!

If we now make the substitutions

r̄5rS 11 i
g~v!

v D ~18!

and

c̄5A Ksh~v!

r„11 i @g~v!/v#…
, ~19!

we obtain our final form for the reduced wave equation:

r̄“–S 1r̄ “pD1
v2

c̄2
p50. ~20a!

Examining Eqs.~18!–~20a! we see that introducing a
loss term into the equation of motion has resulted in the
convention of both complex quiescent density and complex
sound speed. The medium density is, of course, actually real.
The idea of complex density is, like complex sound speed,
simply a convention adopted to simplify algebraic manipula-
tions for the chosen form of frictional loss. For the special
case of Darcy’s drag law@where g̃52a0d(t) and a0 is a
constant#, Eq. ~18! is equivalent to the expression given by
Morse and Ingard~Ref. 18, p. 254, equation 6.2.25! in con-
nection with the analysis of acoustic propagation in porous
materials. Morse and Ingard callr̄ ‘‘effective’’ density.

Inside each layer of a horizontally stratified medium,
quiescent density is constant and Eq.~20a! simplifies to the
standard form for the wave equation:

“

2p1~v2/ c̄2!p50. ~20b!

For homogeneous materials, only complex sound speed ap-
pears in the wave equation. However, if frictional losses are
present complex density reenters the problem through the
boundary conditions which must be satisfied at each layer
interface. For fluid layers, both the pressure across the
boundary and the particle velocity normal to the boundary
must be continuous. These conditions can be expressed in
terms of the velocity potential, defined by2“c5v. The re-
quirement that the component of velocity normal to the
boundary be continuous can be expressed as

]c1

]z
5

]c2

]z
, ~20c!

where the equality holds at the boundary. From Eq.~15!

p52 ivrS 11 i
g

v Dc ~20d!

and hence

r̄1c15 r̄2c2 , ~20e!

where the subscripts 1 and 2, respectively, denote variables
in the upper and lower layers. The densities in Eq.~20e! are
complex because of the frictional loss term which modifies
the equation of motion, and this is the crux of the matter.
Because frictional losses are associated with the diffusion of
momentum, they manifest as a drag force and yield different
boundary conditions from relaxation losses. Thus the choice
of description for the absorption mechanism is important for
problems where boundaries appear, such as stratified ocean
models.

E. Values for complex density

To illustrate the effect of assuming a frictional loss
rather than an internal relaxation, we will seth~v!51 ~no
internal relaxation!, and the friction impulse response func-
tion to

g~v!5auvu, v0,uvu,v1 , ~21!

wherea is a real, dimensionless constant andv0 and v1,
respectively, are the lower and upper limits for the observed
linear dependence of absorption on frequency. Taking the
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modulus ofv ensures thatg(2v)5g* (v), where* denotes
complex conjugate, which satisfies the requirement that the
time-domain drag force in Eq.~8! be real. Equation~21! for
g~v! results in absorption proportional to frequency over the
rangev0 to v1 and is therefore consistent with the available
experimental evidence. An absorption proportional to fre-
quency implies that the quality factorQ of the material is
constant, which cannot be true for all frequencies without
violating the principle of causality.2 For this reason, we have
limited the range for the linear dependence ofg on fre-
quency.

Substituting Eq.~21! into Eq.~18! yields a complex den-
sity of the form

r̄5rS 11 i
g~v!

v D5r~11 ia!, v0,v,v1 . ~21a!

As the factor~11ia! appears frequently, we will adopt the
notation

r̄5rb, where b511 ia. ~22!

With h~v!51, the complex sound speed is given by

c̄5cb21/2, where c5AKs /r. ~23!

Consider a one dimensional plane wavep(x)5exp(ikx)
propagating through an unbounded, homogenous medium
which exhibits an internal friction as described above. It fol-
lows from Eqs.~20b!, ~23!, and~22! that the pressure wave
decays at a rate exp~2aex! where

ae5 f
&p

c
„~11a2!1/221…1/2 ~23a!

is the absorption expressed in nepers per meter anda is the
dimensionless constant introduced in Eq.~21!. For small val-
ues ofa, a Taylor series expansion of Eq.~23a! yields the
approximate expression

ae'~pa/c! f . ~23b!

For a!1, Eq. ~23b! provides the relationship between ab-
sorption expressed in nepers per meter and the constanta
associated with the frictional mechanism. For a constanta,
the absorption scales linearly with frequency.
The relationship between smalla and the medium absorption
V expressed in dB per wavelength is

V52pDa, ~24!

whereD is a constant defined byD520 log10(e)>8.686.
From Eqs.~22! and ~23!, the complex density scales as

b and the complex sound speed scales asb21/2. In Fig. 1 we
have plotted the imaginary components ofb andb21/2 which
respectively correspond to the imaginary parts ofr̄/r and
c̄/c. The horizontal axis is logarithmic inV, and covers
seabed absorption in the range 0.01 to 1 dB/wavelength.
Over this range the real component of the scaled complex
sound speed is unity to a very good approximation. The real
component of the scaled complex density is always unity.
For small values of seabed absorption the imaginary part of
the density is approximately twice the magnitude of the
imaginary part of the sound speed, and has the opposite sign.

As can be seen from the figure, the proportional effect of
loss on the density is greater than that on the sound speed. In
the following sections we will show how this changes the
plane-wave reflection coefficient, and the Green’s function
for propagation in a range-independent fluid channel with a
pressure release surface and a lossy, fluid basement.

F. The plane-wave reflection coefficient

In what follows we will adopt the notation thatVc de-
notes the reflection coefficient for lossy fluids accounting for
complex sound speed, but not complex density~this being
the standard representation for losses! andVcp accounts for
both complex variables. The reflection coefficient for the in-
terface in a two-layered fluid system with absorption in the
lower half-space is found by requiring that the field due to a
plane-wave incident on the interface satisfy certain boundary
conditions. The requisite conditions are the continuity of
pressure and component of particle velocity normal to the
interface. We can express these conditions in terms of the
velocity potential, defined by2“c5v. From Eq. ~15! we
havep5 ivr̄c and the boundary conditions can be written
as

]c1

]z
5

]c2

]z
r1c15 r̄2c2

J at the interface, ~25!

where the interface normal is parallel to thez axis, the sub-
scripts 1, 2 respectively denote values in the upper and lower
fluids, and we have assumed the upper fluid to be lossless so
that r̄15r1. Complex sound speed enters the problem by
requiring the velocity potential to satisfy the reduced wave
equation. Expressing the incident, reflected and transmitted
velocity potentials in the form of plane waves, applying the
above boundary conditions atz50 and some algebraic ma-
nipulation results in an expression for the ratio of the re-
flected and incident velocity potentials at the interface:

Vcr5
sin~u1!/~c1r1!2sin~u2!/~ c̄2r̄2!

sin~u1!/~c1r1!1sin~u2!/~ c̄2r̄2!
, ~26!

whereu is the grazing angle. The interface boundary condi-
tions yield the additional requirement that

FIG. 1. The imaginary components of normalized sound speed and density
as a function of medium loss in dB/wavelength. The solid line corresponds
to density and the broken line corresponds to sound speed.
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cos~u1!/c15cos~u2!/ c̄2 . ~27!

Equation~27! is Snell’s law. Equation~26! can be rewritten
as

Vcr5
mrb sin~u1!2Ab cos~uc!

22cos~u1!
2

mrb sin~u1!2Ab cos~uc!
22cos~u1!

2
, ~28!

where we have made the substitutionsmr5r2/r1 and
cos(uc)5c1/c2 .

Since a!1 for realistic values of absorption, we can
determine an approximate expression for the effect of ab-
sorption on the reflection coefficient by forming a Taylor
series expansion ofVcr andVc to first order ina.

The resulting expressions are

Vc5VS 12
i sin~u1!cos

2~uc!mra

~mr
2 sin2~u1!1cos2~u1!2cos2~uc!!~cos2~uc!2cos2~u1!!1/2D ~29!

and

Vcr5VS 11
i sin~u1!~cos

2~uc!22 cos2~u1!!mra

~mr
2 sin2~u1!1cos2~u1!2cos2~uc!!~cos2~uc!2cos2~u1!!1/2D , ~30!

where V is the lossless plane-wave reflection coefficient
@given by Eq.~26! with b51#. The expansions are valid for
all angles except the critical grazing angle, are least accurate
near the critical angle and improve in accuracy for a fixed
absorption as the critical angle increases. The behavior of the
expansions is determined by the value of the radical in the
denominator. Foru1,uc the radical is imaginary and the fac-
tor multiplying the reflection coefficient is real and less than
unity. For u1.uc the radical is real and the main effect is a
change in phase.

A plot of the amplitude and phase ofV ~dash-dot line!,
Vc ~dashed line!, andVcr ~solid line! for a typical shallow
water seabed are given in Figs. 2 and 3. The fluid parameters
for the figures arec1/c2515/17,r2/r151.5, andV50.5 dB/
wavelength corresponding toa50.009. These parameters are
the same as the Acoustical Society of America benchmark
wedge19 with a lossy basement. The effect of absorption is to
decrease the magnitude of the reflection coefficient for
angles less than the critical, and remove the discontinuity in
slope at the critical angle.

To illustrate the differences betweenVc and Vcr , we
have plotted the ratiouVcr/Vcu calculated using the above
parameters as a function of grazing angle~see Fig. 4!. The
solid line is an exact result and the dashed line was calcu-
lated using the Taylor series expansions~20! and ~21!. The
expansions are singular at the critical angle~uc'0.49 rad!
and this point has been removed from the plot. The most
significant effect of complex density occurs for angles less
than the critical. In this region the effect is a reduction in the
magnitude of the reflection coefficient computed using the
complex sound speed only. The maximum reduction in mag-
nitude is about 2% for the example considered. As we will
demonstrate in the following section, a reduction of this size
has a significant effect on the absorption of acoustic modes
in waveguides.

An interesting result is that the magnitude of the reflec-
tion coefficient for large grazing angles is actually increased
over its value computed using the complex sound speed
only. This marginal increase results in a small decrease in the
absorption of the continuous spectrum.

FIG. 2. Reflection coefficient magnitude as a function of grazing angle for a
lossless fluid~dash-dot line!, lossy fluid with complex sound speed~dashed
line! and lossy fluid with complex sound speed and complex density~solid
line!. The fluid parameters are listed in the text.

FIG. 3. Reflection coefficient phase as a function of grazing angle for a
lossless fluid~dash-dot line!, lossy fluid with complex sound speed~dashed
line!, and lossy fluid with complex sound speed and complex density~solid
line!. The fluid parameters are listed in the text.
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II. THE GREEN’S FUNCTION FOR PROPAGATION IN
A WAVEGUIDE WITH A LOSSY BASEMENT

The dispersion relation for mode eigenvalues in a range-
independent waveguide can be expressed as~see Brek-
hovskikh and Lysanov,11 equation 5.5.2!

11Rb exp~2inh!50, ~31!

whereh is the depth of the waveguide,n is the mode vertical
wave number~which we wish to solve for! andRb is the
plane-wave reflection coefficient at the water–seafloor
boundary. The advantage of starting with the dispersion re-
lation in this form is we can account for the effect of fric-
tional losses via our modified expression for the plane-wave
reflection coefficient. Making the substitutionRb5Vcr , the
mode eigenvalue equation becomes

Vcr52exp~22inh!. ~32!

Substitution of Eq.~26! for Vcr into the above expres-
sion and some algebra results in the transcendental equation

tan~nh!5
2 i r̄2n

r1Ak222k1
21n2

, ~33!

wherek1 and k2, respectively, are the wave number in the
waveguide and basement. Withb set to unity, and a change
of sign on the right-hand side, Eq.~33! reduces to the result
given by Pekeris.20 The change of sign is a result of our
choosing the transform kernel exp~2ivt! rather than Pek-
eris’ exp(ivt) when transforming the time-domain linear
acoustic equations. Equation~33! differs from the dispersion
relation used by Kornhauser and Raney14 to analyze the ef-
fect of absorption in that the ratio of real densities has been
modified to include the factorb. This modification is a direct
consequence of including the internal friction loss term in the
equation of motion when satisfying the boundary conditions
at the waveguide fluid–fluid interface. Equation~33! yields
values for the mode horizontal wave number via the relation

j5Ak122n2. ~34!

Kornhauser and Raney investigated the effect of absorp-
tion in the seafloor by performing a perturbation analysis of
the lossless eigenvalue equation about its real-valued solu-
tions in terms of the imaginary part of the vertical wave

number. Compressional wave absorption was modeled in
their analysis by making the sound speed in the seafloor
complex. The analysis demonstrated that Im~j!, which gov-
erns the absorption rate of modes in the horizontal, is pro-
portional toa. This result can be expressed in the form of a
dimensionless functionF relating Im~j! to Im~k2!. Note that
k25v/ c̄25v/c2b

1/2'v/c2(11 ia/2). The function is ex-
pressed in terms of the mode numbern and the dimension-
less variables5vh/c1, so that

Im~j!5Im~k2!F~n,s!. ~35!

We have repeated Kornhauser and Raneys’ analysis tak-
ing into account both complex sound speed and complex
density. The analysis is much the same, but begins with the
dispersion relation including complex density, Eq.~33!. The
result of including complex density is to multiply the func-
tion F by the factor

U511
2

nc
2s2 @s2~12nc

2!2xn
2#, ~36!

wherenc5c1/c2 andxn is the real part of the vertical wave
number@found by solving Eq.~33! with b51# multiplied by
h. The effect of including this factor can be found in Fig. 5,
where we have plottedF as a function ofs for modes 1, 2,
and 3. We used the same geoacoustic parameters as Korn-
hauser and Raney,14 which werec2/c151.15 andr2/r152.

To further investigate the effect of complex density on
the Green’s function we have done a double Taylor series
expansion of the dispersion relation in terms of the vertical
wave number and absorption. Equation~33! can be written
as21

FIG. 4. Ratio of reflection coefficient magnitudesuVcp/Vcu as a function of
grazing angle. The fluid parameters are listed in the text.

FIG. 5. F(n,s) vss for n51–3 withc1/c251.15 andr2/r152. The broken
line is Kornhauser and Raneys’ results and the solid line includes the effect
of complex density.
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n5
mp

h
2arctanS r̄2n

r1hAk122k2
2D ~37!

and the inverse tangent function expanded in a Taylor series
and solved forn to yield the approximate solution

n'
mp

h S 11
r̄2

r1hAk122k2
2D 21

, ~38!

wherem51,2,3,... is the mode number.
Equation~38! is most accurate for small vertical wave

numbers, corresponding to low mode number. The effects of
complex sound speed and complex density onj can be in-
vestigated for small values of absorption by substituting Eq.
~38! into ~34! and expanding the resulting expression in a
Taylor series ina. Such an expansion leads to the result
~correct to first order ina!

j5j r1 i ~jc1jr!, ~39!

where

j r5Ak1
22

m2p2

h2L2 , ~40!

jc5
m2mrp2

h3k1
2L3j r

nc
2

2~12nc
2!3/2

a, ~41!

and

j r5
m2mrp2

h3k1
2L3j r

1

~12nc
2!1/2

a. ~42!

To simplify the above equations we have made the substitu-
tion

L511
mr

k1
2hA12nc

2
. ~43!

The effect of complex sound speed is accounted for by
Eq. ~41! and of complex density by Eq.~42!. The overall
effect is to introduce an imaginary component to the hori-
zontal wave number, resulting in absorption of the mode for
increasing horizontal distance form the source. As can be
seen from the expansions, the effect of complex density is of

the same order as the effect of complex sound speed. The
terms are equal forc2 5 A3/2c1, orc251837 m/s ifc151500
m/s.

To illustrate the effect we have calculated mode eigen-
values for the geometry shown in Fig. 6. The eigenvalues
were calculated by an iterative solution of Eq.~33! rather
than using the approximate expansions. The geoacoustic pa-
rameters are as for the Acoustical Society of America bench-
mark wedge19 with a lossy basement. There are three propa-
gating modes present. The real and imaginary parts of the
complex horizontal wave number for the first five modes are
listed in Tables I~without complex density! and II ~with
complex density!. The mode absorption expressed in terms
of decibels per kilometer are also listed. Including complex
density increases the absorption of the modes, by 50% for
the first mode and 40% for the second. The effect is some-
what less for the third mode~17%!, and the evanescent
modes are almost unchanged.

The propagation loss functions as a function of range for
the geometry in Fig. 6 and computed usingVc ~solid line!
andVcr ~dashes! with V50.5 dB/wavelength are plotted in
Fig. 7. There is a clear difference between the two plots,
amounting to a few decibels over the 50-km track. The dif-
ference, corresponding mainly to the mean amplitude of the
pressure field, is consistent with the mode eigenvalues listed
in Tables I and II.

III. THE INTERPRETATION OF ACOUSTIC
ATTENUATION MEASUREMENTS

We have added a parameter to the model for sound ab-
sorption by including two loss mechanisms in the linear
acoustic equations. The introduction of an additional param-
eter naturally leads to the question of how it can be deter-
mined. For propagation in a homogeneous medium without
boundaries, the effect of both mechanisms can be accounted
for by combining the parameters into a single complex sound
speed@cf. Eq.~19! and Eq.~20! with r̄ constant everywhere#.

FIG. 6. Geometry of the lossy Pekeris wave guide used for the mode eigen-
value and Green’s function calculations.

TABLE I. Real and imaginary parts of complex horizontal wave number
and mode attenuation in dB/km as a function of mode number. Case 1:
Complex sound speed only.

m Real(k) Imag(k) loss dB/km

1 0.10382 0.0000072977 0.0634
2 0.10105 0.0000279867 0.2431
3 0.09622 0.0000735192 0.6386
4 0.08913 0.0009392614 8.1583
5 0.07736 0.0023749482 20.628

TABLE II. Real and imaginary parts of complex horizontal wave number
and mode attenuation in dB/km as a function of mode number. Case 2:
Complex sound speed and complex density.

m Real(k) Imag(k) loss dB/km

1 0.10382 0.0000111391 0.0968
2 0.10105 0.0000390023 0.3388
3 0.09622 0.0000860930 0.7478
4 0.08914 0.0009364452 8.1339
5 0.07741 0.0023677485 20.566
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In this case there is no way~and no need! to distinguish
between the two mechanisms. For problems which involve
boundaries between lossy media, such as the lossy Pekeris
waveguide, internal friction results in different mode absorp-
tion values as a function of mode number than are obtained
from internal relaxation. Thus the measurement of relative
mode absorption may provide a means of distinguishing be-
tween the two mechanisms.

IV. CONCLUDING REMARKS

There are two mechanisms associated with compres-
sional wave absorption, internal relaxation, and internal fric-
tion. Internal relaxations are modeled by modifying the equa-
tion of state for the lossy medium whereas internal frictions
modify the equation of motion. For the special case of propa-
gation in an homogeneous, unbounded medium, complex
density is unimportant and both mechanisms can be modeled
with complex sound speed. For the more realistic case of
propagation in a stratified environment, complex sound
speed does not give a correct description for losses caused by
internal friction. In this case, frictional losses can be modeled
by the introduction of a complex quiescent density in addi-
tion to complex sound speed.

An important application to ocean acoustics is the cal-
culation of transmission loss in shallow water regions. In
these regions the effect of complex density is commensurate
with the effect of complex sound speed, and increases the
absorption of propagating modes. Assuming that all absorp-
tion is due to internal friction losses, low order modes can
have their absorption increased significantly~as much as
50% for the example given! and neglecting complex density
may lead to amplitude errors of several decibels. Energy con-
servation corrections which eliminate amplitude errors in
range-dependent propagation models have recently been
published.22,23The complex density correction for the case of
frictional losses is similar in nature in that the main effect is
to shift the level of the transmission loss curves.

There is insufficient evidence at this time to decide if an
equivalent fluid description of absorption in marine sedi-
ments is correctly formulated by a modification to the equa-

tion of state or the equation of motion. As propagation in
realistic ocean environments depends somewhat on which
modification is adopted, it is important to determine the ori-
gin of the losses.
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This paper addresses the problem of matched-field source localization in the presence of
uncertainties in the ocean environment. Because signal wavefront mismatch can cause anomalous
source location estimates, development of robust localization methods is critically important. In this
paper, a robust maximum-likelihood estimator is proposed. It is based on a decomposition of the
field into predictable and unpredictable subspaces of the acoustic normal mode representation. The
estimator uses the predictable subspace for source localization. Identification of the predictable
modes is made according to the second-order joint statistics of the horizontal wave numbers. The
performance of the method is evaluated and compared to other matched-field methods using
simulations and acoustic array data from the Mediterranean Sea. In the presence of mismatches, the
algorithm has superior probability of correct localization than the maximum-likelihood,
matched-mode-processing, and Bartlett methods. ©1997 Acoustical Society of America.
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INTRODUCTION

Matched-field methods exploit complex multipath
propagation models to localize underwater acoustic sources.
As demonstrated in several articles,1,2 a major difficulty fac-
ing this approach is that the localization process is extremely
sensitive to errors in the assumed environmental conditions.

Several approaches to this problem have been investi-
gated. In one approach, the problem is formulated by assum-
ing a parametrized model in which the vector of the environ-
mental and source location parameters is unknown. In the
optimum uncertain field processor~OUFP!,3,4 prior statistical
information about the source location, propagation, and array
parameters is used in order to obtain optimal estimates of the
source location parameters. This processor involves a com-
putationally intensive integration over the model parameter
space. In the maximum-likelihood~ML ! estimator, a multi-
dimensional search over the parameter space is required. In
most situations the model parameter space is extremely
large, thus solution via an exhaustive search is not a viable
option. Furthermore, the objective function usually contains
many local minima/maxima precluding the use of gradient
descent methods. Therefore, this approach has been investi-
gated mainly using simulated annealing and genetic
algorithms.5,6

Two other approaches for matched-field processing
methods which are robust to environmental uncertainty, are:
~1! minimum variance beamformer with environmental per-
turbation constraints~MV-EPC!,4,8 and ~2! matched mode
processing~MMP! methods.7,9–12 In the MV-EPC method,
the second-order statistics of the signal wavefront, averaged
over an ensemble of environmental perturbations, are used to

design constraints for an MV adaptive beamformer. The ro-
bustness of the MMP methods is achieved by retaining only
the part of the field which is less sensitive to environmental
mismatch. As a first step, the MMP requires estimation of all
the mode amplitudes. Then estimation of the source location
is achieved by matching only the predictable modes to the
corresponding modes in the replica field. Its main drawback
is the difficulty of the preliminary step in making accurate
estimates of all the modal amplitudes, particularly at lower
signal-to-noise-ratios~SNR’s!. In addition, it requires that
the number of modes be lower than the number of sensors.

In this paper, a robust version of the ML estimator for
source range and depth is proposed. The method is based on
the conventional ML estimator,13,14 but with a different sig-
nal wavefront model. As in MMP, it is also based on a de-
composition of the field into predictable and unpredictable
subspaces of the acoustic normal mode representation of the
field. In the proposed estimator, instead of neglecting the
unpredictable modes, the measurements are projected into
the unpredictable null subspace. The performance of the pro-
posed method is evaluated and compared to other existing
methods by simulations and experimental data. It is shown
that the robust ML achieves higher probability of correct
localization than the ML, MMP, and Bartlett methods.

The paper is organized as follows: The next section de-
scribes the scenario and the problem formulation. In Sec. II,
the proposed estimator is presented. In Sec. III, the Cramer–
Rao lower bound~CRLB! is developed to demonstrate the
dependence of localization accuracy on the number of reli-
able modes. Section IV provides a discussion on identifica-
tion of the predictable modes. Sections V and VI present the
results of a performance evaluation of the proposed method
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using simulations and experimental data, respectively. The
conclusions are summarized in Sec. VII.

I. PROBLEM FORMULATION

Consider a point source at depthz0 and ranger 0 which
radiates a monochromatic signal at angular frequencyv in a
time invariant shallow-water waveguide. The acoustic field
is sampled by a vertical array ofN sensors. The depth of the
i th sensor from the upper surface is denoted byzi . The sen-
sor locations are assumed to be known. Figure 1 depicts the
environmental configuration and the source-array geometry.
The environmental scenario is one of the more complex
benchmark cases used in the May 1993 NRL Workshop on
Acoustic Models in Signal Processing.15

Using an adiabatic normal mode model, the field mea-
sured by sensori at time t, ~2(T/2),t,(T/2)! can be ex-
pressed by~see, e.g., Ref. 16!:

ỹi~ t !, ỹ~zi ,t !5b(
m51

M

fm~zi !fm
~0!~z0!

ejkmr0

Akmr 0
ejvt

1e ie
jvt, i51,...,N, ~1!

wherefm
(0)~•! and fm~•!, m51,...,M are the modal depth

eigenfunctions at the source and the array, respectively, and
km denotes the average horizontal wave number of themth
mode in the channel:

km,
1

r 0
E
0

r0
km~r !dr, m51,...,M .

Here,M is the number of the propagating modes in the chan-
nel andei stands for the additive noise complex amplitude at
the i th sensor. The complex amplitude of the received signal,
b, is unknown. The received noise at the sensors is assumed
to be zero-mean, Gaussian, with known covariance matrix,
Q, whose elements are given by

Qik5E$e iek* %, i ,k51,...,N, ~2!

where E denotes the expectation operation. The complex
Fourier coefficient of~1! at a single frequencyv is

yi5b(
m51

M

fm~zi !fm
~0!~z0!

ejkmr0

Akmr 0
1e i , i51,...,N.

~3!

The modal eigenfunctions,fm(zi), and horizontal wave
numbers,km , depend on environmental parameters which
describe the bathymetry, geoacoustic properties of the bot-
tom, and sound speed in the water column. In practice, these
parameters are not precisely known. For example, the uncer-
tain environmental parameters considered in this paper are
shown in Table I. Each parameter is assumed to be uniformly
distributed in the range of values given. The objective here is
to estimate the source location parameters (r 0 ,z0) from the
measurementsyi , i51,...,N, when the complex signal am-
plitudeb is unknown, and the environment is uncertain. The
vector of the uncertain environmental parametersh includes:
the sound velocity at depthsz50, D2, D1, Dbot, i.e., c~0!,
c(D2), c(D1), c~Dbot!, the waveguide depthD, the bottom
attenuationa and the bottom densityr.

Denoting the vector of the source parameters byu:
u,[ r 0 z0]

T, Eq. ~3! can be written in matrix notation as

y5bTs~u!1e, ~4!

where the elements of the matrixT and the vectors„u… are
given by Tim5fm(zi), sm(u) 5 fm

(0)(z0)e
jkmr0/Akmr 0,

i51,...,N, m51,...,M , and b5[1 j ]b, where
b,@Re(b) Im(b)#T. The superscriptT denotes the trans-
pose operation.

II. THE ROBUST MAXIMUM LIKELIHOOD ESTIMATOR

Applying the conventional ML estimator to the problem
stated above directly involves a multidimensional search
over the source location and the environmental parameters
~u,h!. In order to avoid such a computationally intensive
search procedure, the method proposed here identifies the
part of the field that is less predictable due to environmental
mismatch. The revised model ignores the information on
source location carried by the unpredictable part and the lo-
calization is performed according to the information carried
by the predictable part. Applying the ML estimator with this
model yields a robust and computationally efficient proce-
dure.

A. Model decomposition

In normal mode models, some modal amplitudes remain
more correlated than others in the presence of environmental
uncertainties. One of the larger uncertainties in acoustic
propagation modeling is the effect of boundary interactions.
Typically, higher-order modes have more significant cou-
pling to the boundary and are thus less predictable. In typical
shallow-water channels, the higher-order modes are associ-
ated with rays that have a higher number of reflections from

FIG. 1. The NRL workshop ‘‘genlmis’’ scenario configuration.

TABLE I. Uncertain shallow-water environmental parameters.

Environmental parameter Symbol Value range

Surface sound speed c~0! 1500.06 2.5 m/s
Bottom sound speed c(D2) 1480.06 2.5 m/s
Bottom depth D 102.56 2.5 m
Sub-bottom sound speed c(D1) 16006 50 m/s
Lower halfspace sound speed c~Dbot! 17506 100 m/s
Bottom attenuation a 0.356 0.25 dB/l
Bottom density r 1.756 0.25 g/cm3
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the boundaries and larger group delays in the medium.17

Therefore, these modes are often affected by medium varia-
tions more than the lower-order modes. In other words, un-
certainties in the channel parameters cause the higher-order
modes to be less correlated than the lower-order modes. This
means that the available information on the source location is
weaker in the higher modes than the lower modes. The MMP
techniques in10,12were developed relying on this assumption.

In this work, the signal wavefront is decomposed into
two subspaces. The first subspace includes the modes which
remain correlated in the presence of environmental variabil-
ity. These modes will be referred to as ‘‘predictable’’ modes.
The other modes, referred to as ‘‘unpredictable,’’ make up
the second subspace. Identification of the predictable modes
will be discussed in Sec. IV. In the proposed model, the
complex amplitudes of the modes in the second subspace are
assumed to be nuisance parameters. It is assumed that these
modes do not carry any useful information concerning the
source location parameters and the localization is performed
according to the information carried by the modes in the first
subspace. These assumptions lead to a suboptimal but com-
putationally efficient solution.

Assume thatM0 modes, constructing the spaceVp , are
predictable while theM2M0 modes in the spaceVu are
unpredictable. Then the field can be written as a sum of
predictable and unpredictable parts:

yi5b (
mPVp

sm~u!fm~zi !1b (
mPVu

smfm~zi !1e i . ~5!

In the first term, the functional relationship between the co-
efficients $sm(u)%mPVp

and the source location is known
a priori. In the second part, the coefficients$sm%mPVu

have a
weak or essentially unknown relationship to the source loca-
tion and environmental parameters. In order to get a robust
estimate in an imperfectly known ocean waveguide, the co-
efficients $sm%mPVu

are modeled as nuisance parameters.
Equation~5! can be written in vector notation in the form of
Eq. ~4! by

~6!

where T5@T1 T2#, in which T1 and T2 are N3M0 and
N3(M2M0) matrices, respectively, and sT~u!
5@s1

T~u! qT/b#, where s1~u! and q are M031 and
~M2M0!31 vectors, respectively. The vectorq contains the
nuisance parameters$sm%mPVu

. We assume that all the
eigenfunctionsfm(z) at the receiving array are known, i.e.,
the matricesT1 andT2 are known. The justification for this
assumption is that environmental measurements are typically
available at the receiver. In contrast, the errors inq are due to
uncertainties in the horizontal wave numbers,km , which are
determined by variable channel properties between the
source and the receiver. Since horizontal wave numbers are
multiplied by the source ranger 0 to determine the model
phases in~3!, errors inq are usually the most significant
reason for signal wavefront mismatch.

B. The ML estimator

Based on the model described in~6!, the ML estimator
of the vectoru is given by

ûML5arg min
u

$min
b,q

@y2bT1s1~u!2T2q#HQ21

3@y2bT1s1~u!2T2q#%, ~7!

where the elements ofQ are defined in~2!. The linear de-
pendence upon the nuisance parameter vector considerably
simplifies the ML estimator. By minimization over@b qT#
one obtains

F b̂q̂G
ML

5~AHQ21A!21AHQ21y, ~8!

whereA,@T1s1 T2#. The ML estimator ofu becomes

ûML5arg minu$~y2A~AHQ21A!21AHQ21y!HQ21

3~y2A~AHQ21A!21AHQ21y!%

5arg minui~PA
'~u!Q21/2y!i2, ~9!

wherePA
'(u) is a projection matrix into the null space of

Q21/2A~u!:

PA
'~u!,I2PA~u!5I2Q21/2A~u!

3~AH~u!Q21A~u!!21AH~u!Q21/2,

~10!

where the matrixI is an identity matrix of sizeN.
This estimator requires the number of sensorsN, be

greater or equal toM2M011, in contrast with the MMP
which requiresN.M . As mentioned above, the proposed
estimator is more robust than the regular ML estimator be-
cause it properly nulls modes which are the most sensitive to
environmental mismatch. By projection of the data and the
model into the null space of these modes, the information on
the source location carried by these modes is lost. Therefore,
the performance of the estimator can be expected to degrade
as the number of the predictable modes decreases. This
means that there is a trade-off between robustness to envi-
ronmental mismatch and the local accuracy of the estimator.
This trade-off will be studied via the CRLB in Sec. III. The
robust ML is similar to MMP12 which is based on ‘‘match-
ing’’ the predictable modes to the measured modes to obtain
a robust estimate of the source location. However unlike the
MMP, it does not require making accurate estimates of all
the modal amplitudes which becomes difficult at lower
SNR’s and instead of ignoring the unpredictable space it
properly nulls it.

III. THE CRAMER–RAO BOUND ON SOURCE
LOCATION PARAMETERS

To illustrate the trade-off between robustness and accu-
racy, the non-Bayesian Cramer–Rao lower bound~CRLB! is
derived here for the model of~6!. If the environmental pa-
rameters are known, this bound describes the performance of
the ML estimator at sufficiently large SNR and/or observa-
tion time.
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The CRLB is an indication of the minimum variance of
any unbiased estimator of the vector of unknown parameters
given by

u,@aT,qT#T, ~11!

whereaT,@uT,bT#. For a deterministic signal and Gaussian
noise, in a model of the general form,y5G~u!1e, the entries

of the Fisher information matrix~FIM! of the vectoru are
given by

@Juu# i j52ReF]GH~u!

]u i
Q21

]G~u!

]u j
G . ~12!

Partitioning Juu according to~11!, and using the model in
~6!, gives

Juu52F ReS ]b* s1
H~a!

]a
T1
HQ21T1

]bs1~a!

]a D ReS ]b* s1
H~a!

]a
T1
HQ21T2D

ReS T2
HQ21T1

]bs1~a!

]a D Re~T2
HQ21T2!

G,FJaa Jaq

Jqa Jqq
G . ~13!

The CRLB ona using the predictable modes, is given by the
upper submatrix ofJuu

21 which, from ~13!, can be expressed
as

CRP~a!5Jaa
211DCRLB1. ~14!

Using a well-known formula for the inverse of a partitioned
matrix18 whereDCRLB1 is given by

DCRLB1,Jaa
21Jaq~Jqq2JqaJaa

21Jaq!
21JqaJaa

21>0.
~15!

The matrixJaa is the FIM for source localization assuming
the field only consists of the predictable modes. Its relation
to the FIM for source localization where all the modes are
used is established in the sequel. The matrixDCRLB1 ex-
presses the performance loss resulting from the estimation of
the additional nuisance parameters in the model~the vector
q!. If the noise at the sensors is independent, identically dis-
tributed ~i.i.d.!, thenQ5s2I . Further, in the case of a dense
array which spans the entire water column, the acoustic
modes are orthogonal, soT2

HT150, and the resultingJuu is a
block diagonal matrix withJqa 5 Jaq

T 5 0. In this case,
DCRLB150, so asymptotically there is no performance loss
due to the need to estimateq.

Although in the case of a fully spanning dense array,
DCRLB1 of ~15! is zero, treating the unpredictable modes as
nuisance parameters still results in performance degradation
relative to the case of a known environment. This loss can be
studied by considering the CRLB in the perfectly matched
case where

y5bT1s1~a!1bT2s2~a!1n. ~16!

This model assumes no environmental uncertainties. The
second term in~16! represents the modes which are not used
by the suggested robust method. Let CRE~a! be the CRLB
on a using the exact model of~16!. Then, CRE~a! is given
by

CRE~a!5H 2ReF S T1

]bs1~a!

]a
1T2

]bs2~a!

]a D H
3Q21S T1

]bs1~a!

]a
1T2

]bs2~a!

]a D G J 21

,

5~Jaa1E!21, ~17!

where

E,2ReF]b* s1
H~a!

]a
T1
HQ21T2

]bs2~a!

]a

1
]b* s2

H~a!

]a
T2
HQ21T1

]bs1~a!

]a G
1

]b* s2
H~a!

]a
T2
HQ21T2

]bs2~a!

]a
. ~18!

In general,E is not necessarily non-negative-definite, how-
ever, under the assumption of a dense array and i.i.d. noise,
E can be approximated by

E'2ReF 1s2

]b* s2
H~a!

]a
T2
HT2

]bs2~a!

]a G.0. ~19!

Indeed, in this case, use of less modes for source localization
results in performance reduction. Using another matrix iden-
tity:

CRE~a!5~Jaa1E!215Jaa
212~Jaa1JaaE

21Jaa!21,
~20!

thus

Jaa
215CRE~a!1DCRLB2, ~21!

where

DCRLB25~Jaa1JaaE
21Jaa!21.0. ~22!

Substituting Eq.~21! into ~14! shows that modeling the un-
predictable modes as a noisy component in the received data
leads to a CRLB on the source localization which can be
expressed as

CRP~a!5CRE~a!1DCRLB11DCRLB2, ~23!
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where for fully spanning dense array case,DCRLB150, so
DCRLB2 describes the performance loss in the robust ML
relative to the exact ML for a fully calibrated channel.

In the general case of an array which does not span the
water column, the CRP can be expected to increase relative
to CRE, because of both the effects of:

~1! adding the unknown nuisance parametersq to the
model,

~2! ignoring the source location information carried by
the rejected modes,
which are represented byDCRLB1 and DCRLB2, respec-
tively. Because in the general case,E in ~18! is not neces-
sarily positive semidefinite, the simple sum in~23! cannot be
used directly. Nevertheless, intuitively these factors lead to a
trade-off between robustness and accuracy. In other words,
although the robustness is achieved by excluding the unpre-
dictable modes from the spaceVp , this results in a degrada-
tion in local accuracy performance.

IV. IDENTIFICATION OF THE PREDICTABLE MODES

Determination of the predictable and unpredictable com-
ponents of a hypothesized signal wavefront requires the abil-
ity to identify the normal modes which are least affected by
perturbations in the uncertain environmental parameters.
This task involves both determining the number of predict-
able modes,M0, as well as whichM0 of the M possible
modes are most robust to environmental mismatch. In this
section, the latter problem is addressed. Given the value of
M0, the method proposed here identifies the most robust
M0-sized subset of theM modes. The problem of selecting
M0 is briefly discussed at the end of this section.

Environmental mismatch causes errors in both the modal
horizontal wave numbers and eigenfunctions. To identify the
predictable modes, treat the uncertain environmental param-
eters as random variables. Under this assumption, the hori-
zontal wave numbers and modal eigenfunctions in the propa-
gation model are also random. The predictable modes can
then be determined by finding those that exhibit the lowest
variability. Once identified, these predictable modes are then
approximated as being deterministically known in the model
of Sec. II.

In a shallow-water waveguide, where the source range is
much larger than the channel depth, the effect of errors in the
modal horizontal wave numbers is the most significant error,
since the modal phases are products of the horizontal wave
numbers and the source range. Hence, a simple approxima-
tion which can be used to identify the predictable modes is to
assume that the environmental mismatch causes errors pri-
marily in the modal phases~i.e., the stable modes can be
determined according to the stability of the horizontal wave
numbers!. In Sec. V the effect of mismatch on the modal
amplitude errors will be evaluated numerically.

The correlation of the modes in the presence of environ-
mental uncertainty can be evaluated by computing the sec-
ond order statistics of the horizontal wave numbers. For this
purpose, KRAKEN,19 a normal mode propagation model
program, can be used to generate a database containing in-
dependent random realizations of the uncertain environmen-
tal parameters. Assume a candidate subset of modes with

horizontal wave-number vector,k, of dimensionM031. Let
k l , l51,...,L be the l th realization of the vectork. The
covariance matrix ofk can be estimated by

G,cov~k!'
1

L (
l51

L

~k l2 k̂!~k l2 k̂!H, ~24!

wherek̂ is the unbiased estimator ofk̄,E~k!:k̂51/LS l51
L k l .

In general, some errors ink affect source range bias
while others affect distortion of the ambiguity/likelihood
function shape. To see this, decompose the horizontal wave
numbers by letting

k5 k̄1Dk5 k̄1Dk'1e1k̄1e21, ~25!

where1 is a vector of ones. The vectorDk' is orthogonal to
the vectorsk̄ and1 ~i.e.,Dk''@k̄ 1#!. LettingF be defined
by F,@k̄ 1#, then,Dk' is given by

Dk'5Dk2F~FHF!21FHDk5PF
'Dk, ~26!

wherePF
' is

PF
',I2PF5I2F~FHF!21FH. ~27!

Substituting~25! into bejkr gives

bejkr5be~ j k̄r1 j e1k̄r1 j e21r1 jDk'r !

5bej e2re~ j k̄~11e1!r1 jDk'r !5b̃e~ j k̄ r̃ 1 jDk'r !, ~28!

where b̃,bej e2r and r̃,(11e1)r . Equation ~28! demon-
strates that the horizontal wave-number errors collinear with
the vector1 result in an error in the estimate of the complex
amplitudeb, whereas horizontal wave-number errors collin-
ear with the vectork̄ result in a bias in the source range
estimate. Horizontal wave-number errors in other directions
~i.e., in the space defined byDk'! result in distortions of the
ambiguity/likelihood function.

In order to exclude only unpredictable modes that result
in distortions of the ambiguity/likelihood function, take the
projection of the estimated covariance matrix of the horizon-
tal wave-numberG into the null space of the matrixF, i.e.,
let

Gproj,cov~Dk l
'!'

1

L (
l51

L

Dk l
'Dk l

'H

5PF
'S 1L (

l51

L

~k l2 k̄!~k l2 k̄!HDPF' .

~29!

The resulting covariance matrix,Gproj is associated with hori-
zontal wave-number errors in the column space ofDk'.

Let SM0
be the space of allM0-sized subsets of theM

modes, and letGproj~Vc! denote the covariance matrixGproj
calculated for a particular subset selection,Vc , ofM0 modes.
Then the most predictable selection ofM0 modes,Vp , is
determined as that subset which minimizes the trace of
Gproj~Vc!:

Vp5arg min
VcPSM0

trace„Gproj~Vc!…. ~30!
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The eigenvalues ofGproj express the variability ofDk
' in an

orthogonal space. Therefore, predictability of a subset of
modes depends on the sum of eigenvalues ofGproj . The sub-
set of modes,Vc , which minimizes the trace~sum of eigen-
values! of Gproj~Vc! is selected as the most predictable subset
of modes. Note that the minimization in~30! is performed
over the selection ofM0 sized subsets ofM modes. Thus the
total number of subsets to evaluate in order to find the most
predictablemodes is (M0

M ) 5 M !/M0!(M 2 M0)!.

Although the above procedure for identifying the most
predictable modes assumes thatM0 is known, in practice, a
method for determiningM0 is required. Choice ofM0 is
analogous to the order determination problem in parametric
spectral estimation where information theoretic criteria are
used for finding the best robustness versus resolution trade-
off. As discussed in the previous section, reduction ofM0
improves robustness to mismatch but causes a degradation in
the local accuracy of the robust ML method. Although useful
for illustrating this trade-off, the CRLB is not a tight bound
on the large errors which are common in matched-field prob-
lems. A more appropriate bound for predicting large error
performance would be the Barankin bound,20 whose applica-
tion to matched-field processing remains a subject for future
work. In the following section, results are reported using
values ofM0 which were found to give the best robust ML
localization performance.

V. SIMULATION RESULTS

In this section, the performance of the proposed estima-
tor is evaluated and compared to the conventional ML, Bar-
tlett and MMP. In these simulations, the environmental con-
figuration shown in Fig. 1 was used.15 The point source is
narrow band at frequency 250 Hz. The field is sampled by a
vertical line array containing 20 hydrophones spaced 5 m
apart ranging from 5 to 100 m in depth. The ambiguity sur-
faces are computed for source ranges between 5 and 10 km
away from the array and at source depths 0 to 100 m. The
additive noise at the sensors is zero mean, Gaussian and i.i.d.

The predictable modes were identified according to the
variance of the horizontal wave numbers,km @i.e., Eq.~30!#.
One hundred independent realizations of the environment
were used in order to estimate the variance ofkm . The num-
ber of predictable modes used wasM057. The estimated
horizontal wave-number standard deviation of the modes is
shown in the upper graph of Fig. 2. The lower graph depicts
the wave-number standard deviation of the selected modes
~numbers 3 through 9! after rejection of the components col-
linear with the vectorsk̄ and1.

As previously noted, the proposed estimator rejects the
unpredictable modes by projecting the data into their or-
thogonal complement space. This operation is performed by
multiplication of the received data by the projection matrix
PA

' . This is actually a mode filtering operation. Nulling the
unpredictable modes is not perfect, since in construction of
PA

' the supposed eigenfunctions are different from the true
eigenfunctions because of local environmental mismatch.
Therefore, it is interesting to evaluate the effect of errors in
the local eigenfunctions in the modal filtering response. Fig-

ure 3 shows the modal filter response for an environmental
realization that was randomly selected assuming uniform
prior distributions with limits given in Table I. In the se-
lected realization, 13 modes are predicted in total. In Fig. 3
suppression of the rejected modes~i.e., mode numbers: 1, 2,
10, 11, 12, 13! can be observed. This ‘‘sidelobe leakage’’ is
negligible at low SNR’s but it becomes dominant at SNR’s
above 20 dB.

Define the probability of correct localization~PCL! as
the probability that the absolute source location estimation
error is less than 400 m in range and 2 m in depth. To
estimate thePCL , 100 independent realizations of the ran-
dom environmental parameters described by Fig. 1 and Table

FIG. 2. The horizontal wave-number standard deviations of all modes and
the selected modes with projection.

FIG. 3. A typical modal filter response for a realization of a local modal
eigenfunctions.
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I were generated for each SNR. Figure 4 compares thePCL
of the proposed estimator to the MMP, Bartlett~BT! and
conventional ML in which the environmental parameters are
not estimated. The bars in the figure denote the standard
deviation of thePCL estimation errors. The method used to
calculate the standard deviation of thePCL appears in the
Appendix. The conventional ML and Bartlett estimators pro-
vide PCL that is less than 0.56 for any SNR. The MMP
achieves higher values ofPCL at high SNR’s, but it fails at
low SNR’s. The poor performance of the MMP can be ex-
plained by the fact that it requires estimation of all the modes
even though this is not necessary for source location estima-
tion. The robust ML proposed here achieves high values of
PCL at high SNR’s, and it performs as well as the ML and
Bartlett at low SNR’s. One of the reasons that thePCL of the
robust ML does not increase beyond a threshold SNR, is the
effect of errors in the eigenfunctions at the receivers. As
discussed above, the errors in the eigenfunctions become
dominant at SNR’s greater than 20 dB. Therefore, by in-
creasing the SNR beyond approximately 20 dB, the perfor-
mance is not improved.

In Fig. 5 the likelihood/ambiguity surfaces of the ML,
MMP, and the robust ML estimator are shown for a case
where the MMP and ML estimators fail at an SNR of 10 dB.
Note that at this SNR, the ML and the MMP achievePCL’s
of 0.56 and 0.07, respectively, whereas the proposed estima-
tor provides aPCL of 0.84.

VI. EXPERIMENTAL RESULTS WITH
MEDITERRANEAN DATA

The algorithm proposed in this paper was also evaluated
using experimental data collected in the Mediterranean Sea
by the NATO SACLANT Center. A detailed description of
the data set may be found in Ref. 5. The data are also avail-
able on the World-Wide-Web at http://spib.rice.edu. The
data were collected on 26 October 1993 in a shallow-water

area north of the island of Elba off the Italian west coast. The
environmental model consisted of an ocean layer overlying a
sediment layer and a bottom layer. All layers were assumed
to be range independent. The water sound-speed profile was

FIG. 4. The probability of correct localization for the robust ML estimator
~solid line!, the regular ML~dashed line!, and MMP~dashed-dotted line!.

FIG. 5. The localization surfaces of the ML estimator, the MMP and the
robust ML estimator for the simulations of the NRL workshop scenario.
True source location: (r ,z)05~8780, 73!, ML estimate: (r ,z)ML5~6660, 95!,
MMP estimate: (r ,z)MMP5~6940, 100!, the proposed estimator:
(r ,z)MLrobust5~8700, 72!.
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measured near the vertical array and assumed to be known.
The environmental configuration is similar to the one used in
the simulations~see Fig. 1! except that only the geoacoustic
parameters were unknown. The range of uncertainties in the
environmental parameters is given in Table II.

The vertical array had a total aperture of 94 m, contain-
ing 48 hydrophones with 2-m spacing, where the top hydro-
phone was at a depth of 18.7 m. The wideband pseudo-
random source was located at a range of between 5.4 and 5.8
km from the array and at a depth of between 78 and 82 m.
The data was acquired at a sample rate of 1 kHz over 65.536
s. The data at each hydrophone was transformed into the
frequency domain using a Fourier transform over the entire
data length. Since the narrow-band problem is of interest
here, only the frequency bin near 169.9 Hz was used to ob-
tain a narrow-band snapshot of the sensor outputs.

Identification of the predictable modes was performed
using a Monte-Carlo estimate ofGproj~Vc! and the procedure
described in~30!. One hundred independent realizations of
the field were used to estimate the horizontal wave-number
covariance matrix. The number of predictable modes used
wasM053. The modes 2, 4, and 5 were found to be predict-
able in this sense whereas the other mode amplitudes were
modeled as nuisance parameters. In order to statistically
evaluate the performance of the proposed estimator with the
collected data, 100 independent realizations of environmen-
tal parameters were selected within a range given in Table II
to represent the environmental parameters assumed by the
processors. The estimatedPCL of the robust ML estimator
was 0.79 whereas the Bartlett and the ML achieved aPCL of
0.6. Figure 6 depicts the localization surfaces of the proposed
estimator, the MMP and the conventional ML estimators for
one of the cases in which the MMP and ML estimators fail.
The proposed estimator achieves results similar to those of
the genetic algorithm5 in which the source location and the
environmental parameters are estimated simultaneously:
(r ,z)MLrobust5~5400, 77! where (r ,z)GA5~5437, 74.6! for the
source location at (r ,z)05~56006200, 8062!. Note that the
robust ML technique does not require the computationally
intensive global optimization performed by genetic algo-
rithms.

VII. CONCLUSIONS

In this paper, a robust ML estimator for source localiza-
tion in a shallow-water environment has been developed.
The method exploits predictable modes for source localiza-

tion while rejecting unpredictable modes. It has been com-
pared to other methods using simulations and experimental
data and has been demonstrated to achieve higher values of
PCL , particularly at mid-range SNR values.

In this work, the second-order statistics of the horizontal
wave numbers were used to evaluate the predictability/

FIG. 6. The localization surfaces of the ML estimator, the MMP and the
robust ML estimator for the SACLANT experimental data. True source
location: (r ,z)05~56006200, 8062!, ML estimate: (r ,z)ML5~1775, 92!,
MMP estimate: (r ,z)MMP5~6000, 88!, the robust ML estimate:
(r ,z)MLrobust5~5400, 77!.

TABLE II. Environmental parameters for the North Elba experiment site.

Environmental parameter Lower bound Upper bound Units

Bathymetry 125 130 m
Sediment thickness 0.0 6.0 m
Sediment upper sound speed 1450 1550 m/s
Sediment lower sound speed 1500 1600 m/s
Sediment attenuation 0.0 0.4 dB/l
Sediment density 1.2 2.2 g/cm3

Bottom sound speed 1550 1650 m/s
Bottom attenuation 0.0 0.4 dB/l
Bottom density 1.2 2.2 g/cm3
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coherency level of the modes. Using the CRLB it was shown
that in the case of a dense array which spans the entire water
column, reducing the number of modes used in the replica
degrades the local accuracy in the source location estimate,
even though it improves robustness to larger errors. This
suggests that there exists an optimal number of modes which
should be used in the replica field. Further work is required
in order to more precisely quantify this important trade-off.
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APPENDIX

ThePCL is estimated according toN independent results
of the algorithm. We defineN random variables,$ai% i51

N as

ai, H1,0, for correct localization ini th experiment,
for false localization in i th experiment.

~A1!

ThePCL is estimated by

P̂CL5
1

N (
i51

N

ai . ~A2!

Then the variance of this estimator is

var~ P̂CL!5E~ P̂CL2PCL!
25ES 1N (

i51

N

ai2PCLD 2. ~A3!

Since the$ai% i51
N are independent, identically distributed

~i.i.d.!, then
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E~ai2PCL!
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E~ai
2!22(
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N

E~ai !PCL1NPCL
2 G . ~A4!

Note that aiP$0,1%, such thatai
25ai , and E(ai

2)5E(ai)
5PCL . Therefore~34! can be written as

var~ P̂CL!5
1

N2 @NPCL22NPCL
2 1NPCL
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PCL~12PCL!. ~A5!
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The schlieren image of two-dimensional ultrasonic fields
and cavity resonances
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The schlieren technique can be used to visualize the two-dimensional ultrasonic standing wave
fields associated with circular cylindrical shells under resonance conditions. However, the
interpretation of the schlieren image is not simple due to the complex relationship between the
acoustic and optical fields. A model for predicting the optical image in an ideal schlieren system is
presented and used to investigate the influence of the acoustic pressure and optical spatial filtering
on the resultant image, demonstrating the conditions under which the image is a meaningful
representation of the acoustic wave field. A low-frequency~.100 kHz!, wide-aperture, laboratory
schlieren system is used to image the fluid column resonances of a circular cylindrical shell.
Experimental results agree well with the predictions, validating the theory. Although the schlieren
image is two-dimensional, limiting investigations to targets having translational symmetry, the
technique is noninvasive and can potentially provide greater insight into the acoustic resonance
behavior of more complex scattering geometries. ©1997 Acoustical Society of America.
@S0001-4966~97!00601-2#

PACS numbers: 43.35.Sx, 43.20.Ks, 43.20.Ye@HEB#

INTRODUCTION

Acoustic resonances are known to play an important part
in the scattering of waves from discrete objects immersed in
water and a number of techniques have been developed to
identify the resonance modes of scattering objects. For
liquid-filled cylindrical shells Mazeet al.1 have used the
method of isolation and identification of resonances~MIIR !
to experimentally obtain resonance spectra from the scattered
field. Several different types of resonance were identified, the
majority of resonances being attributed to the fluid column
within the shell.

In contrast to the scattered field, the interior field in the
fluid cavity has received little attention in the literature. One
technique that has been used to visualize and study acoustic
fields in fluids is the schlieren technique.2 This approach can
also be used to study the resonance and scattering behavior
of cylindrical objects in detail, and importantly, in a nonin-
vasive way. The acoustic fields both inside and outside in-
sonified cylindrical shells at resonance exhibit distinctive
standing wave patterns. Several classes of resonance~fluid
column modes, shell resonances, and Stoneley wave reso-
nances! and individual modes within each class can be iden-
tified from the symmetry of the resulting wave fields. The
acoustic fields in the interior and exterior fluids can easily be
predicted theoretically, but are not easily measured experi-
mentally, especially within the fluid column. For targets hav-
ing translational symmetry, such as straight cylinders, the
schlieren technique provides a noninvasive means of experi-
mentally imaging resonances, and, therefore, of identifying
individual modes, and thus obtaining the resonance spectrum
of the scattering object.

The schlieren technique is sensitive to any phenomena
that produce refractive index changes in the medium through
which the light beam passes. It has mainly been used in the
visualization of high speed air flow and in underwater ultra-

sonics. Toepler3 was among the first to use the schlieren
technique to visualize the sound waves emitted by an electric
spark~in air!. The earliest known application to the visual-
ization of ultrasound is described in a publication by Tawil4

who obtained images of ultrasonic waves in gases. More
recent applications of schlieren in underwater acoustics have
involved the visualization of acoustic scattering phenomena;
see, for example, Neubauer5 and Newman.6 In particular, the
pioneering work of Neubauer and colleagues has provided
valuable insight into the mechanisms involved in scattering
by planar and curved surfaces, including cylindrical struc-
tures. A related technique involving stress birefringence in
optically transparent solids7 has been used to study the elas-
tic resonances of solid cylinders.8–10

Much of the work involving schlieren has been per-
formed at frequencies well above one megahertz. Although
visualization at these frequencies can be achieved with mod-
erate ease, using a variety of experimental techniques based
on schlieren, individual wave fronts have not normally been
resolved. In addition, for the lowka ranges of interest in the
marine environment, extremely small scale models of scat-
tering targets would be required if studies were to be under-
taken in the megahertz region. With the aim of studying
scattering by discrete objects of reasonable size at lowka, a
low-frequency schlieren system has been developed at the
University of Bath.11–13 This system permits the visualiza-
tion of pulsed and continuous acoustic fields with carrier
frequencies down to about 100 kHz, and has been used to
study the scattering and resonance behavior of circular cylin-
drical objects.12,13 The location and identification of reso-
nance modes is particularly simple using this technique. The
schlieren system developed at Bath has also been used to
investigate the resonance behavior of elliptical14,15 and sta-
dium shaped16 cavities. A low-frequency experimental ar-
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rangement using light diffraction techniques has also been
reported by Wolfet al.17

The present study concerns itself with the interpretation
of cavity resonance images obtained with the schlieren sys-
tem. Of particular concern are the effects that the spatial
filtering arrangement and acoustic pressure levels have on
the optical image. Under certain conditions the optical image
produced by an ideal schlieren system is known to approxi-
mate the square of the acoustic pressure field, and compari-
sons with theoretical predictions of pressure squared show
reasonable agreement.18 Unfortunately, the acoustic pressure
in the fluid column is unknown and of variable intensity, and
thus the validity of this comparison over the entire field is
uncertain. The present study uses a Fourier optics approach
to investigate this relationship between the acoustic field and
optical image. The Fourier optics technique has previously
been used by Bucaroet al. to study schlieren imaging of
sinusoidal acoustic signals19 and Gaussian-like pulses.20 For
this one-dimensional case the effects of spatial filtering
arrangements19 and pressure amplitude20 were investigated
in an attempt to aid interpretation and extract quantitative
information about the acoustic field from the optical image.
Fourier techniques have also been used by Bucaro and
Dardy21 to investigate the sensitivity of an ideal schlieren
system for visualizing low-frequency~!1-MHz! waves.

This paper presents an exact theoretical model for pre-
dicting the optical image produced by an ideal schlieren sys-
tem imaging a general two-dimensional acoustic field under
conditions of Raman–Nath diffraction. This model is not re-
stricted to central order filtering or low acoustic pressures.
Example results are presented that illustrate the application
of schlieren to the study of resonances of water-filled cylin-
drical cavities of circular cross section. Computed results for
the fluid column resonance modes of a circular cylindrical
shell are presented and compared with images obtained from
the experimental system. The theoretical results are also
compared with the pressure-squared approximation to test its
validity.

I. SCHLIEREN

A. Principle

The principle of the schlieren technique is that light is
refracted as it passes through an acoustic wave field in a
fluid, since the refractive index is a function of fluid density,
and hence pressure. This interaction of an optical wave with
an acoustic wave has been the subject of much study since
the effect was first explained by Raman and Nath in 1935.22

More recent discussions of the interaction include those by
Klein and Cook23 and Van Den Abeele and Leroy.24 It is
known that if the intensity of the acoustic field is sufficiently
low, the diffraction effect is small and the light suffers only
phase variations. This is known as the Raman–Nath diffrac-
tion. In this case the acoustic field can be considered to be a
‘‘phase grating’’ which produces an interference pattern con-
taining information about the acoustic field. This information
can be processed to produce an ‘‘image’’ corresponding to
the acoustic field. For a given wavelength of light, piezo-
optic coefficient, and interaction length, the relationship that

this image has with the acoustic field depends on the optical
processing applied in the diffraction plane and the amplitude
of the acoustic pressure field through which the light passes.

B. Experimental system

The experimental arrangement~Fig. 1! is based upon a
standardZ configuration.12,17 A pair of condensing lenses
focus the light from a high-power light emitting diode onto a
pinhole, which acts as an effective optical source. The light
transmitted by the pinhole is collimated by the first parabolic
mirror and passed through the water-filled tank containing
the acoustic field and test object. A cylindrical lens is placed
between the pinhole and the mirror to help reduce the aber-
ration caused by the use of parabolic mirrors off-axis.

The source of acoustic waves in the water is a transducer
positioned with its axis perpendicular to the light beam. The
light emerging from the tank is focused by the second para-
bolic mirror and forms a diffraction pattern in the focal plane
of that mirror. In the absence of an acoustic field an image of
the pinhole is observed in the focal plane. If an acoustic field
is present, the diffraction pattern has side orders which con-
tain the light that has been deflected out of the main beam.

The system can be used in two different modes: continu-
ous and pulsed. In the continuous mode of operation both the
acoustic transducer and the optical source are driven continu-
ously. In the pulsed mode the light source is pulsed in syn-
chronization with the acoustic source, allowing pulses to be
visualized; by varying the delay between the acoustic and
optical pulses an acoustic pulse can be observed as it propa-
gates in apparent slow motion. The pulsed mode of operation
is particularly informative when studying scattering by hol-
low cylindrical structures.12

If Raman–Nath diffraction is assumed, then a uniformly
bright image would be obtained were all the light in the focal
plane used to form an image. This is because the light
emerging from the tank has only phase variations, and is not
altered in amplitude. If, however, a part of the diffraction
pattern is removed by a spatial filter, and the remaining light
allowed to recombine, a meaningful ‘‘image’’ can be ob-
tained on film or video. The type of image produced, and its
relationship to the acoustic field, is critically dependent on
the filtering applied in the focal plane of the second parabolic
mirror. Two commonly used filtering methods are central
order filtering and knife-edge filtering, both of which have
advantages and disadvantages. Central order filtering in-

FIG. 1. The schlieren visualization system.
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volves the use of a circular stop to remove only the central
order in the diffraction pattern; knife-edge filtering involves
the removal of half of every diffraction order by a straight
edge stop. Although commonly used for imaging one-
dimensional fields, knife-edge filtering is less useful for di-
rect visualization of two-dimensional acoustic fields, as dem-
onstrated later.

At low frequencies the resolution of the diffraction or-
ders can become problematic. The separation of the orders
(s) in the focal~transform! plane is given by

s5
kh

k
, ~1!

whereh is the focal length of the second mirror,k is the
optical wave number, andk is the acoustic wave number.
Thus, for light of a fixed frequency and mirrors of fixed focal
length, the order separation decreases with the acoustic fre-
quency, and orders begin to overlap due to their finite size.

While the use of smaller pinholes results in narrower
diffraction orders, it also reduces the amount of light passing
through the system. For this reason an array of pinholes is
sometimes used in the current system to increase the light
level and produce narrower orders. The use of an incoherent
light source prevents unwanted interference effects. An array
of eight 100-mm pinholes and an array of eighteen 50-mm
pinholes have both been used. When multiple pinhole arrays
are being used, central order spatial filtering is achieved by
using a matching array of spatial filters. Aberrations in the
system result in distortion of the diffraction orders, therefore
close-up photographs of the pinhole image without an acous-
tic field in the tank are used as spatial filters. The arrays are
given a random basis, so as to minimize the inevitable over-
lapping between the side orders of one pinhole pattern and
those of another.

Although the use of a single pinhole source and a knife-
edge filter is the easiest way of obtaining an image of the
acoustic field, it does—as will be demonstrated—produce an
image bearing a complicated relation to the~two-
dimensional! acoustic field. The use of central order filtering
produces images that are easier to interpret~provided the
pressure levels are not too high!, and this method is generally
used with the present experimental system when resonances
are being imaged. The use of multiple pinhole arrays to in-
crease the light level in the system also precludes the use of
knife-edge filtering.

C. Measurement technique

The schlieren system can be used as a tool to locate,
identify, and record the resonances of cylindrical shells in
the following manner.

The test cylinder is placed in the water tank, correctly
aligned and insonified by the transducer; the frequency of the
continuous wave drive signal is swept, either manually, or
automatically by the function generator. A video camera,
placed immediately behind the spatial filter, is used to form
an image of the object plane and monitor the acoustic field.
At frequencies corresponding to resonances of the test ob-
ject, acoustic standing waves are clearly seen in the fluid

column, and sometimes in the outer fluid. At other frequen-
cies, where little energy penetrates the shell, only the scat-
tered field is seen.

To record the resonance patterns, the video camera is
replaced by a still camera, the frequency locked, the drive
level adjusted until an acceptable image obtained, and sev-
eral timed exposures made.

Care must be taken when interpreting the observed pat-
terns and identifying the resonance modes as other reso-
nances can be excited by overtones of the drive frequency, or
possibly by nonlinearly generated harmonics in the acoustic
field. Care must also be taken to correctly identify resonance
modes of different type, but similar appearance, such as cer-
tain fluid column modes and shell resonances. Also, reso-
nance modes which are close in frequency may overlap,
making identification of either mode difficult. This occurs
particularly at high frequencies where the density of reso-
nances is greatest.25

The video camera output can be fed into a personal com-
puter incorporating a line-grabbing digitization board and
software. This facility allows the optical intensity at a point
within the image to be monitored, and intensity profiles of
the resonances to be obtained. The use of this facility, com-
bined with the theoretical model described in Sec. II, offers
the potential of using the system to obtain more quantitative
information from the schlieren system than has hitherto been
possible.

D. Interpretation of image

Interpretation of the image of a one-dimensional pro-
gressive wave is quite simple and the optical image can eas-
ily be predicted. In this case, studies of the acousto-optic
interaction and spatial filtering arrangements show that as the
pressure amplitude changes, the amount of light falling into
the different orders in the diffraction plane varies, causing
the image to change.11,19 For certain values of the pressure,
the central optical order completely disappears as all the light
is diffracted into the higher orders. As this is tantamount to
changing the spatial filtering arrangement, the optical distri-
bution changes accordingly. For central order filtering the
optical distribution varies as the square of the acoustic pres-
sure if the pressure is low, but changes significantly as the
pressure is increased. Knife-edge filtering on the other hand
produces an optical image whose intensity varies linearly
with pressure over a broader range of pressures.

For two-dimensional standing waves, such as in the fluid
cavities of cylindrical shells, the situation is not so simple.
At certain places in the acoustic standing wave, the pressure
amplitude is always zero, and we would expect that light will
pass through the field undeflected in these regions, so that the
central order would never completely disappear. Addition-
ally, in the standing wave fields of interest in the current
study, the acoustic fields are two-dimensional and the pres-
sure amplitude varies throughout the cross section of the
cavity, potentially creating a very complex dependence of
the optical image upon the acoustic field. Knife-edge filtering
produces an image that is harder to interpret as only the wave
fronts parallel to the knife are imaged. For these reasons a
more general theoretical investigation into the image forma-
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tion is required. This theory, applicable to two-dimensional
fields and standing waves, is presented in Sec. II.

II. THEORY

The approach used to calculate the optical distribution in
the schlieren image is based on a Fourier optics technique,
similar to that used by Bucaroet al.19–21for one-dimensional
fields. The field planes in the schlieren system are shown in
Fig. 2.

For a continuous wave excitation the acoustic pressure
field within the fluid can be written

P~r ,t !5e2 ivtp~r !eid~r !, ~2!

wherep~r ! is the spatial dependence of the pressure field,
and d~r ! is its phase. Under Raman–Nath conditions the
acoustic pressure field produces phase variations~s! in the
light wave that passes through it. These phase variations are
proportional to the real part of the pressure distribution:

s~r ,t !}Re$P%5tp~r !„cosd~r !cosvt

1sin d~r !sin vt…, ~3!

where

t5kS ]m

]p D
s

l , ~4!

and wherek is the optical wave number, (]m/]p)s is the
adiabatic piezo-optic coefficient~which is independent of the
pressure and constant for a given medium!, and l is the
acousto-optic interaction length~which is approximately
equal to the width of the transducer face!. The parametert is
dependent on the strength of the acousto-optic interaction
and is a constant for a given experimental arrangement. For a
propagating field, the maximum value oftp(r ) corresponds
to the commonly used Raman–Nath parameter.

The optical field emerging from the tank~in the object
plane; see Fig. 2! can then be written

E~r ,t !5E0e
is5E0e

i tp~r !cosd~r !cosvtei tp~r !sin d~r !sin vt,
~5!

or, by expanding the exponentials in series of Bessel func-
tions,

E~r ,t !5E0(
m

imJm~tp~r !cosd~r !!eimvt

3(
n

Jn„tp~r !sin d~r !…einvt. ~6!

This then is the optical field in the object plane under con-
ditions of Raman–Nath diffraction. A related approach to the
diffraction of light by ultrasound has been reported by
Hargrove26 for the case of a Gaussian light beam and an
arbitrary one-dimensional periodic acoustic wave, and by
Mayer and Neighbors27 for ultrasonic pulses.

After reflection in the second mirror~M2! the optical
field in the transform plane (ET) is given by the spatial Fou-
rier transform~FT! of E,

ET~h,t !5E0(
m,n

i mei ~n1m!vt

3FT$Jm~tp cosd!Jn~tp sin d!%, ~7!

whereh is the coordinate vector in the transform plane. The
diffraction pattern observed in the transform plane is given
by ETET* , whereET* is the complex conjugate ofET . Dif-
ferent directions in the diffraction pattern correspond to dif-
ferent spatial frequencies in the object plane.

A spatial filter,T~h!, placed in the transform plane re-
moves part of the optical field, leaving the transmitted field
(ET8):

ET8~h,t !5E0(
m,n

i mei ~m1n!vt:mn~h!, ~8!

where

:mn~h!5T~h!FT$Jm~tp cosd!Jn~tp sin d!%. ~9!

The transmitted waves then pass through the imaging lens
~camera! to produce the final optical field in the image plane.
This field (EI) is the inverse Fourier transform ofET8

EI~r 8,t !5FT21~ET8!

5E0(
m,n

i mei ~m1n!vt FT21$:mn~h!%. ~10!

The intensity of the final image is given by

I ~r 8,t !5EIEI*5E0
2 (
m,n,p,q

i mei ~m1n2p2q!vt FT21~:mn!

3@ i p FT21~:pq!#* , ~11!

but the actual image observed by the eye, or recorded on
film, is the time average ofI , 1/T*TI dt, in which only terms
havingm1n2p2q50 will contribute.

This then is the final optical intensity distribution seen in
the image plane for a spatial filtering arrangement described
by the functionT~h!, a pressure distribution described by
p~r ! andd~r !, and the constantt.

III. RESULTS

The theory described in Sec. II can be used to predict the
optical image resulting from different acoustic fields, pres-
sure levels, and spatial filtering arrangements used in the
schlieren system. Results are illustrated by examining the
fluid column resonances of a brass cylindrical shell having
outer and inner radii~a! 15.85 mm and~b! 14.25 mm. The
theoretical values ofp~r ! and d~r ! were obtained using the
normal mode series solution28 for a plane wave normally

FIG. 2. Location of the field planes in the schlieren system.
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incident on an infinite cylindrical shell. The models for the
acoustic fields and optical image were both numerically
implemented using Fortran and NAG FFT routines. Mea-
surements were made with the transducer driven in continu-
ous mode and the shell insonified normal to its axis. The
samples used in the experimental measurements were 100
mm long.

A. Central order filtering: Low/moderate pressures

Figure 3~a! shows a fluid column resonance found at an
experimentalkb value of 11.46. This image was obtained
using an array of 18 pinholes of diameter 50mm and a
matching spatial filter providing central order filtering. This
is a typical schlieren observation: the drive level was ad-
justed so that a reasonable image was obtained; too low a
value and only the regions of highest amplitude are visible
~or no image at all!, too high a value and other effects com-
plicate the image~as illustrated later!. The continuous wave
excitation is incident from the left in the figures.

Figure 3~b! shows the theoretical prediction of the opti-
cal image calculated using Eq.~11!. The computedkb value
for this resonance is 11.448. The amplitude of the incident
wave was not known exactly, but a typical value was in-
ferred from analysis of the diffraction orders in a study of
one-dimensional progressive waves.11 Taking the wave-
length of the light to be 660 nm, the interaction length to be
approximately equal to the diameter of the transducer face~5
cm!, and the piezo-optic coefficient for water to be
1.5310210 Pa21,29 the value oft @Eq. ~4!# was estimated to
be 731025 Pa21. With these estimates of the parametert
and the pressure amplitude, the maximum value oftp in the
fluid column was 4.3. This is the value at the highest pres-
sure in the acoustic standing wave field and is proportional to
the incident pressure. At resonance the pressure in the fluid
column is much higher than that in the incident field. For this
reason the image of the incident wave is extremely faint, or
not visible at all.

In order to test the pressure-squared approximation the
optical image was calculated for a very low value oftp~!1!.
Cross sections of the calculated optical and acoustic fields
are shown in Fig. 4; the square of the pressure amplitude is
shown as the solid line, the calculated optical field by the
circles. The profiles are taken along the horizontal radii of
the fields ~orientation as in Fig. 3! and the vertical scales
have been normalized for comparison. As expected, the

agreement is exact; the model predicts optical images pro-
portional to pressure squared when the acoustic pressure is
very low ~tp!1!. However, in the experimental schlieren
system, typical pressures in the fluid column at resonance are
thought to be higher than this.

Also shown in Fig. 4 is a comparison of the magnitude
of the pressure distribution with the optical distribution cal-
culated with a higher value oftp~53.4!. The agreement,
although not exact, is quite good, suggesting that at a certain
value of tp the predicted optical image is a good approxi-
mation to the magnitude of the pressure distribution itself.
The minor differences seen in the figure would not be ob-
servable in practice anyway. The values oftp present in the
experimental measurements are thought to be of this order11

and so it appears that the experimental result~wheretp.1!
is a closer approximation to the magnitude of the acoustic
pressure amplitude than to its square. Care must be taken in
interpreting these results, however. For the standing wave
field inside the fluid column, different regions have different
pressure amplitudes, and therefore different values oftp
~unlike the progressive plane wave!. The value oftp re-
ferred to here corresponds to the maximum value of pressure
in the fluid column; other regions of the field have lower
values oftp, and hence the optical image is a complicated
function of the acoustic wave field and cannot strictly be
compared with the acoustic pressure amplitude or its square.

B. Higher pressure amplitudes

If the transducer is driven harder, the acoustic pressure
in the fluid column increases and the optical image changes.
An example of this effect is shown in Fig. 5.

FIG. 3. The~3,3! fluid column resonance; central order filtering.
FIG. 4. Computed cross sections of the acoustic field~lines! and optical
image~points! for the ~3,3! fluid column mode and central order filtering.

FIG. 5. The~3,3! fluid column resonance at high acoustic drive level.
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Figure 5~a! shows the appearance of the experimental
image for a higher acoustic drive level. Experimentally, the
higher pressure levels resulted in the diffraction orders of the
individual pinholes in the array overlapping with adjacent
pinhole side orders, so an array of 83100mm pinholes, more
widely spaced, had to be used. This array, however, results
in reduced clarity for low-frequency fields due to the over-
lapping of orders in the individual pinhole images, which
results in the removal of part of the first side order by the
filter designed only to remove the central order.

The predicted optical distribution~calculated for a peak
value oftp511.2! displays mostly the same features as the
experimental image, although the agreement is not as good
as previously. The regions of highest amplitude in the stand-
ing wave are seen to broaden and split into several parts in
the optical image. This complicates the identification of the
mode. For this reason, when a resonance is located, the drive
level is turned down as far as possible to ensure a meaningful
image of the acoustic field is obtained.

C. Spatial filtering

All the images discussed in the previous sections in-
volved central order filtering. More dramatic changes to the
schlieren image of the acoustic field are evident when differ-
ent spatial filtering is used in the transform plane. Figure 6
shows the~3,3! resonance again, this time imaged using
knife-edge filtering. A single pinhole of 400-mm diameter
was used to illuminate the acoustic field in the schlieren
system. Figure 6~a! and~b! show the appearance of the reso-
nance when the knife edge passes horizontally through the
diffraction pattern~i.e., parallel to the axis of the incident

wave!. Figure 6~c! and ~d! were produced with the knife in
the vertical position~at right angles to the axis of the incident
beam!. Insonification is from the left. All the features seen in
the experimental results can be seen in the theoretical pre-
dictions if they are examined closely. The lack of symmetry
between the two cases is due to the fact that the knife edge
passes along different symmetry planes in the diffraction pat-
tern; these filtering arrangements are therefore fundamentally
different.

Figure 7 shows the~4,4! fluid column mode visualized
experimentally, again using different spatial filtering in the
stop plane. The result of central order filtering is shown in
~a!, while ~b! shows the result of using a filter that is larger
than the central order, and also blocks a part of the first side
orders. Knife-edge filtering was used to produce the remain-
ing images;~c! and~d! are the result of using the knife edge
horizontally and vertically. Unlike the previous case consid-
ered~Fig. 6!, both of these images are the same, apart from a
90° rotation. This reflects the symmetry of the~4,4! reso-
nance and its diffraction pattern. To obtain a different image
with the knife edge it must be placed at some other angle, as
is shown in~e!.

IV. CONCLUSION

A theoretical model has been presented which predicts
the optical image in an ideal schlieren system visualizing a
general two-dimensional acoustic field. The model accu-
rately predicts the images obtained for fluid column reso-
nances within circular cylindrical shells for a variety of spa-
tial filtering arrangements. It should be noted that the theory
contains no allowance for the finite size pinhole used in the
experimental system. Differences from the experimental re-
sults are expected for this, and other reasons, including the
aberrations that exist in the optical system.

Comparison has been made between the pressure-
squared distributions and the exact predictions of the optical
image. Good agreement has been found when very low pres-
sures are present in the fluid column, but departures become

FIG. 6. The~3,3! fluid column resonance visualized using horizontal@~a!
and ~b!# and vertical@~c! and ~d!# knife-edge filtering. The horizontal and
vertical knife edges are parallel and perpendicular~respectively! to the axis
of the incident beam.

FIG. 7. The~4,4! fluid column resonance visualized using different spatial
filtering arrangements; experimental observations.
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obvious for more moderate pressures, and drastic for high
pressures. It would appear that the experimental images are
often obtained at pressures where the square law prediction
no longer holds and where the exact relationship between the
acoustic field and the optical image is a complex one. How-
ever, in these cases the schlieren image is still a meaningful
and easily interpreted representation of the acoustic field.

Unlike central order filtering, where the acoustic pres-
sure level affects the appearance of the image considerably,
knife-edge filtering produces images that do not change ap-
preciably as the pressure is increased to moderate levels.
This is of significance when we consider that the standing
wave field does not have a uniform pressure amplitude
throughout the fluid column. Unfortunately, however, as
shown here, the resulting images are a complex representa-
tion of the acoustic field and do not easily permit identifica-
tion of the resonance modes.

The use of the experimental system for locating and
identifying the resonance modes of two-dimensional cavities
has also been demonstrated. The advantage of this technique
is that it is noninvasive, allows immediate identification of
resonance modes, and provides insight into phenomena that
could not easily be measured or observed with a conven-
tional acoustic approach using a hydrophone.

The experimental system can also be used to investigate
many aspects of scattering and resonance behavior involving
cylindrical objects of various geometries, and is of particular
value when considering those geometries that cannot easily
be modeled. Of particular interest here are the hybridization
of resonance modes at high frequencies,25 and the modes of
cavities of noncircular geometry, such as the ellipse and
stadium.14,16

The theory developed here helps in the understanding
and interpretation of the images obtained using the schlieren
system.
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Response of an embedded fiber optic ultrasound sensor
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In this work the response of an embedded fiber optic Fabry–Perot ultrasound sensor has been
investigated. Calculations were performed that model the fiber as a cylindrical elastic inclusion
subjected to obliquely incident harmonic plane waves. The phase shift of the light traveling in the
fiber was calculated along the principal strain axes as a function of ultrasonic frequency and incident
angle. Experiments were performed to validate the calculations. Induced phase shifts were measured
for the cases of normally incident ultrasound impinging upon a fiber sensor submerged in water as
well as embedded in epoxy. The case of obliquely incident ultrasound at angles up to 4 deg was also
investigated for a fiber embedded in epoxy. The experimental measurements were performed over
a bandwidth from 2 to 8 MHz. ©1997 Acoustical Society of America.@S0001-4966~97!01801-8#

PACS numbers: 43.35.Sx@HEB#

INTRODUCTION

Fiber optic sensors are capable of detecting a range of
phenomena including strain, temperature, and magnetic
fields.1,2 The small size, light weight, immunity to electro-
magnetic interference, corrosion resistance, and high tem-
perature properties of fiber optic sensors offer advantages
over traditional sensing elements, and has motivated their
development. A particular area of current interest which uti-
lizes the advantages of fiber optic sensors are fiber optic
‘‘smart structures.’’3–7A fiber optic ‘‘smart structure’’ incor-
porates an embedded network of fiber optic sensors for
health monitoring.

A tool widely used in the field of nondestructive evalu-
ation ~NDE! for the health monitoring of structures is ultra-
sound. Ultrasound has been used to detect a variety of ma-
terial defects,8 and has also been demonstrated as a practical
tool for process monitoring.9 Consequently, the development
of a fiber optic ultrasound sensor offers the potential to use
the full power of ultrasound NDE in fiber optic ‘‘smart struc-
ture’’ applications.

A number of researchers have developed fiber optic in-
terferometers which are capable of detecting ultrasonic fields
inside a structure. Liu and Measures10 have used a fiber optic
Michelson interferometer for the detection of elastic waves.
A limitation of the fiber optic Michelson sensor is the non-
local nature of the sensor which results when the two lead-in
sections of fiber experience different states of strain. A truly
localized sensor which requires the use of only a single
lead-in fiber is the extrinsic fiber optic Fabry–Perot interfer-
ometer. This configuration incorporates an air gap between
two lengths of optical fiber in a glass capillary.11 Murphy
et al.12 have used an extrinsic fiber optic Fabry–Perot sensor
for the detection of ultrasound. A disadvantage of the extrin-
sic Fabry–Perot sensor is the signal fading which results
from diffraction losses at the fiber/air interface when static
strains increase the length of the sensing region. Conse-
quently, the extrinsic fiber optic Fabry–Perot sensor has dif-
ferent sensitivities when detecting ultrasound under different
states of strain. A localized fiber interferometer which does
not experience signal fading is the intrinsic fiber optic

Fabry–Perot~FOFP!. The sensing region of this type of in-
terferometer is formed by a continuous length of fiber sepa-
rated from the lead-in fiber by an internal partial mirror.13

Alcoz et al.14 have used an unstabilized FOFP for the detec-
tion of ultrasound. However, maintaining the most sensitive
operating point, quadrature, in the presence of low-frequency
strains is a critical issue which must be addressed. Dorighi
et al.15 have maintained the quadrature point using an active
homodyne technique which tunes the laser frequency which
permits the small displacements associated with ultrasound
to be detected.

Once a localized fiber optic interferometer is configured
for the detection of ultrasound inside a structure, it is impor-
tant to determine the ultrasonic response of the embedded
fiber sensor. A number of authors have investigated the re-
sponse of a fiber optic hydrophone submerged in water and
an extensive review is given by Bucaroet al.16 The low-
frequency acoustic response~Hz-kHz! of a submerged fiber
optic sensor has been investigated analytically17 and
experimentally.18,19 Similarly, the high-frequency ultrasonic
response~MHz! of a submerged fiber optic sensor has been
investigated both analytically20 and experimentally.21

Similar to the situation of a fiber optic hydrophone, the
response of an embedded fiber optic ultrasound sensor is
determined by the mechanical interaction between the fiber
sensor and the host. However, unlike the situation of a sub-
merged fiber optic sensor, shear strains in the host material
are present and must be considered for an embedded fiber
sensor. An appropriate model is essential when considering
an embedded sensor because of the wide range of host ma-
terials in which it could be placed. This is in contrast to a
fiber hydrophone where water is the typical host material.
Once a model is experimentally validated for an embedded
fiber optic ultrasound sensor it can be easily applied to a
range of host materials with differing mechanical properties.

In this paper the ultrasonic response of a fiber optic in-
terferometer embedded in epoxy has been characterized. A
theoretical model was developed which predicts the response
of the embedded fiber sensor as a function of the frequency
and the incident angle of impinging ultrasound. Experiments
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carried out over a bandwidth from 2 to 8 MHz at incident
angles of up to 4 deg, confirmed the theoretical calculations.

I. THEORY

The theoretical formulation is similar to that of Flax
et al.,20 who investigated a normally incident harmonic plane
wave impinging upon an optical fiber submerged in water at
ultrasonic frequencies. The situation we have considered is
an obliquely incident harmonic plane wave impinging upon
an embedded elastic cylinder, representing the optical fiber.
The host and inclusion are assumed to be linearly elastic,
isotropic, and homogeneous with different material proper-
ties. Additionally, we have assumed the differences in the
elastic constants between the fiber core and fiber cladding to
be negligible. A schematic of the geometry is shown in Fig.
1, where the axis of the cylinder is assumed to extend to
infinity in the x1 direction. For a normally incident plane
wave, axial strains are not present in the theoretical formu-
lation. However, axial strains must be considered for a har-
monic plane wave obliquely incident upon an embedded fi-
ber sensor.

The frequency response of the embedded fiber sensor
was calculated in two steps. First, strains in the fiber core
produced by the incident elastic wave were determined from
elastodynamics.22 Then the resulting phase shift of light was
calculated using a phase-strain relation.23 The response of
the finite sensor was finally determined by integrating the
induced phase shift over the insonified length of fiber.

A. Incident plane wave

The mechanical interaction between the elastic inclusion
and the host must be modeled to determine the strains in the
fiber core. Displacements are expressed in terms of a scalar
and a vector wave potential as follows

u5¹F1¹3C, ~1!

whereu is the displacement,F is the scalar potential, and
C is the vector potential. Longitudinal waves are expressed
in terms of the scalar potential while transverse waves are
represented by the components of the vector potential. The

obliquely incident longitudinal plane wave represented in cy-
lindrical coordinates is given as22

F in5
Po

r2v
2(
n50

`

eni
nJn~a0Lr !cos~nu!ei ~bz2vt !, ~2!

where en is the neumann factoreO51, en52 for
n51,2,3, etc.!, i is A21,a0L is the radial propagation con-
stant for the longitudinal wave in the host,b is the axial
propagation constant,v is the circular frequency,PO is the
pressure, andr2 is the density of the host medium.

B. Scattered and refracted waves

At the fiber/host interface the incident wave excites lon-
gitudinal and transverse waves in the cylinder and scattered
longitudinal and transverse waves which travel away from
the cylinder. This requires the use of both scalar and vector
wave potentials to represent the scattered and refracted
waves. Solution forms for the scattered and refracted wave
potentials in the host medium and scatterer are given as24

F refract5 (
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`
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~1! ~a2Tr !cos~nu!ei ~bz2vt !, ~10!

whereAn2Fn are the unknowns to be solved for.
The solution forms expressed in Eqs.~3!–~10! arise

from solving the displacement equation of motion in cylin-
drical coordinates in terms of the scalar and vector wave
potential using separation of variables. It is required that
strains in the fiber asr→0 must remain finite, and that the
scattered wave in the host must travel away from the embed-
ded fiber. This determines whether the Bessel or Hankel
function is chosen. Furthermore, the relation between the
axial and radial propagation constants in Eqs.~3!–~10! is
deduced from the analysis and shown Fig. 2. They are re-
lated to the incident wave number as follows:

b5k0L sin~d0L!5kiL sin~d iL !5kiT sin~d iT!, ~11!

FIG. 1. Problem geometry.
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a iL5kiL cos~d iL !, i5~1,2!, ~12!

a iT5kiT cos~d iT!, ~13!

wherek0L is the incident wave number,a2L anda1L are the
longitudinal wave radial propagation constants, respectively,
in the host and cylinder,a2T anda1T are the transverse wave
radial propagation constants, respectively, in the host and
cylinder.

The refracted field inside the fiber is obtained by solving
for An , Bn , andCn using the traction and displacement con-
tinuity conditions at the cylinder and host interface. The con-
tinuity conditions are expressed as

t rr
in1t rr

scatt5t rr
refact at r5a, ~14!

t ru
in 1t ru

scatt5t ru
refact at r5a, ~15!

t rz
in1urz

scatt5t rz
refact at r5a, ~16!

ur
in1ur

scatt5ur
refact at r5a, ~17!

uu
in1uu

scatt5tu
refact at r5a, ~18!

uz
in1uz

scatt5uz
refact at r5a, ~19!

wherea is the radius of the embedded fiber. Using Hooke’s
law and Eq.~1!, the stresses and displacements in Eqs.~14!–
~19! can be expressed in terms of the scalar and vector wave
potentials. Upon substitution of Eqs.~3!–~10! into Eqs.
~14!–~19! a set of six equations for the six sets of unknowns
An , Bn , Cn , Dn , En , andFn results. The required coeffi-
cients can be determined by applying the orthogonality con-
dition, to eliminate the summation, and then inverting the
resulting system of equations for the required values ofn.

C. Strain in the fiber core

In order to evaluate the phase shift of light in the fiber,
we need to obtain the strains in the fiber once the scalar and
vector potentials are determined. Simplified expressions for

the strains in the fiber core result when we recognize that the
core diameter of a single mode fiber is on the order of
4–5mm, while the cladding diameter is 125mm. This sug-
gests that the limit of the strains should be investigated as
r→0, where the Bessel functions can be replaced by their
small value approximations asr→0. Upon simplification,
the strains in the fiber core can be expressed as

« j5 «̄ je
i ~bz2vt !, j5~1,2,3!, ~20!

where
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where«2 and«3 are the secondary principal strains, and«1
is the strain along the axis of the fiber.

D. Phase strain relation

The following expressions relate the strain in the fiber
core to the phase shift of light traveling in the fiber:23

Dfx252KonE
L1

L2H «12
n2

2
@p11«21p12~«11«3!#J dx1 ,

~21!

Dfx352KonE
L1

L2H «12
n2

2
@p11«31p12~«11«2!#J dx1 ,

~22!

whereDfx2 andDfx3 are the phase shift of light polarized
along the two secondary principal strain axes,n is the refrac-
tive index of the fiber core,Ko is the free-space wave num-
ber of light,p11 andp12 are the Pockel’s strain-optic coeffi-
cients of the fiber material, andL22L1 is the gauge length of
the sensor over which the ultrasound interacts with the fiber.
Upon inspection of Eqs.~21! and ~22! it is noticed that the
only effects which contribute to the phase shift of light are
changes in the sensor gauge length produced by the axial
strain, «1, and changes in the refractive index of the fiber
produced by both the axial strain,«1, and the secondary prin-
cipal strains,«2 and«3.

23 Both these effects must be consid-
ered because an obliquely incident wave produces both
transverse and axial strains in the fiber. Substituting the
strains given in Eq.~20! into the phase-strain relation Eqs.
~21! and~22! and performing the required integration, yields
the magnitudes of the phase shifts in the fiber core which are
expressed as follows:

uDfx2u5uDf̄x2uDL
u sin~bDL/2!u

~bDL/2!
, ~23!

uDfx3u5uDf̄x3uDL
u sin~bDL/2!u

~bDL/2!
, ~24!

where

FIG. 2. Schematic of scattered and refracted waves at the host/fiber inter-
face.

259 259J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Dorighi et al.: Response of an embedded fiber optic



uDf̄x2u5u2Kon$«̄12~n2/2!@p11«̄21p12~ «̄11 «̄3!#%u,

uDf̄x3u5u2Kon$«̄12~n2/2!@p11«̄31p12~ «̄11 «̄2!#%u,

andDL is the gauge length of the sensor. It is seen from Eqs.
~23!, ~24! that the induced phase shift is zero when

bDL

2
5
k0L sin~d0L!DL

2
5mp, ~25!

wherem is an integer. Physically this implies there are an
integral number of ultrasonic wavelengths along the axis of
the fiber, resulting in a net phase shift of zero.

Using the above formulation, phase shifts were com-
puted for ultrasonic frequencies up to 10 MHz and incident
angles up to 4 deg for the physical parameters given in Table
I.

II. EXPERIMENT

The fiber optic interferometer was fabricated by fusion
splicing a length of polarization maintaining~PM! single
mode fiber to a short length (;5 cm) of ordinary single
mode fiber with a partial dielectric mirror deposited on the
output end. A schematic of the fiber sensor in an epoxy block
is given in Fig. 3. The low finesse Fabry–Perot interferom-
eter is formed by reflections between the air/glass interface at
the fiber input and the partial dielectric mirror on the other
end of the fiber. While the fiber interferometer is sensitive
along its entire length (;60 cm), the experimental setup dic-
tates that ultrasound only interacts with the ordinary single
mode fiber embedded in the epoxy block. Consequently, the
effective gauge length of the sensor is the length over which
ultrasound interacts with the embedded portion of the fiber
and is determined by the ultrasonic beamwidth at the sensor.
The sensor gauge length used in the theoretical calculations
is similar to the ultrasonic interaction length in the experi-
ment in order to facilitate a comparison between the two.
The 26-dB beamwidth of the ultrasonic transducer at the
epoxy block was measured to be 1.0 cm, which is consistent
with the gauge length of 1 cm used for the theoretical calcu-
lations.

There are two additional assumptions made in the theo-
retical analysis which must be met in the experiment. Spe-
cifically, the polarization of light interacting with the ultra-
sound must be linear and must coincide with either of the
ultrasound-induced secondary principal strain axes. Also, the

segment of the fiber that is insonified by the ultrasound must
be a homogeneous isotropic cylinder. It is difficult to obtain
both these conditions simultaneously in the experiment. This
is because the polarization of light traveling down an ordi-
nary single mode will in general become elliptical.25 To
avoid this, polarization maintaining~PM! fibers can be used.
However, such fibers have birefringence-inducing stress in-
clusions on either side of the fiber core. This results in a fiber
that can no longer be simply treated as a homogeneous cy-
lindrical inclusion as assumed in the elastodynamic calcula-
tions. To overcome these difficulties, the fiber interferometer
used in these experiments consisted of a PM fiber in the
lead-in segment of the sensor to which was fused a short
length of ordinary single mode fiber. The PM lead-in fiber
segment ensured that the polarization of light reaching the
interaction length is linear. Furthermore, only the segment of
the sensor that was made from ordinary single mode fiber
was insonified by the ultrasound. This arrangement therefore
satisfactorily met the theoretical assumptions as discussed in
Dorighi.26

A schematic of the experimental setup is shown in Fig.
3. Light from an external cavity diode laser~New Focus at
780 nm! passes through an optical isolator and is focused
into the fiber optic sensor using a microscope objective. A
half-wave plate was used which allowed the polarization of
light coupled into the sensor to be adjusted. Light reflected
back from the fiber sensor was directed toward an avalanche
photodiode~APD! using a beamsplitter.

The APD was used to detect both the low-frequency
~Hz-kHz! intensity variations produced by strain and tem-
perature effects as well as the high-frequency~MHz! varia-
tions produced by ultrasound. High-frequency signals were
stored on a digital oscilloscope, while the low-frequency sig-
nals were input to a feedback loop which actively controlled
the laser frequency to maintain the quadrature point.15

Quadrature is the linear portion of the interferometer re-
sponse curve and produces the largest change in reflected
intensity for a given phase shift. It should be noted that once
the interferometer is stabilized at quadrature the detected in-
tensity variations are proportional to the phase shift of light
in the fiber sensor for the small phase shifts associated with

FIG. 3. Schematic of experimental setup.

TABLE I. Physical constants used to calculate the frequency response of
fiber sensor embedded in epoxy.

radius of embedded fiber—a 62.5mm
density of epoxy—r2 1180 kg/m3

density of fiber—r1 2200 kg/m3

Lame elastic constant of epoxy—l2 4.0 GPa
Lame elastic constant of fiber—l1 13.5 GPa
Lame elastic constant of epoxy—m2 2.4 GPa
Lame elastic constant of fiber—m1 30.3 GPa
Pressure of incident plane wave—PO 10 kPa
refractive index of fiber core—n 1.458
Pockel’s strain-optic constant of fiber—p11 0.113
Pockel’s strain-optic constant of fiber–p12 0.252
gauge length of sensor–DL 0.01 m
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ultrasound. This allows for a comparison between the experi-
ment and theoretical model to be made.

Ultrasound was generated using an unfocused immer-
sion piezoelectric transducer~Panametrics! with a center fre-
quency of 5 MHz and 0.5 in. diam. An arbitrary function
generator was used to provide a constant amplitude fre-
quency sweep from 2 to 8 MHz over 40ms. The voltage
from the function generator was passed through a 50-dB
power amplifier to drive the transducer.

A. Fiber submerged in water

In a first set of experiments, measurements of the re-
sponse of a fiber submerged in water were made. This al-
lowed comparison with similar measurements performed by
DePaulaet al.27 Great care needed to be taken in aligning the
fiber polarization axes with the propagation direction of the
incident ultrasound. The fiber sensor under investigation was
held in a rotatable fiber chuck and was aligned in the holding
fixture before measurements were performed. Once the fiber
was properly aligned in the fiber chuck the phase shifts along
the two principal strain axes could be investigated simply by
rotating the half-wave plate.

Measurements of the response of a fiber submerged in
water were only performed for the case of normally incident
ultrasound.

B. Fiber embedded in epoxy

The response of a sensor embedded in epoxy was mea-
sured in a second set of experiments. The embedded fiber
polarization axes were aligned parallel and perpendicular to
the front face of the epoxy block by aligning the fiber sensor
in the aluminum mold prior to pouring the epoxy. The di-
mensions of the epoxy block were 4 cm35 cm310 cm with
the fiber embedded 6 to 10 mm from the front face of the
block, depending on the specimen. The epoxy block was
long enough to insure that the entire ultrasonic signal was
detected before the first reflection from the backface arrived.
It should be noted that all ultrasonic measurements were per-
formed with the fiber sensor placed outside the transducer
near-field distance as specified by the transducer manufac-
turer.

The epoxy block was submerged in a water tank and
supported on a rotation fixture which enabled precise adjust-
ment of the incident angle. The rotation fixture was adjusted
for normally incident ultrasound by maximizing the ampli-
tude of the signal detected at 8 MHz. The angles for ob-
liquely incident ultrasound were determined by minimizing
the ultrasonic response at the frequency where zero response
was predicted by the theory. This procedure was necessary
because the refraction of ultrasound at the water/epoxy inter-
face made direct measurements of the incident angle in ep-
oxy difficult. Ultrasonic signals were acquired with the light
polarized parallel and perpendicular to the front face of the
epoxy block for incident ultrasound angles from 0 to 4 deg.
It should be noted that all of the ultrasonic signals detected
using the fiber sensor were averaged 1000 times to improve
the signal-to-noise ratio.

III. DECONVOLUTION

The frequency response of the fiber sensor needed to be
deconvolved from the response of the system before a com-
parison with the theoretical model could be made. The spec-
trum magnitude of the waveform detected by the embedded
fiber sensor can be described by

Vfib~v!5Vin~v!G~v!Swat~v!Tw/e~v!Sepox~v!F~v!,
~26!

whereVfib(v) is the spectrum magnitude of the signal de-
tected by the fiber,Vin(v) is the magnitude of the voltage
spectrum input to the transducer,G(v) is the transducer re-
sponse,Swat(v) is the frequency-dependent attenuation of
water,Tw/e(v) is the transmission coefficient into the epoxy,
Sepox(v) is the frequency-dependent attenuation of epoxy,
andF(v) is the frequency response of the embedded fiber
sensor. In order to determine the frequency response of the
embedded fiber sensor, the attenuation of the water is ne-
glected and transmission from the water into epoxy is as-
sumed constant with frequency. Both of these are reasonable
assumptions in the frequency range under consideration.

The remaining terms were measured in a separate set of
experiments. The constant amplitude frequency sweep from
the function generator was acquired and stored using a digi-
tal oscilloscope. The transducer response was measured us-
ing a pair of matched 5-MHz unfocused immersion transduc-
ers in a pitch–catch arrangement. In this configuration the
generating transducer was driven with the same frequency
sweep used for the fiber measurements, while the second
transducer detected the signal.

The ultrasonic attenuation in epoxy was measured over
the frequency range of interest using a technique described
by Papadakis.28 It should be noted that the attenuation mea-
surement was performed using an epoxy sample sliced from
the same epoxy block in which the fiber sensor was embed-
ded. A linear fit of the measured epoxy attenuation versus
frequency was used to simplify the deconvolution. Finally,
the response of the embedded fiber sensor can be expressed
in terms of the measured quantities as follows

F~v!5A
Vfib~v!

Sepox~v!AVin~v!VG~v!
, ~27!

FIG. 4. Response of fiber sensor submerged in water to normally incident
ultrasound.
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whereVG(v) is the spectrum magnitude of the signal from
the transducer calibration, andA is a constant related to the
incident acoustic pressure which is unknown but can be re-
moved by appropriate normalization.

IV. RESULTS AND DISCUSSION

A. Response of fiber submerged in water

The measured and calculated response of a fiber sensor
submerged in water to normally incident ultrasound is shown
in Fig. 4. It should be noted that the numerical results dis-
played in Fig. 4 are identical to those reported by DePaula
et al.27 A direct comparison between the theoretical and ex-
perimental data shown in Fig. 4 was facilitated by normaliz-
ing the calculated and measured results with respect to the
response along thex2 axis at 5 MHz. Ultrasound generated at
the transducer center frequency has the largest amplitude and
provided a good reference for normalization. From Fig. 4 we
see excellent agreement between the measured and calcu-
lated results. At lower frequencies as the ultrasonic wave-
length becomes larger than the fiber diameter, the response
along both the secondary principal strain axes tend toward
the same limit. This is expected since at lower frequencies
the fiber experiences a uniform radial pressure which pro-
duces the same phase shift for all polarizations of light.
However, at higher frequencies when the ultrasonic wave-
length is comparable to the fiber diameter it is apparent that
strain variations across the fiber diameter become important.

Also shown in Fig. 4 is the plane strain static solution for a
fiber experiencing a uniform radial pressure. It is seen that
the elastodynamic solution tends toward the static case at
lower frequencies.

B. Response of fiber embedded in epoxy

The measured and calculated response of an embedded
fiber with ultrasound normally incident upon the front face of
the epoxy block is shown in Fig. 5. In this figure both the
experimental and theoretical results are normalized with re-
spect to the response along thex3 secondary principal strain
axis at 5 MHz. Again we see good agreement between the
calculated and measured results. It is clear from Fig. 5 that at
low frequencies the phase shifts induced along the two sec-
ondary principal strain axes do not tend toward the same
value. This is expected because the shear stresses present in
the solid host prevent the fiber from experiencing a uniform
radial pressure even as the wavelength becomes larger than
the fiber diameter. Also shown in Fig. 5 is the plane strain
static solution for an embedded fiber experiencing a uniaxial
displacement applied along thex2 axis. It is observed that the
elastodynamic solution tends toward the static solution at
lower frequencies.

Shown in Figs. 6–9 are the measurements and calcula-
tions for ultrasound incident upon the embedded fiber at
angles from 1 to 4 deg. All of these plots were normalized
relative to the response along thex3 axis at 2 MHz. The fiber
response at 2 MHz was the largest for obliquely incident

FIG. 5. Response of fiber sensor embedded in epoxy to normally incident
ultrasound.

FIG. 6. Embedded sensor response at 1 deg.

FIG. 7. Embedded sensor response at 2 deg.

FIG. 8. Embedded sensor response at 3 deg.
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ultrasound and provided a good reference for normalization.
The measurements at the four different incident angles fol-
low the trend predicted by the calculations. The fiber sensor
response decreases with frequency as the incident angle of
the ultrasound increases. Physically, this decrease can be at-
tributed to the fact that the response goes to zero when the
length of the interaction region is an integral number of ul-
trasonic wavelengths along the axis of the fiber. This is con-
sistent with the measurements made and is in contrast to the
case of normal incidence where the entire interaction length
of the fiber experiences the same state of strain at a given
point in time, causing phase shifts to accumulate.

V. CONCLUSIONS

The response of an embedded fiber optic ultrasound has
sensor has been investigated. A theoretical model was devel-
oped which predicts the ultrasonic response of a fiber sensor
embedded in a host material. The model was verified experi-
mentally for the situation of an optical fiber embedded in
epoxy. The agreement between the experimental results and
the theoretical model suggest that the model can be applied
to investigate the ultrasonic response of a fiber optic sensor
embedded in a range of host materials.

The case of normally incident ultrasound impinging
upon a fiber submerged in water and a fiber embedded in
epoxy were considered, along with ultrasound obliquely in-
cident upon an embedded fiber sensor. The results show that
an embedded sensor has broadband response at normal inci-
dence of ultrasound. For oblique incidence, however, the re-
sponse of the embedded sensor rolls off rapidly at high fre-
quencies. In addition, at oblique incidence the sensor is
‘‘blind’’ to ultrasound of certain frequencies. This suggests
that embedded fiber optic ultrasound sensors are most useful
at near normal incidence. Their broadband response at nor-
mal incidence can be taken advantage of in situations where
the location of the ultrasonic source is controllable. Fortu-
nately, this is the case in most NDE ultrasound applications.
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Acoustic backscatter from materials with rough surfaces
and finite size microstructure: Theory
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Surface roughness changes the acoustic backscatter signal due to the microstructure of a sample.
These changes have been previously reported for the backscatter power under the restrictive
assumption that the microstructural length scales are much smaller than any other length scale in the
problem. In this study this restriction is removed and an approximate analytic series solution is
presented that describes the effects of surface roughness on the power and mean square of the
acoustic backscatter from samples whose microstructure is characterized by an autocorrelation
lengthLm , which may be smaller than, comparable to, or larger than either the wavelength or the
autocorrelation lengthLs that describes the surface roughness. Both focused and unfocused
phase-sensitive transducers are considered. A surprising result emerged. For focused probes at
normal incidence and for moderate roughness, the backscattered power at the focal depth is almost
entirely determined by the frequency and the rms surface height; it is independent ofLm , Ls , and
the radius of the transducer. ©1997 Acoustical Society of America.@S0001-4966~97!00201-4#

PACS numbers: 43.35.Zc@HEB#

INTRODUCTION

Ultrasound is widely used to inspect samples. Typical
inspections use pulse-echo, phase-sensitive piezoelectric
transducers. The part is commonly immersed in a water bath,
which acts in part as a transmitting fluid and in part as an
impedance matching layer. Most samples are inhomoge-
neous on a relatively fine length scale; e.g., the cell size in
tissue and the microcrystallite size in polycrystalline metals.
The acoustic signal backscattered from these fine inhomoge-
neities is referred to as the acoustic backscatter signal. The
acoustic backscatter signal has been used to characterize
various material properties such as the contractility of myo-
cardium or the crystallite size of single-phase structural met-
als. The acoustic backscatter also interferes with the detec-
tion of larger discrete scatterers such as cracks, voids, and
inclusions; in this context, it is often referred to as material
noise.

An extensive literature exist both for the reflection of
acoustic waves from rough surfaces and for acoustic back-
scatter from microstructure. Reviews of the reflection prob-
lem are provided by the books of Ogilvy1 and of Clay and
Medwin.2 A review of acoustic backscatter from biological
tissues can be found in the compendium by Shung and
Thieme.3 Several authors discuss the backscatter of ultra-
sound from the microstructure of metals.4–7Fewer references
are available for the problem of acoustic transmission
through rough surfaces~see a brief discussion in Ref. 2 and
the work of Nagy and co-workers8,9!.

The effects of rough surfaces on acoustic backscatter

was broached in an experimental/theoretical paper by Nagy
and Rose.9 The present authors later published two theoreti-
cal papers concerning the effects of rough surfaces on the
acoustic backscatter.10,11The first of these theoretical papers
was a numerical study of one-dimensional randomly rough
surfaces.10 The second paper presented an approximate ana-
lytic series solution for the acoustic backscatter power for
two-dimensional randomly rough surfaces.10 In both papers,
the problem was simplified by assuming that the character-
istic dimensions of the microstructure were much smaller
than any other length scale in the problem.

In this paper, we generalize our previous results in a
straightforward manner by removing the simplifying restric-
tion on the microstructural length scale. Rather, we assume
that the microstructure is described by a Gaussian random
process and by a Gaussian autocorrelation function with au-
tocorrelation lengthLm . An approximate analytic series so-
lution for the power of the acoustic backscatter is presented
for this case and evaluated for a variety of parameters. In
particular, we assume thatLm may be smaller than, compa-
rable to, or larger than either the wavelength or the autocor-
relation length,Ls , that describes the surface roughness.
However, we will continue to assume that the scattering
from the microstructure is very weak and that the fluctua-
tions~scintillations! in the beam arise entirely from the rough
surface. Experimental tests of our predictions are not avail-
able.

There are many examples of materials with both rough
surfaces and microstructure. Biological materials such as car-
tilage and myocardium come immediately to mind, as do
structural materials such as rock and cement. Even structural
metals are generally polycrystalline aggregates with the size

a!Permanent address: The Scientific and Technical Research Council of
Turkey, Ankara, Turkey.

b!Electronic mail: jrose@cnde.iastate.edu
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of the average microcrystal,;Lm , ranging from 1023 mm to
10 mm in an industrial metal such as aluminum. Production
processes for such metals produce rough surfaces at interme-
diate stages of production. For example, the sand casting of
aluminum produces rough surfaces with average surface
heights in the range of 0.01 mm to 0.1 mm and with surface
autocorrelation lengthsLs ranging from 0.1 to 1.0 mm, while
surface finishing may produceLs values of a few millime-
ters. At 10 MHz, the wavelength of sound in water is 0.15
mm.

In the main text, we concentrate on the predictions of the
normalized mean backscattered signal power since this quan-
tity connects with current experimental techniques. How-
ever, our method of analysis also yields an approximate ana-
lytic series solution for the effects of roughness on the mean
square of the backscatter signal. These results are included in
the Appendix for completeness and are presented graphically
as a function ofLm , Ls , and the radius of the transducer for
both focused and unfocused beams.

Qualitatively, one expects rather different results for the
acoustic backscatter, depending on the relative size of the
microstructure and surface roughness and depending on
whether the transducer is focused or not. The most important
effects of the microstructure and the rough surface are~1! to
randomize the phase of the ultrasonic wave and~2! to scatter
the wave out of the beam pattern. In the absence of rough-
ness, phase randomization is determined by the microstruc-
ture and its autocorrelation lengthLm . Roughness random-
izes the phase by a small amount compared to the more
rapidly varying microstructure ifLs@Lm . In this case, since
microstructure mainly causes the phase randomization, the
acoustic backscatter is weakly affected by surface roughness.
On the other hand, ifLs!Lm , roughness is the main cause of
phase randomization. In this case, roughness can change the
acoustic backscatter by large amounts. In addition to these
general considerations based on the relative size of the
roughness and microstructure, one must consider the ten-
dency of the surface roughness to scatter energy outside the
original beam pattern. This tendency dominates for focused
probes due to the small size of the beam pattern in the focal
region and leads to simple formulas for acoustic backscatter
from the focal depth.

The structure of the paper is as follows. In Sec. I, we
describe the problem and introduce various simplifying ap-
proximations. In Sec. II, we derive and present an approxi-
mate analytic series solutions for the power of the acoustic
backscatter signal. Numerical calculations of the effects of
roughness on acoustic backscatter are presented and illus-
trated graphically in Sec. III. Section IV contains a summary
and discussion of the paper. An approximate series solution
for the mean square of the backscatter signal is contained in
the Appendix.

I. PROBLEM SETUP AND APPROXIMATIONS

The geometry analyzed in this paper and typical of ul-
trasonic immersion inspections is shown in Fig. 1. A phase-
sensitive transducer is immersed in water and oriented nor-
mal to the rough surface of a sample plate at a set-off of
several centimeters. A pressure toneburst consisting of sev-

eral wavelengths is excited in water and propagates to the
plate’s surface. After interacting with the rough surface, the
wave field transmits into the sample, and scatters from dis-
tributed volumetric scatterers. The resulting reflected waves
then transmit through the rough surface again and are de-
tected by the same transducer. As suggested by the figure, for
a well-collimated transducer, the sound primarily forms a
sharp pulse in the solid with a width of several wavelengths.
Roughly, this pulse is at a distance beneath the surface,
z'c0t/2, wherec0 is the average velocity of sound in the
sample andt denotes the time since the pulse crossed the
interface. We will use this time–distance relation, and the
assumption of single scattering from the microstructure to
approximate the time evolution of the backscattered signal.
We denote the coordinate parallel to the surface byr , and the
general three-dimensional coordinate byx5~r ,z!.

Backscattering is assumed to result from spatial varia-
tions in the sound velocity,c~x!, of the sample’s microstruc-
ture. The effects of sound velocity variation on scattering
enters via the velocity deviation

dn~x![12
c0
2

c2~x!
, ~1!

wherec0
225^c22~x!&m . The angular bracket̂&m denotes an

average over an ensemble of microstructures. The ensemble
average will typically be estimated by spatial averages,
which can be obtained by translating the transducer parallel
to the surface in actual experiments. The velocity deviation,
dn, is assumed to arise from a spatially uniform, Gaussian,
random process of zero mean that is characterized by the
autocorrelation function

K~x2x8![
^dn~x!dn~x8!&m

^dn2&m
, ~2!

where^dn2&m denotes the variance of the velocity deviation.
We assume that the microstructural autocorrelation function
can be approximated by a Gaussian function

K~x2x8!5exp~2ux2x8u2/Lm
2 !. ~3!

Thus, the microstructure will be parameterized by its auto-
correlation lengthLm and variancêdn2&m .

The surface is chosen to be randomly rough, planar on
the average atz50. The surface’s height variation,h~r !, is
governed by a spatially uniform, zero-mean Gaussian ran-

FIG. 1. Schematic geometry of hypothetical ultrasonic inspection. Shows
backscatter of ultrasound from inhomogeneous background.~1! represents
the plane wave and~2! represents the transmitted wave.
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dom process, and the autocorrelation function,G. The as-
sumption of spatial uniformity~translational invariance! im-
plies that the autocorrelation function can be written in the
form

G~r2r 8![
^h~r !h~r 8!&s

h2
, ~4!

whereh25^h2~r !&s . The angular brackets denote an average
over an ensemble of rough surfaces. The autocorrelation
function will be represented by a Gaussian function,
G5exp~2ur2r 8u2/Ls

2!. Here,Ls defines the surface autocor-
relation length.

The treatment of wave propagation and the interaction
of the waves with microstructure are all handled in much the
same way as in Ref. 11. Here we provide only a cursory
summary. We use the following wave equation~and its time-
domain analog!

¹2u~v,r ,z!1
v2

c2~x!
u~v,r ,z!50 ~5!

to model the propagation of sound in water and in the
sample. Hereu denotes the pressure wave field, andv de-
notes the angular frequency. The boundary conditions are the
continuity of the wave field and its normal derivative at the
water–solid interface.

One effect of rough surfaces is to change the phase of
the incident wave as it crosses the surface. We will model
this effect using the phase-screen approximation as described
in Refs. 8–12. The phase-screen approximation assumes that
both the rms height and the wavelength are small compared
to the surface autocorrelation length. The phase-screen ap-
proximation for the roughness-induced phase change isdf
5dkh~r !, where dk denotes the change in wave number
upon crossing the surface whileh~r ! denotes the local sur-
face height. The mean-square value ofdf,

s25^df2&s5dk2h2, ~6!

is an important parameter that appears often in our formulas.
Transverse modes in the solid are ignored since the in-

cident wave is at nearly normal incidence and consequently
these modes are negligible. We make the following approxi-
mations~see Ref. 11! for the propagation of the beam:~1!
the phase-screen approximation for transmission through the
rough surface;~2! the Fresnel approximation;~3! the ap-
proximation of the incident wave as a Gaussian beam and as
a toneburst; and~4! the scalar wave approximation. We

make the following approximations for the interaction of the
beam with the microstructure:~1! acoustic contrast is due to
fluctuations in the compressibility;~2! ultrasonic attenuation
and absorption are neglected; and~3! the interaction between
the beam and the microstructure is weak~Born approxima-
tion!.

II. ANALYTICAL SERIES SOLUTIONS

An approximate analytic series solution for the acoustic
backscatter power will be derived in this section. The intro-
duction of a Gaussian autocorrelation function to describe
the microstructure is the major difference from Ref. 11. Con-
sequently, we start with Eq.~21! of Ref. 11, modified to
include the finite size of the microstructure. Upon making
the various approximations described in the last section, we
obtain the following equation for the acoustic backscatter
power~normalized by the electrical power input to the trans-
ducer! from microstructure at depthz:

P~z!5uC~v!u2uTWSu2uTSWu2E d2r

3F E d3x8^dn~x!dn~x8!&m^u0
2~v,x!u0

2 * ~v,x8!&sG .
~7!

Here,u0 denotes the pressure field propagated through the
rough surface but in the absence of microstructure; i.e., the
sample is treated as a roughened but otherwise uniform half-
space.TWS and TSW denote the transmission coefficients
from the water to the solid and vice versa.
C(v)5 ivCF/[4rc0

2E(v)], wherer denotes the density of
the sample,E~v! denotes the electrical power input to the
transducer, andCF denotes conversion factor from electric
power into acoustic power.

The analytic approximation of Eq.~7! proceeds as fol-
lows. We start by substituting Eq.~3! and u0, defined by
Eqs.~16! and~20! of Ref. 11, into Eq.~7!. Next, we note that
the beam can be described by a rapidly varying part (eikz)
and a much more slowly varying envelope function. We will
assume that this envelope function varies slowly with depth
compared to the autocorrelation length of the microstructure.
That is to say,̂ u0

2(v,x)u0
2 * (v,x8)&s depends weakly onz8

compared to exp~2(z2z8)2/Lm
2 !. Therefore, the integral

over the variablez8 can be approximated separately; the re-
sult is described by the variableK5ApuC(v)u2

3uTWSu
2uTSWu2^dn2&mLm . The result is

P~z,h,Ls ,R,F,Lm ,v!5KS ks
2pzD

4E E d2r d2r 8 exp~2ur2r 8u2/Lm
2 !E E E E d2s1 d

2s2 d
2s3 d

2s4

3expF2S 1R2 1
iks
2F D ~s1

21s2
2!2S 1R22

iks
2F D ~s3

21s4
2!G

3expS iks2z ~ us12r u21us22r u22us32r 8u22us42r 8u2! D
3^exp~ i „f~s1!1f~s2!2f~s3!2f~s4!…!&s . ~8!
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Here,R is the radius of the beam on the surface, whileF is
its focal length in the solid as measured from the surface. For
a transducer immediately above the water–solid interface,R
andF are the radius and focal length of the transducer. We
first integrate over the variablesr and r 8; the remaining in-
tegrals are evaluated following Ref. 11 as we now describe.
Since the surface height distribution,h~r !, is described by a
spatially uniform zero-mean Gaussian random process, we
can write11

^exp~ i „f~s1!1f~s2!2f~s3!2f~s4!…!&s

5exp~2s2H„f~s1 ,s2 ,s3 ,s4!…!, ~9!

whereH is defined by

H~s1 ,s2 ,s3 ,s4!521G~s12s2!1G~s32s4!2G~s12s3!

2G~s12s4!2G~s22s3!2G~s22s4!.

~10!

We make the coordinate transformation

s15~p11p21p31p4!/2,

s25~2p12p21p31p4!/2,
~11!

s35~p12p22p31p4!/2,

s45~2p11p22p31p4!/2.

In the new coordinates, the integrand becomes independent
of p4

H~p1 ,p2 ,p3 ,p4!521G~p11p2!1G~p12p2!2G~p2

1p3!2G~p11p3!2G~p12p3!

2G~2p21p3!, ~12!

and the integral over that coordinate is completed trivially.
Next, we obtain the series solution by:~1! expanding the
exponential exp„2s2H~p1,p2,p3,p4!… in a Taylor series;~2!
changing the order of the resulting summations and integra-
tions; and finally~3! evaluating the resulting integrals. After
evaluating the integrals overp3, p2, p1, the backscattered
noise power is obtained in series form

P~z,h,Ls ,R,F,Lm ,v!

5
K

8p S ks2zD
3

e22s2

3 (
a,b,c,
d,e, f50

` S ~2s2!a1b~s2!c1d1e1 f

a!b!c!d!e! f !

1

c2c3c5
D , ~13!

where

c15
1

R2 1
1

Lm
2 1

ks
2R2

4F2 , ~14a!

c25c11
c1d1e1 f

Ls
2 , ~14b!

c35
1

R2 1
a1b1c1 f

Ls
2 2

~ f2c!2

Ls
4c2

, ~14c!

c45
iks
2 S 1z2

1

F D1
~b2a!

Ls
2 1

~e2d!~ f2c!

Ls
4c2

, ~14d!

c55
1

R2 1
a1b1d1e

Ls
2 2

~e2d!2

Ls
4c2

2
c4
2

c3
. ~14e!

Our purpose is to determine the changes in the backscat-
ter power due to surface roughness. In order to isolate sur-
face induced changes, we divideP(z) by P0(z) to obtain the
normalized backscatter powerQ(z)5P(z)/P0(z). Here,
P0(z) is the backscatter power for a smooth surface and is
obtained by settingh50 ~s50! in Eq. ~13!.

III. ROUGHNESS-INDUCED CHANGES IN ACOUSTIC
BACKSCATTER

We report roughness-induced changes in the normalized
mean backscatter power,Q5P/P0 , as a function of the
transducer radius, surface statistics, and the microstructural
autocorrelation length. The predictions are illustrated with
graphs calculated, unless otherwise noted, for the following
parameters: transducer radiusR510 mm, frequencyf510
MHz, rms surface heighth50.02 mm,dv55%, surface au-
tocorrelation lengthLs51 mm, microstructural autocorrela-
tion lengthLm50.1 mm, speed of sound in water,cw51500
m/s, and the speed of longitudinal sound in a solid~alumi-
num!, cs56300 m/s. Both focused,F540 mm, and unfo-
cused transducers are considered. For a transducer immedi-
ately above the water–solid interface,R denotes the radius of
the transducer andF denotes the focal length of the trans-
ducer in the solid. The analytic series solutions defined by
Eqs. ~13! and ~14! are found to converge relatively rapidly
for the parameters mentioned above; typically we sum each
index from 1 to 6. The resulting calculations are plotted as a
function of depth.

One may expect qualitatively different results depending
on the relative size of the microstructure’s and the surface’s
autocorrelation lengths. Figure 2 shows the variation ofQ
with the microstructural autocorrelation lengthLm . For un-
focused probesQ is shown in Fig. 2~a! ~Lm50.1 mm, 1 mm,
and 10 mm andLs51 mm!. The normalized backscatter
power at all depths depends inversely onLm , that is,Q is
largest whenLm is small and smallest whenLm is large. The
calculated normalized backscatter increases up to a depth of
approximately 8 mm. For greater depth the curves either de-
crease or remain nearly constant. All of the curves have rea-
sonably similar values atz580 mm, the greatest depth re-
ported and appear to be approaching each other.

For the smallest microstructural autocorrelation length
Lm50.1 mm, there is almost no change in the normalized
backscatter atz50. For somewhat largerz, the normalized
backscatter increases with depth, reaches a maximum that is
greater than 1, and then decreases with depth. This curve is
very similar to the results of Ref. 11, as should be expected
sinceLm!Ls andl ~the wavelength, which is 0.63 mm!, and
the results in Ref. 11 were obtained under the assumption
Lm!Ls , l. The second curve is forLm51 mm, which is
equal to the surface autocorrelation length and comparable to
the wavelength. In this case the normalized backscattered
power is approximately 0.50 for scatterers in the immediate
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vicinity of the surface. The curve rises to a maximum of
approximately 0.90 at a depth of roughly 8 mm. The curve
then falls monotonically for scatterers at greater depth. Fi-
nally, we come to the case thatLm510 mm@Ls and l. In
this case, the curve rises monotonically from a value of 0.2 at
z50 and reaches a plateau value of roughly 0.45 for depths
greater than 10 mm.

For focused probes, the normalized acoustic backscatter
power depends onLm as shown in Fig. 2~b!. All of the
curves initially increase with increasing depth, reach a maxi-
mum at roughly 5 mm, and then decrease to a common mini-
mum of approximately 0.5 at the focal depth of 40 mm. For
greater depth, the curves are very nearly the same and in-
crease slightly withz. The enhanced backscatter atz55 mm
is greatest forLm50.1 mm and least forLm510 mm. The
minimum value at the focal depth is roughly given by
e22s2, wheres25dk2h2 is a mean-square measure of the
roughness induced phase shift. This dependence on fre-
quency~ands! can be argued theoretically~see Sec. IV! and
is based on a large number of calculations not presented
graphically in this paper. Importantly, the normalized acous-
tic backscatter power is nearly independent ofLm for scat-
terers at the focal depth. As we will see in the following
paragraphs, atz5F it is also nearly independent ofLs and
the transducer’s radiusR.

The dependence of the normalized acoustic backscatter
power on the surface autocorrelation lengthLs is reported in
Fig. 3 for a relatively large microstructural autocorrelation
length of 1 mm, which is comparable to the wavelength. The

normalized acoustic backscatter power is reported for
Ls50.5, 1.0, and 1.5 mm for unfocused transducers in Fig.
3~a!. The normalized backscatter power at all depths depends
directly onLs , that is,Q is large whenLs is large and small
when Ls is small. In each case, the curve starts off with a
relatively small value atz50, rises to a maximum, and then
decreases monotonically. The depth at which the maximum
occurs scales as;ksLs

2, whereks denotes the wave number
in the solid. The normalized acoustic backscatter power for a
focused probe is shown in Fig. 3~b!. Each curve shares a
common minimum value at the focal depth. The value at the
minimum is once again approximatelye22s2 and is nearly
independent of the surface autocorrelation length.

Finally, we examined the dependence ofQ on the radius
of the transducerR for Lm51 mm andLs51.5 mm. The
results for the unfocused probe are shown in Fig. 4~a!. For
each radius,R510, 20, and 40 mm, the curves initially in-
crease with increasing depth, reaching a maximum at a depth
of roughly 8 mm. The curves then decrease monotonically
with increasing depth. The curves are common for smallz.
The curves became distinct for depths greater than the maxi-
mum atz510 mm. The backscatter is greater for largerR at
all depths. Figure 4~b! showsQ for a focused probe. The
three curves have a common minimum at approximately the
focal depth. The half-width of the curve about the minimum
depends on the radius of transducer. The half-width is small-
est for the transducer withR540 mm and largest forR510
mm. Finally, the common value of the curves at the mini-
mum is approximatelye22s2.

FIG. 2. Comparison of the normalized acoustic backscatter power for three
different microstructure autocorrelation lengths: solid line—Lm50.1 mm;
dotted line—1.0 mm; dashed line—10 mm. The other parameters were
R510 mm,Ls51 mm,h520 mm, f510 MHz, andF540 mm.

FIG. 3. Comparison of the normalized mean acoustic backscatter power for
three different surface autocorrelation lengths: solid line—Ls51.5 mm; dot-
ted line—1.0 mm; dashed line—0.5 mm. The other parameters wereR510
mm, Lm51.0 mm,h520 mm, f510 MHz, andF540 mm.
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IV. DISCUSSION

In the following, we discuss the effects of surface rough-
ness on the acoustic backscatter power as calculated from
approximate analytic solutions for backscattering from a ma-
terial with microstructure of finite size. The results showed
certain common characteristics, such as an initial increase
with depth and a peak~or plateau! at a relative depth that
scales as;ksLs

2. For focused probes, there was a strong
minimum at the focal depth and all curves showed a com-
mon minimum value of approximatelye22s2. Qualitative ex-
planations for many of these features were provided in Ref.
11 where we made the restrictive assumption thatLm!Ls
andl. Here, we will discuss those features in the curves that
arise from removing this restriction on the microstructural
autocorrelation length.

The acoustic backscatter power,P(z), is a rapidly vary-
ing function of the microstructural size; for example,P(z)
increases rapidly withLm as long asksLm,1. We have pre-
sented results for thenormalized backscattered power
Q(z)5P(z)/P0 in order to remove this strong size depen-
dence and to isolate the effects of surface roughness. There
are two striking results. First, the normalized backscattered
power decreases for larger microstructures. This is probably
the most important general consideration for unfocused
probes. Second, for focused probes and for moderate
amounts of surface roughness, the predicted normalized
backscatter from the focal depth is nearly independent of the
microstructural size, the surface autocorrelation length, and
the transducer radius.

The decrease in the normalized acoustic backscatter
power with increasingLm can be qualitatively understood by
supposing that the microstructure is made up of many inde-
pendent scatterers. In the Born approximation, the signal
from one of the independent scatterers is given by11

S5constv2E d3y n~y!u0
2~v,y!. ~15!

Here, const is an unimportant constant of proportionality,
while u0 denotes the wave field that has passed through the
rough surface but in the absence of the scatterer. The rough
surface introduces fluctuations in phase and amplitude of the
wavefield. These fluctuations are integrated over the volume
of the scatterer according to Eq.~15!, and thus tend to aver-
age out and reduce the signal. The larger the flaw, the larger
the region of integration and the more completely the fluc-
tuations average out. The prediction that the normalized
backscattered signal decreases with increasing microstruc-
ture size is due to thisintrinsic spatial averaging.

The results for the focused probe seem very odd at first
blush. Inspection of the graphical results~and a large number
of calculations at other frequencies and rms roughness that
are not presented here! indicate that the average power back-
scattered from the focal depth depends primarily on
s25dk2h2, wheredk is the change in wave number upon
crossing the water–solid interface andh is the rms height of
the surface roughness. In particular, the power backscattered
from the focal depth does not seem to depend onLm , Ls , or
R. Why? Crudely, the rough surface divides the beam into
two parts: an average~specular! beam that focuses and a
random~diffuse! part that does not. At the focal depth, the
specular part of the beam is concentrated in a small volume,
while the diffuse part of the beam is widely dispersed.
Hence, for moderate amounts of roughness, the signal from
the focal depth is dominated by the concentrated specular
part of the beam; the diffuse part contributes a negligible
amount to the signal. The strength of the specular signal is
given bye2s2. Hence, the backscattered power at the focal
depth is given bye22s2 for small and moderate degrees of
roughness. Clearly, if the surface is very rough the amount of
energy in the specular beam will be extremely small and our
prediction breaks down; focusing has little effect for suffi-
ciently rough surfaces.
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APPENDIX

The same formalism that determinedP andP0 ~which
involve uSu2, whereS is the backscattered signal! allows us
to compute the mean square of the backscattered signal,^S2&.

FIG. 4. Comparison of the normalized mean acoustic backscatter power for
three different probe radii: solid line—R510 mm; dotted line—20 mm;
dashed line—40 mm. The other parameters wereLs51.5 mm,Lm51 mm,
h520 mm, f510 MHz, andF540 mm.
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In this Appendix, we derive a series solution for the mean
square of the backscattered noise, which depends on the en-
semble average

^exp~ i „f~s1!1f~s2!1f~s3!1f~s4!…!&

5exp„2s2G~f~s1 ,s2 ,s3 ,s4!…, ~A1!

whereG is

G~s1 ,s2 ,s3 ,s4!521G~s12s2!1G~s32s4!1G~s12s3!

1G~s12s4!1G~s22s3!1G~s22s4!.

~A2!

The mean-square signal can be found in series form, follow-
ing a procedure similar to that of Sec. II

^S2~z,h,Ls,R,F,Lm ,v!&

5
2 iK ~ks/2z!3ei2ksz

4q2~1/Lm
2 1 iks/2z!

e22s2

3 (
a,b,c,
d,e, f50

` S ~2s2!a1b1c1d1e1 f

a!b!c!d!e! f !

1

q3q4q6
D , ~A3!

where

q15
1

R2 1 i
ks
2 S 1F2

1

zD , ~A4a!

q25
1

R2 1
iks
2F

, ~A4b!

q35q11
a1b1c1 f

Ls
2 , ~A4c!

q45q11
a1b1d1e

Ls
2 2

~b2a!2

Ls
4q3

, ~A4d!

q55
~e2d!

Ls
2 1

~b2a!~ f2c!

Ls
4q3

, ~A4e!

q65q11
~ks/2z!2

1/Lm
2 1 iks/2z

1
c1d1e1 f

Ls
2 2

~ f2c!2

Ls
4q3

2
q5
2

q4
.

~A4f!

The mean-square signal in the absence of surface roughness
is denoted byS0

2 and can be found by settings50 in Eqs.
~A3!–~A4!. The present paper concerns backscatter from mi-
crostructure. However, somewhat similar results were found
for the backscatter of ultrasound from a single discrete scat-
terer beneath a random rough surface as discussed in Ref. 12.

The roughness-induced effects on the mean-square sig-
nal are characterized through the normalized mean-square
signal ^S2&/S0

2. The magnitude of the normalized mean-
square signal versus depth was calculated as a function of the
microstructural autocorrelation length, the surface autocorre-
lation length and the probe radius.

Figure A1 shows the dependence of the normalized
mean-square signal on the microstructural autocorrelation

FIG. A1. Comparison of the magnitude of normalized mean-square signal
for three different microstructure autocorrelation lengths: solid
line—Lm50.1 mm; dotted line—1.0 mm; dashed line—10 mm. The other
parameters wereR510 mm,Ls51 mm,h520mm, f510 MHz, andF540
mm.

FIG. A2. Comparison of the magnitude of normalized mean-square signal
for three different surface autocorrelation lengths: solid line—Ls51.5 mm;
dotted line—1.0 mm; dashed line—0.5 mm. The other parameters were
R510 mm,Lm51.0 mm,h520 mm, f510 MHz, andF540 mm.
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length. The specific values used to generate the figure are
Lm50.1, 1.0, and 10 mm andLs51 mm. For an unfocused
transducer,u^S2&/S0

2u is small atz50, it then rises to a com-
mon plateau of value roughly 0.45 over a characteristic dis-
tance.u^S2&/S0

2u is 0.04 at the surface~z50! for the micro-
structures with the smallestLm , while it is 0.19 for the
microstructures having largestLm . For the focused trans-
ducer, the results are shown in Fig. A1~b!. The results are
similar to those for the unfocused transducer forLm equal to
0.1 or 1.0 mm. However, the results for the focused probe
are quite different forLm510 mm. In this case, the normal-
ized mean-square signal exhibits a minimum at one-half the
focal length. A similar phenomena was predicted for the sig-
nal from a single defect beneath a rough surface in Ref. 12.
The observed minimum occurs whenz5F/2 and is due to
highly correlated phase shifts that occur when the transmit-
ted and reflected waves of the pulse-echo configuration focus
on the same part of the rough surface.

Figure A2 shows the dependence of the normalized
mean-square signal on the surface autocorrelation lengthLs
for Ls50.5, 1.0, and 1.5 mm andLm51 mm. u^S2&/S0

2u is
least at the surface and increases with increased depth and
appears to reach a common limit of 0.45. The initial values
depend strongly on the surface autocorrelation length and is

smaller for largerLs . On the other hand, for largerLs the
normalized mean-square signal increases more slowly with
depth. Comparison of the results in Fig. A2~a! and~b! further
indicate thatu^S2&/S0

2u depends weakly on focusing.
The dependence ofu^S2&/S0

2u on the transducer’s radius
is depicted in Fig. A3 forR510, 20, and 40 mm, and for
Lm51 mm andLs51.5 mm. The calculations interestingly
predict that the normalized mean-square signal also depends
weakly on radius.

The results for the normalized mean-square signal pre-
sented in Figs. A1–A3 share certain characteristics, such as
an initial increase with depth and a common plateau at in-
creased depth. For both the focused and unfocused transduc-
ers, the normalized mean-square signal atz50 is e28s2 for
the smallestLm and e24s2 for largestLm . The transition
from the value atz50 to the common plateau ofe22s2 oc-
curs over a characteristic distance proportional to;ksLs

2.
Thus, the larger the surface autocorrelation length the larger
the transition region. The change in the size of the transducer
has little effect on the normalized mean-square signal.

Finally, comparison of the normalized mean-square sig-
nal u^S2&/S0

2u presented in Figs. A1–A3 with the normalized
power Q(z) at small depths indicates an interesting fact.
u^S2&/S0

2u increases with increase inLm and decrease inLs
whileQ(z) increases with decrease inLm and increase inLs .
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Acoustic signal-to-noise ratio for an inclusion beneath a
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The effects of surface roughness on the signal-to-noise ratio~SNR! for the phase-sensitive detection
of an inclusion in a sample with microstructure is explored in a simple model. It is assumed that a
phase-sensitive transducer is used in pulse-echo mode, that the sample is immersed in a water bath,
and that the noise is dominated by scattering from the sample’s microstructure. Since there is
interest in roughness-inducedchangesin the SNR, calculations are reported of the normalized
signal-to-noise ratio~NSNR!, i.e., the SNR with the rough surface divided by the SNR with the
smooth surface. The dependence of the NSNR on transducer parameters~radius and focal length!,
on surface parameters~root-mean-square height and autocorrelation length!, and on material
parameters~scattering strength, average crystalline size! is reported. In this paper, approximate
analytic series solutions, previously obtained for the signal and the noise, are combined to estimate
the NSNR as a function of the inclusion’s depth beneath the surface. It is found that for unfocused
transducers even moderately rough surfaces can substantially degrade the NSNR for the most
typical case, a relatively large inclusion in a background of small microcrystallites. The calculations
predict two other results that initially surprised us. First, surface roughness is predicted toincrease
the SNR for a relatively small strongly scattering inclusion in a sample with relatively large but
weakly scattering microstructure. Second, moderate roughness is predicted to have little effect on
the SNR for focused transducers at the focal depth. ©1997 Acoustical Society of America.
@S0001-4966~97!00301-9#

PACS numbers: 43.35.Zc@HEB#

INTRODUCTION

Ultrasound is widely used to detect internal flaws in
parts. Typical inspections use pulse-echo phase-sensitive pi-
ezoelectric transducers with both transducer and part im-
mersed in a water bath. The ultrasonic signal and the conse-
quent detection and characterization of internal flaws
depends on the surface finish of the part. The change in the
signal-to-noise ratio~SNR! due to surface roughness is thus a
practical concern, as well as a fundamental scientific prob-
lem.

A series of papers have documented the effects of sur-
face roughness on:~1! the ultrasonic signal from an inclusion
beneath a rough surface;1,2 and~2! the changes in the acous-
tic backscatter signal generated by scattering from the part’s
microstructure.2–5 Approximate analytic and readily evalu-
ated series solutions for both the signal and the acoustic
backscatter power were presented.1,4,5 In the present context,
we will consider the acoustic backscatter generated by the
microstructure to be a source of noise that interferes with the
detection of the signal. Henceforth, we refer to the acoustic
backscatter as material noise. In this paper, we combine the
analytical solutions for both the signal1 and material noise4,5

to provide a simple approximate model for the normalized
signal-to-noise~NSNR! ~i.e., the SNR with the rough surface
divided by the SNR with the smooth surface!.

The class of problems that can be simulated using our
approach is large. In this paper, graphical results will be

presented for a restricted set of problems of interest in non-
destructive evaluation. Pulse-echo geometry is assumed with
the transducer nearly touching the surface. The surface auto-
correlation length is assumed to be small compared to the
radius of the transducer, while the size of the inclusion and
the microstructure are assumed to be smaller than or compa-
rable to the transducer’s size. We also assume that roughness
is not too great and that consequently losses are not greater
than 10 dB or so. Most of these restrictions are for the pur-
pose of discussion and can be removed.

The most typical effect of surface roughness is to de-
grade the SNR since the signal from a large coherent scat-
terer is reduced more than the material noise.2 Our analysis
yielded two results that were surprising to the authors. First,
surface roughness is predicted toimprove the SNR ~i.e.,
NSNR.1! if we have a small inclusion and the material
noise is generated by relatively large and weakly scattering
microstructure. Second, the calculations predict that for mod-
erate roughness the deleterious effects of surface roughness
on the SNR can be nearly removed at the focal depth for an
appropriately focused transducer~i.e., NSNR'1!.

The structure of the paper is as follows. In Sec. I we
describe the problem and define the SNR and NSNR. In Sec.
II we introduce the various simplifying approximations. We
illustrate the results graphically in Sec. III. Section IV is a
heuristic discussion of the results and a physical explanation
of our two most important finding. Finally, we conclude the
paper with a summary.
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I. SIGNAL-TO-NOISE RATIO

The schematic geometry of the problem is shown in Fig.
1. We model the NSNR that results from the reflection of an
ultrasonic beam by an inclusion in a thick solid plate that has
both microstructure and a rough surface, and that is im-
mersed in a water bath. The plate is modeled by an infinite
half-space with a rough water–solid interface. The micro-
structure is described by random variations in the velocity.

In previous papers, we assumed that the interaction of
the beam with both the inclusion and the microstructure
could be described by the Born approximation, a weak scat-
tering theory.1,4 Basically, this amounts to ignoring interac-
tion effects. In this paper, we continue to ignore interactions
and assume that the microstructure does not change the sig-
nal generated by the inclusion, and that the inclusion does
not change the material noise. That is, we calculate the sig-
nal, S, and the signal power̂uSu2&s for an inclusion in a
roughened uniform half-space without microstructure. The
bracketŝ •••&s denote an average over an ensemble of rough
surfaces. We also calculate the average material noise power
^^uNu2&s&m noise for an inclusion-free roughened half-space
with microstructure. The angular brackets^•••&m indicate an
average over an ensemble of microstructures. The SNR ratio
will be defined as the ratio of signal power divided by noise
power

SNR[
^uSu2&s

^^uNu2&s&m
. ~1!

Our approach is suitable if the inclusion’s dimension are
much smaller than the beam size or if the microstructure of
the inclusion is nearly the same as the microstructure of the
host material.

We are interested in the question ‘‘How does surface
roughness change the SNR?’’ We will quantify the change
by considering the NSNR, which is defined by

NSNR[5
^uSu2&s /^^uNu2&s&m

uS0u2/^uN0u2&m
. ~2!

Here,S0 andN0 denote the signal~from an inclusion! and the
material noise for a sample with a smooth surface.

We define the SNR as the ratio of the mean signal power
^uSu2&s and the material noise power. Other choices are pos-

sible. For example, we could have plausibly chosen to define
the SNR and NSNR in terms of the mean signal^S&s . This
seems to be a reasonable choice and, at first glance, perhaps
the preferred choice. However, there is a severe problem
with defining the SNR in terms of̂S&s . Namely, the surface
roughness has two effects for a particular signal,S. First, it
can reduce the amplitude of the signal, and second, it can
introduce a random phase shift. There are common circum-
stances in which the amplitude of the signal is more or less
unaffected by the rough surface but a large random phase
shift is introduced. In this case, the experimentalist would
have no trouble detecting the signal and would only lose
information on its absolute phase. For typical ultrasonic in-
spections, the detection of the scatterer depends almost en-
tirely on the signal’s magnitude and not on its phase. Hence,
we have chosen the signal power^uSu2& as our average mea-
sure of the signal in defining the SNR and NSNR.

The following is an extreme example that exhibits the
point made in the last paragraph. Suppose we have a hypo-
thetical ensemble of samples, each of which has a surface
that is flat but whose distance from the transducer is uncer-
tain by a random function,dz. This is the same as an en-
semble of rough surfaces with the surface autocorrelation
length set equal to infinity. Sincedz is small, on the order of
a wavelength, the amplitude of the signal seen by the experi-
mentalist is almost the same for each member of the en-
semble. However, the signal’s phase can be altered by large
amounts sincedkdz@1, wheredk is the change in wave
vector upon crossing the surface. The result is that^uSu2&s is
nearly unchanged, while the mean signal,̂S&s
5exp(2dk2^udzu2&), can be much less than one. Hence,
^uSu2&s is a good indicator of the detectability of the scatterer,
while ^S&s is not.

II. THEORETICAL MODEL AND APPROXIMATIONS

The signal and the noise will be determined from previ-
ously published approximate analytic series solutions.1,4,5

Here, we briefly summarize the approximations for the rough
surface, the microstructure, and the inclusion that were made
to obtain these series solutions. Our approach approximates
the propagation of longitudinal pressure waves in both the
fluid and the solid by the scalar wave equation

¹2u~v,r ,z!1
v2

c2~x!
u~v,r ,z!50. ~3!

Here, c~x! denotes the velocity andv denotes the angular
frequency, whileu denotes the pressure wave field. A gen-
eral point in space is denoted by the vectorx, while z denotes
the coordinate perpendicular to the surface andr the coordi-
nate parallel to the surface,x5~r ,z!. We rewrite Eq.~3! in a
form more suitable for scattering theory:

¹2u~v,r ,z!1
v2

c0
2 u~v,r ,z!2

v2

c0
2 dn~r !u~v,r ,z!50.

~4!

Here, c0 denotes average velocity, defined more precisely
below, while

FIG. 1. Schematic geometry for model determination of the SNR. Shows
the detection of a subsurface inclusion below a rough surface and embedded
in an inhomogeneous background. The microstructure is ignored in the cal-
culation of the inclusion’s signal and the inclusion is ignored in the calcu-
lation of the material noise.
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dn~x![12
c0
2

c2~x!
~5!

denotes the velocity deviation. The first two terms in Eq.~4!
describe propagation in a homogeneous medium. The third
term includes the effects of deviations of the velocity from
the average; it is this term that leads to acoustic scattering.

The presence of a random surface requires that we treat
the wave field statistically. The wave field, for a given real-
ization of the surface, can be written as

u~v,r ,z![^u~v,r ,z!&s1du~v,r ,z!. ~6!

Often, the mean field̂u&s is called the coherent field and the
perturbationdu is called the incoherent field in the literature
~and in some of our papers!. We will avoid this terminology
in this paper and call̂u&s the specular part of the field, while
we will call du the diffuse part of the field.

A. Microstructure model

The acoustic noise was assumed to arise from weak mi-
crostructural variations in the material. The material’s micro-
structure~absent the inclusion! is assumed to be homoge-
neous and isotropic on the ensemble average. As noted
above, the noise is computed in the absence of the inclusion.
We will assume, as we have previously, that the backscat-
tered noise results from weak spatial variations in the sound
velocity and that the scattering is calculated in the Born ap-
proximation. Deviations of the velocity are calculated with
respect to the average velocityc0 that is defined by

1

c0
2[ K 1

c2~x!L
m

. ~7!

Herec~x! is the velocity distribution due to the microstruc-
ture. The effects of microstructure on the scattering is given
by dn~x!, as defined by Eq.~5!. We assume that the micro-
structuraldn~x! is generated from a spatially uniform zero-
mean Gaussian random process with a normalized autocor-
relation function

K~x2x8!5
^dn~x!dn~x8!&m

^dn2~x!&m
, ~8!

which is approximated as a Gaussian

K~x2x8!5expS 2
ux2x8u2

Lm
2 D . ~9!

Here, Lm denotes the autocorrelation length for the spatial
variation of the microstructure.

B. Inclusion model

We model the scatterer as an isolated inclusion in an
otherwise homogeneous and isotropic half-space, as shown
in Fig. 1. The scatterer is a weakly scattering spheroidal in-
clusion centered atx15~r1,z1!. The change in sound velocity
in the region of the inclusion gives rise to the Gaussian func-
tion dn

dn~x!512
c0
2

c2~x!

5V expS 2
uz2z1u2

B2 DexpS 2
ur2r1u2

A2 D , ~10!

whereV is the maximum value of the inclusion’s deviation
from the host.A denotes the length of the semi-axis of the
inclusion parallel to the surface, whileB denotes the length
of the inclusion’s semi-axis in the direction normal to the
surface.

C. Rough surface model

We employ the rough surface model used in the previ-
ous studies.1–3 The water–solid interface is assumed to be
randomly rough and planar on the average atz50. The sur-
face’s heighth~r ! is described by a spatially uniform, zero-
mean Gaussian random process, and assumed to have a
Gaussian autocorrelation function

G~r !5exp~2r 2/Ls
2!. ~11!

The surface is described by the rms heighth5^h2(s)&s and
the autocorrelation lengthLs , whereh!Ls .

D. Signal formation model

The signal is calculated for an inclusion in a roughened
half-space but in the absence of microstructure. The trans-
ducer’s signal is obtained from Auld’s reciprocity relation6

and its reduction to the scalar wave equation.7 In the Born
approximation, the signal induced by the velocity variation
dn is given by

S~v!5C~v!E d3xdn~x!u0
2~v,x!. ~12!

Here,v denotes the frequency in radians andu0~v,x! denotes
the pressure wave field transmitted through the rough water–
solid interface and propagating in an otherwise uniform half-
space of velocityc0. The constantC~v! is defined to make
connection to experiment and is given byC(v)
5 ivCF/4rc0

2E(v), wherer denotes the density of the fluid
andE~v! is the electrical power input to the transducer. Fi-
nally, CF is the conversion factor from electrical to acoustic
power.

E. Wavefield propagation and transmission through
the rough surface

We imagine that the experiment is carried out with a
single immersion transducer that acts as both transmitter and
receiver. The transducer is assumed to be immediately above
the water–solid interface atz502; it is easy to generalize to
a finite stand-off distance in the water. The pressure on the
transducer’s surface is prescribed to be

u0~v,r ,z502!5expF2S 1R2 1 i
ks
2F D r 2G , ~13!

wherez502 indicates the wave field at the transducer face
just outside the solid,R is the radius of the transducer,ks
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denotes the wave number in the solid, andF denotes the
focal length in the solid.

The effects of the rough surface onu0~v,x! is calculated
using the phase-screen approximation,8 which approximates
the pressure just inside the solid~z501! by

u0~v,r ,z501!5T0
w→s exp„if~r !…u0~v,r ,z502!,

~14!

whereT0
w→s is the transmission coefficient at the plane in-

terface and the arrow indicates the wave transmission from
water to solid. The phase variation at each point on the sur-
face is defined in terms of the local height of the surface by

f~r !5~ks2kw!h~r !5dkh~r !. ~15!

The phase-screen approximation is most valid if both the
wavelength and the rms height are much less than the auto-
correlation length.

The propagation of the wave from the rough surface into
the bulk of the solid plate is computed using the Fresnel
approximation.3 The result is

u0~v,x!'2
iksT0

w→seiksz

2pz E d2su0~v,r ,z502!

3exp„if~s!…expS iks2z us2r u2D . ~16!

III. RESULTS

The next two sections are the heart of this paper. In this
section, we evaluate the NSNR in Eq.~2! which is reorga-
nized as

NSNR[
^uSu2&s /uS0u2

^^uNu2&s&m /^uN0u2&m
~17!

for a series of example problems. Parameters are chosen to
be typical of inspections occasioned by nondestructive evalu-
ation. We will plot the NSNR as a function of depth for the
frequency, rms height, autocorrelation length, etc. We will
calculate the normalized signal^uSu2&s/uS0u

2 @the numerator
of Eq. ~17!# using Eqs.~28! and ~29a!–~29e! of Ref. 1, and
the normalized noisê^uNu2&s&m/^uN0u

2&m @the denominator
of Eq. ~17!# using Eqs.~13! and ~14a!–~14e! of Ref. 5.

Results are illustrated with graphs calculated, unless oth-
erwise noted, for the following parameters: transducer radius
R51 cm, frequencyf510 MHz, rms surface heighth50.02
mm,V55%, surface autocorrelation lengthLs51.5 mm, mi-
crostructural autocorrelation lengthLm50.1 mm, speed of
sound in watercw51500 m/s, and the speed of longitudinal
sound in the solidcs56300 m/s. Both focused,F540 mm,
and unfocused transducers are considered. For a transducer
immediately above the water–solid interface,R denotes the
radius of the transducer, whileF denotes the focal length of
the transducer in the solid. The analytic series solutions are
found to converge relatively rapidly for the parameters men-
tioned above; typically, we sum each index from 1 to 10. The
most important parameter in the problem iss25dk2h2,
which is a nondimensional estimate of the ratio of the wave-
length and the rms height. Basically,s2 determines the divi-
sion of energy between the specular and diffuse beams.

The frequency dependence of the NSNR is shown in Fig
2. The NSNR of an unfocused transducer is shown in Fig.
2~a! for f55, 10, 20, and 30 MHz~correspondingly,
s250.10, 0.41, 1.63, 3.67!. For an unfocused transducer the
NSNR is least for inclusions near the surface. It then in-
creases monotonically with greater depth. Roughness has the
least effect on the NSNR at low frequencies and the most at
high frequencies.

A striking improvement in the NSNR is observed in Fig.
2~b!, which shows the effects of using a relatively weakly
focused transducer~R51 cm andF54 cm!. As one might
expect, the SNR is best at the nominal focal depth of 4 cm.
For 5 MHz~s250.10! and 10 MHz~s250.41! roughness has
almost no effect on the SNR for this focused transducer; i.e.,
the NSNR is nearly 1 at the focal depth. A large improve-
ment is also seen for 20 MHz~s251.63!, where the NSNR is
increased to 0.85 compared to the value of 0.35 for the un-
focused transducer. At 30 MHz~s253.67! the NSNR at the
focal depth is only slightly greater than background. The
improvement in NSNR due to focusing is expected to disap-
pear altogether at even higher frequencies. Finally, the peak
in NSNR is most diffuse at 5 MHz and becomes increasingly
narrow as the frequency increases.

Figure 3~a! and ~b! show the results of keeping the fre-
quency fixed at 10 MHz and varying the rms height. The
four curves correspond to the same values ofs250.10, 0.41,
1.63, 3.67, used in Fig. 2. For unfocused transducers, the
curves have their minimum value atz150. The curves then
increase relatively rapidly over a characteristic depth of 1
cm. The curves forh50.01 mm, 0.02 mm, and 0.04 mm then

FIG. 2. Shows the NSNR as a function of depth for frequencies of 5, 10, 20,
and 30 MHz for~a! an unfocused transducer and~b! a focused transducer.
The other parameters areA51 mm,R510 mm,Ls51.5 mm,Lm50.1 mm,
h50.02 mm, andF540 mm.

275 275J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 M. Bilgen and J. H. Rose: Acoustic signal-to-noise ratio



increase slowly and monotonically up the maximum distance
calculated. These curves are very similar to those in Fig.
2~b!. The curve calculated forh50.06 mm is qualitatively
different. It reaches a maximum at a depth 1 cm and then
slowly decreases monotonically.

The improvement in the SNR due to focusing is appar-
ent when the NSNR is plotted as shown in Fig. 3~b!. Large
improvements are found forh50.01, 0.02, and 0.04 mm.
Overall the curves in Figs. 2 and 3 are fairly similar for the
same values ofs2. However, variations in the rms height do
not cause the width of the peak to vary significantly. Also the
curves forh50.02 mm~s250.41! and 0.04 mm~s251.63!
have slightly lower peak values than the curves forf510
MHz ~s250.41! and 20 MHz~s251.63!. Finally, the curve
for h50.06 mm ~s253.67! is significantly lower~;50%!
than the curve for 30 MHz~s253.67! over almost the entire
curve.

The NSNR also depends interestingly on the relative
sizes of the microstructure, the surface roughness, and the
inclusion. The dependence of the NSNR on the autocorrela-
tion length of the microstructure is shown in Fig. 4. The
semi-major axis of the inclusion and the surface autocorrela-
tion length are chosen to be 1 mm and 1.5 mm, respectively.
The NSNR for the unfocused transducer is shown in Fig.
4~a!. As expected, there are qualitative differences in the
curves depending on whether the microstructural autocorre-
lation length is smaller or larger than the lateral size of the
inclusion and/or the surface autocorrelation length. Perhaps
most surprisingly, the NSNR is predicted to be greater than
one forLm52.0 mm! That is, surface roughness is predicted

to increase the SNR. ForLm52.0 mm, the NSNR is pre-
dicted to be greatest atz150 and to decrease monotonically
with greater depth. The NSNR is nearly constant and less
than one whenLm5A51 mm. Finally, the NSNR is least,
whenLm50.1 mm!Ls or A.

Focused transducers@Fig. 4~b!# yield a NSNR ratio of
;1.0 at the focal depth for all three microstructural autocor-
relation lengths. It is interesting that for the focused trans-
ducer, the NSNR forLm52.0 mm is less than for the unfo-
cused transducer. All of our calculations are for the NSNR,
that is, the SNR for the rough surface normalized by the
SNR for the smooth surface. We expect that the SNR will be
higher for the focused transducer. The unfocused transducer
starts out with a much lower SNR and is slightly improved
by surface roughness, while the focused transducer starts out
with a relatively large SNR, which is effectively unchanged
by the surface roughness.

The dependence of NSNR on the surface autocorrelation
lengthLs is shown in Fig. 5~a! and~b!. The semi-major axis
of the inclusion is chosen to beA50.5 mm andLm50.1 mm.
The NSNR for the unfocused transducer is shown in Fig.
5~a!. For smallz, the NSNR is larger for largerLs . For large
z, the situation reverses and the NSNR is larger for smaller
Ls . For the focused transducer all three curves show a maxi-
mum with a value of;1 at the nominal focal depth of 4 cm.
The NSNR orders withLs in the same way as it does for the
unfocused transducer.

The dependence of the NSNR on the lateral dimension
of the inclusion is shown in Fig. 6~a! and ~b!. For the unfo-
cused transducer, the results tend to the same limit at large
depths. The larger the inclusion, the smaller the NSNR. The

FIG. 3. Shows the NSNR as a function of depth for rms surface roughness
of 0.01, 0.02, 0.04, and 0.06 mm for~a! an unfocused transducer and~b! a
focused transducer. The other parameters areA51 mm,R510 mm,Ls51.5
mm, Lm50.1 mm, f510 MHz, andF540 mm.

FIG. 4. Shows the NSNR as a function of depth for microstructural auto-
correlation lengths of 0.1, 1.0, and 2.0 mm for~a! an unfocused transducer
and ~b! a focused transducer. The other parameters areA51.0 mm,R510
mm, Ls51.5 mm,h50.02 mm,f510 MHz, andF540 mm.
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effects of focusing is to increase the NSNR to nearly one.
Finally, Fig. 7~a! and ~b! shows the dependence of the

NSNR on the size of the transducer. There is little effect for
the unfocused transducer. For all three radii considered,
R51, 2, and 4 cm, the NSNR is nearly constant with depth
and has a value of roughly 0.8. The NSNR is very slightly
larger for the larger radii transducers. However, varying the
transducer’s radius causes large changes in the NSNR curves
for focused transducers. In all three cases the NSNR is nearly
one at the focal depth. However, the width of the maximum
varies strongly with the radius of the transducer. The width is
greatest forR51 cm and is least forR54 cm. The curves for
R52 and 4 cm also have a characteristic ‘‘butterfly’’ shape.

IV. PHYSICAL INTERPRETATION

We have found two initially unexpected results. First,
surface roughness canincreasethe SNR if we have a small
inclusion and the material noise is generated by relatively
large and weakly scattering microstructure. Second, we also
found that in many cases the deleterious effects of surface
roughness on the SNR can be nearly removed by the use of
an appropriately focused transducer. In this section, we
physically motivate these two results in turn.

A. Normalized signal-to-noise ratio greater than one

A normalized signal-to-noise ratio greater than one
means that roughness suppresses material noise more than it
suppresses the signal from the inclusion. This can happen if

FIG. 5. Shows the NSNR as a function of depth for surface autocorrelation
lengths of 0.5, 1.0, and 1.5 mm for~a! an unfocused transducer and~b! a
focused transducer. The other parameters areA50.5 mm, R510 mm,
h50.02 mm,Lm50.1 mm, f510 MHz, andF540 mm.

FIG. 6. Shows the NSNR as a function of depth for semi-major axis of the
inclusion of 0.5, 1.0, and 2.0 mm for~a! an unfocused transducer and~b! a
focused transducer. The other parameters areLs51.5 mm, R510 mm,
h50.02 mm,Lm50.1 mm, f510 MHz, andF540 mm.

FIG. 7. Shows the NSNR as a function of depth for transducer radii of 10,
20, and 40 mm for~a! an unfocused transducer and~b! a focused transducer.
The other parameters areA50.5 mm,Ls51.5 mm,h50.02 mm,Lm50.1
mm, f510 MHz, andF540 mm.
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the characteristic spatial length scale of the microstructure is
larger than the size of inclusion. We can explain this result
by starting with the signalS from one of the microcrystallites
that constitute the microstructure. We rewrite the signal in
the Born approximation, Eq.~12!,

S5C~v!E d3ydn~y!u0
2~v,y!. ~18!

The rough surface introduces fluctuations in phase and am-
plitude of the wave field. These fluctuations are integrated
over the volume of the microcrystallite; this tends to average
out and reduce the signal. The larger the microcrystallite, the
larger the region of integration and the more completely the
fluctuations are averaged out. The prediction that the mate-
rial noise decreases with increasing microstructure size is
due to thisintrinsic spatial averaging. If the microstructure is
large, the material noise is strongly suppressed by surface
roughness. If the inclusion is relatively small, its signal is
suppressed much less strongly. Hence, the NSNR will be
greater than one for a small strongly scattering inclusion em-
bedded in a relatively large and weakly scattering micro-
structure.

B. Improved signal-to-noise ratio due to focusing

For focused transducers, the graphical results suggest
that moderate surface roughness has little effect on the SNR
at the focal depth. Figures 2–7 show that the NSNR is very
nearly equal to one for an inclusion found in the focal zone if
s2 is not too large. Why? Crudely, the rough surface divides
the beam into two parts: a specular part that focuses and a
diffuse part that does not. At the focal depth, the specular
part of the beam is concentrated in a small volume, while the
diffuse part of the beam is widely dispersed. At the focal
depth, the signal from the inclusion and the noise from mi-
crostructure are in fact dominated by the concentrated specu-
lar part of the beam; the diffuse part contributes negligibly. It
can be shown that the specular beam is related to the beam in
the absence of roughness by a frequency-dependent trans-
mission constant. This transmission constant divides out
when we compute the SNR and thus we find that the NSNR
is one~supposing that we can completely exclude the contri-
bution of the diffuse beam!. Thus, we can expect NSNR;1
if s2 is not too large. For sufficiently larges2 the diffuse
beam dominates the scattering and we expect little improve-
ment in the SNR due to focusing.

The separation of the beam into a specular and a diffuse
component can be seen in Fig. 8 for focused~left! and unfo-
cused ~right! transducers. In contrast with the rest of the
work in this paper, this figure does not show a statistical
feature. Rather, it shows the calculated total field as a func-
tion of depth beneath the surface for oneparticular realiza-
tion of the rough surface, calculated using the phase-screen
approximation and the expansion in plane waves method as
discussed in Ref. 3. Figure 8~a! and~e! show the focused and
unfocused fields at depthz50.02 cm. Figure 8~b! and~f! are
for z5F/2, etc. The unfocused transducer shows a strong
diffuse component at all depths. On the other hand, one can
clearly see that the focused wave field is dominated by the

specular part of the beam atz5F. However, the specular
signal is attenuated compared to the field transmitted through
a smooth surface, shown by the dotted curve.

The specular part of the beam is defined as just the av-
eragê u&s transmitted through the rough surface. The behav-
ior of the specular part of the beam is relatively simple and
has been recently investigated in Ref. 9 for plane waves and
for weakly focused transducers at normal incidence. At a
given frequency, the specular beam^u&s was found to be
proportional to beam in the absence of roughness,uSmooth;
that is,

^u&s5TR~v!uSmooth, ~19!

whereTR~v! is a frequency-dependent transmission coeffi-
cient. This transmission constant is, within the phase-screen
approximation,2,9

TR~v!5e2s2/2. ~20!

Here,s2 denotes the square of the change in the wave num-
ber times the rms height.

The behavior of the SNR is now clear. As argued in the
first paragraph of this section, the signal and the noise both
arise from the specular part of the beam if the surface is not
too rough. Surface roughness only changes the specular part
of the beam by an overall constant. This constant clearly
divides out of the signal-to-noise ratio. Consequently, the
SNR is nearly unchanged for inclusions at the focal depth for
moderate degrees of roughness.

The question naturally arises ‘‘For what ranges of pa-
rameters is the effect of surface roughness on the SNR com-
pensated by focusing?’’ This question can, of course, be an-
swered in detail by summing the series solutions for^uSu2&s
and^^uNu2&s&m given in Refs. 1, 4, and 5 as we have done for
the examples given in this paper. Here, we will only give a
qualitative argument that shows how the various parameters
enter. We restrict ourselves to the most typical case where
the microstructure is much smaller than the wavelength and
the surface autocorrelation length. A key part of our argu-
ment is that the material noise should be dominated by the
specular part of the beam,^^uNSu

2&s&m , and that the noise
generated by the diffuse part of the beam,^^uNDu2&s&m ,
should be negligible. That is,

^^uNSu2&s&m@^^uNDu2&s&m . ~21!

We will qualitatively estimate both the specular and the
diffuse contributions to the noise next. We continue to draw
on the idea that for each realization of the rough surface the
beam is split into a specular and a diffuse component. The
specular component focuses just as the beam would in the
absence of roughness. The diffuse component does not fo-
cus, and for the purposes of a qualitative estimate we assume
that it propagates in a beam whose radius is approximately
that of the transducer. The material noise~backscatter power!
can be estimated from4

P~v,z!5^^uNu2&s&m5bE d2r uu~v,r ,z!u4, ~22!

whereb is an unimportant constant of proportionality. First,
we will estimate the material noise due to the specular part of
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the beam. The beam’s intensity at the focal spot will be
increased by the effects of focusing by the ratio of area of the
transduceraT to the area of the focal spotaF . For our quali-
tative estimate we assume that beam intensity is constant
over the area of the focal spot and obtain~to within factors of
order one!

^^uNsu2&s&m'be22s2S aT

aF
D 2aF . ~23!

The material noise due to the diffuse part of the beam can be
estimated in the same way as

^^uNDu2&s&m'b~12e2s2!2aT . ~24!

For a focused Gaussian beam, the radius of the beam at the
focus isFl/pR. Upon combining~21!, ~23!, and ~24!, one
obtains the following inequality:

e2dk2h2S 11
pR2

Fl D.1. ~25!

The more this inequality is satisfied, the more the NSNR is
improved by focusing the transducer. The inequality indi-
cates, as expected, that the NSNR tends to degrade with in-

FIG. 8. Shows the field of a focused~a!–~d! and unfocused~e!–~h! beam at various depths beneath a rough surface forf510 MHz,F54 cm,R51/2 in ~1.27
cm!, Ls51.5 mm,h525mm. The solid and broken lines denote the field transmitted through the rough and smooth surfaces. Note the change in scale for~c!
and the strong peak that arises at the focal depth despite the presence of a rough surface.
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creasing rms height. On the other hand, it is improved either
by increasing the transducer’s radius or decreasing its focal
length. For the parameters used in this paper, the inequality
is satisfied for rms heights less than 50mm at 10 MHz
~s2;2.5!, in rough agreement with the detailed results
shown in Fig. 3~b!.

V. SUMMARY

We have provided a method for calculating the normal-
ized SNR for weakly scattering inclusions that are located
beneath a randomly rough surface and that are embedded in
a weakly scattering microstructure. We have calculated a se-
ries of example problems with parameters taken from ultra-
sonic nondestructive evaluation. These examples indicate
that the SNR is degraded by surface roughness for the typical
case of a large inclusion embedded in a relatively fine mi-
crostructure. The examples lead to the prediction that the
SNR is actually increased by surface roughness if we have a
small strongly scattering inclusion embedded in a relatively
large and weakly scattering microstructure. Finally, for
‘‘moderate roughness’’ as defined by a simple inequality, the
examples lead to the prediction that focusing can ameliorate
or remove the effects of surface roughness on the SNR.
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Double-exposure holographic interferometry is applied to measure the surface displacements of
ultrasonic transducers. Interferograms revealing detail surface displacements are produced using
iron-doped lithium niobate crystals as the recording medium. Lead zirconate titanate disks poled in
the longitudinal thickness mode possessing deposited, shaped electrodes are examined. Transducers
with circular, strip, rectangular, and rosette electrode shapes are investigated. The displacement
measurements reveal that the electrode ‘‘drags’’ the rest of the transducer surface. Thus the
unmetallized portion of the transducer also contributes to the acoustic field. Pressure field
calculations using the experimentally measured displacements are performed. It is shown that proper
geometrical design of the electrode yields reduction of the sidelobes in the far field and smoothing
of the maxima and minima in the near field, and improved focusing via reduced acoustic beam
divergence. Most importantly, this work reveals that the unmetallized portion of the transducer
contributes significantly to the displacement and to the resulting pressure fields. ©1997
Acoustical Society of America.@S0001-4966~97!05212-0#

PACS numbers: 43.38.Fx, 43.38.Ar, 43.35.Yb, 43.58.Vb@SLE#

INTRODUCTION

Recent applications of holographic interferometry using
photorefractive crystals such as lithium niobate~LiNbO3! as
recording media1 include visualization of aerodynamic flow
fields2 and heat transfer patterns.3 This paper reports the use
of this technique for measurements of surface deformation of
piezoelectric transducers. First, the basic principles of
double-exposure holography using photorefractive crystals
are briefly reviewed. Second, the application of double-
exposure holographic interferometry for evaluation of sur-
face displacements of ultrasonic transducers is described.
Third, the results of pressure calculations for shaped elec-
trode transducers are presented.

Surface vibration displacement patterns using holo-
graphic interferometry were recorded on film by Powell and
Stetson4 using a solenoid-driven metal can bottom. Photo-
graphs of reconstructed images were reported by Wojcien-
chowska and S´ liwinski5 for vibrational amplitude distribu-
tions on the surface of a barium titanate ultrasonic transducer
excited near resonance. These pictures were reconstructions
of time-averaged holograms using films. The same type of
reconstructions using photorefractive Bi12SiO20 crystals were
presented by Marrakchiet al.6 Their experiment consisted of
a loudspeaker membrane driven at its resonance and har-
monic frequencies. Other interferometric methods to mea-
sure displacements from metal plates were reported by
Lo”kberg7 and by Monchalin.8

The purpose of the present paper is to report the use of
double-exposure holographic interferometry in iron-doped
LiNbO3 crystals to evaluate surface displacements of ultra-

sonic transducers with exotic electrode configurations. Spe-
cial focus will be given to partially electroded transducers
similar to those studied by Noorbehesht,9 and by Martin and
Breazeale10 for rectangular and strip electrodes, and by
Haselberg and Krautkra¨mer,11 and Harrison and
Balcer-Kubiczek,12 for rosette or asteroidal shape. Identical
lead zirconate titanate disks 2.54 cm in diameter and 0.45 cm
thick provided by American Piezo Ceramics of Mackeyville,
Pennsylvania13 were mechanically polished to an optical fin-
ish ~95% reflectance or better! with partial aluminum elec-
trodes with different geometries subsequently vacuum de-
posited on their radiating surfaces. The measured
displacements are subsequently used to calculate the result-
ing acoustic pressure fields. The four electrode shapes se-
lected in this research are illustrated in Fig. 1.

I. HOLOGRAPHIC TECHNIQUE

Applications of holographic interferometry using a pho-
torefractive crystal such as lithium niobate~LiNbO3! as the
storage material include visualization of air flows1,2 by Hafiz
et al. in 1989 and heat flow patterns1,3 by Magnussonet al.
in 1990. The technique has also been used for surface defor-
mation measurements.14 This paper will present measure-
ments and analysis of piezoelectric transducer displacements
using this technique. Double-exposure holograms using
LiNbO3 were written and read in every experimental phase
of this research.

Double-exposure holography differs from simple holog-
raphy in that two writing steps are needed instead of one.
First, a Fourier transform hologram of the object is recorded
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in the crystal. Then, the object is disturbed by some means
and a second hologram is written over the first hologram.
The reading is done by blocking the object beam using the
reference beam to reconstruct both holograms. The result is
an interference fringe pattern that reveals the difference be-
tween the first hologram and the second hologram. There-
fore, double-exposure holographic interferometry refers to
two written holograms that generate simultaneous interfer-
ence fringes during the reading process. This procedure is
useful for structural deformation and vibration analysis4

since interferometry makes it possible to measure the relative
displacement of the object surface. Additionally, the interfer-
ence pattern indicates visual object flaws, hair line fractures,
or places of stress. This paper demonstrates application of
this technique to measure surface displacements of ultrasonic
transducers.

Hologram formation in iron-doped LiNbO3 occurs when
exposure to light causes a distribution of the space charge

FIG. 2. Experimental system used to write and read double-exposure holo-
grams.

FIG. 3. Full circular electrode transducer.~a! Reconstructed double-
exposure hologram with 2000 V applied during the second exposure.~b!
Surface displacement calculated from the double-exposure hologram.~c!
Calculated pressure in dB relative to the maximum at different ranges.

FIG. 1. Electrode shapes selected for the research~a! full circular, ~b! strip,
~c! rectangular,~d! rosette. All dimensions are in cm.
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density corresponding to the optical Fourier transform of the
object. Because of the electro-optic effect this charge density
distribution is converted into variations of the index of re-
fraction. This process, referred to as the photorefractive ef-
fect, has been studied by several authors.15–19 Properties
such as self-development, erasability and reusability, and fast
recording and readout, make photorefractive crystals excel-
lent materials for applications in interferometry.

II. SURFACE DISPLACEMENT MEASUREMENTS AND
ANALYSIS

A. Circular electrode

Since the full circular electrode~also called flat piston!
has been extensively treated in the literature both
theoretically20,21 and experimentally22,23 for decades, it will
serve as the initial test object to illustrate the operation of the
interferometer and to explain the variables that can be de-
rived from the experiments.

The experimental system is schematically shown in Fig.
2. It consists of an argon-ion laser beam operating at wave-
lengthl05514.5 nm that is split into two beams by a vari-
able beam splitter. The reference beam is used directly
whereas the object beam is spatially filtered, expanded, and
collimated. The collimated object beam with a diameter of 3
cm is reflected off the face of the ultrasonic transducer and
then Fourier transformed by a lens which reduces the beam
size to a small volume that is recorded in a LiNbO3 crystal.
Exact focus is avoided to prevent saturation or damage to the
crystal.1 The transducer was intimately attached to a fixed
backing material of low acoustic impedance and the system
mounted on a vibration-isolated optical table where bending
or translations perpendicular to the transducer face can be
detected within a tenth of a fringe accuracy. This accuracy
translates into 25-nm random error in the displacement mea-
surements which is about 2%.

The LiNbO3 crystal~13130.2 cm3! used in the experi-
ments was iron-doped~0.05 mole % Fe!. Two exposures
were recorded, the first without an applied electric field and
the second with a dc voltage applied across the transducer.
Several holograms were taken at different voltages starting
from 250 V and up to 2000 V. The reconstructions revealed
fringe patterns corresponding to the transducer surface dis-
placement. A dark fringe was produced with 250 V, a bright
fringe with 500 V, and so forth alternating from bright to
dark up to a bright fringe at 2000 V. Figure 3~a! presents a
photograph of a double-exposure holographic interferogram
for the transducer with 2000 V across it during the second
exposure. The front and back electrical connections are lo-
cated at the top of the disk. The dark spot is a distortion in
the displacement due to inhomogeneities in the transducer.
The dark fringe, on the other hand, could be due also to
rotation or bending. These anomalies are indicative of a real
transducer. The photograph is an example of the flat piston
approaching a position corresponding to a bright fringe, that
is 4.0 complete fringes, which corresponds to 2l0 or 1029
nm. This result can be used to calculate the scalar piezoelec-
tric coefficientd335514 pm/V which compares well with the

FIG. 4. Strip electrode transducer.~a! Reconstructed double-exposure holo-
gram with 2000 V applied during the second exposure.~b! Surface displace-
ment calculated from the double-exposure hologram.~c! Calculated pressure
in dB relative to the maximum at different ranges.

283 283J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Tello et al.: Double-exposure holographic interferometry



manufacturer’s specification ofd335500 pm/V.13 Standard
interferometric fringe-counting techniques are applied to
each point within the circular area. The corresponding dis-
placement result is illustrated in Fig. 3~b!. The effect of the
transducer anomalies is shown by the surface displacement.

The procedure to evaluate the pressure field theoretically
will be the same for all electrode configurations. The funda-
mental theory for these calculations is presented in the Ap-
pendix. Pressure field calculations were performed using the
displacement measured by double-exposure holographic in-
terferometry. This is a first-order approximation to the cw
pressure field. The transducers had a resonance frequency of
450 kHz in their longitudinal thickness mode and a corre-
sponding acoustic wavelength in water ofla50.33 cm. The

acoustic velocity in water isva51.5 km/s. The acoustic pres-
sure amplitude is given in Pa. Each field point was computed
using the displacement,jn , measured experimentally, indeed
Eq. ~A6! in the Appendix converts to Zemanek’s20 Eq. ~1!
when the displacementjn is a constant. The result is illus-
trated in Fig. 3~c! where the data are presented in terms of
pressure relative to the maximum of the mainlobe. Each
curve is normalized to 0 dB at the center of the beam. This
figure shows the first sidelobe going from28 dB at 0.05 m
to 216.5 dB at 0.2 m and eventually approaches the far field
approximation result of218 dB at very long ranges. The
asymmetry of about 0.5 dB in the sidelobes is due to the
anomalies in the nonideal transducer.

FIG. 5. Rectangular electrode transducer.~a! Reconstructed double-exposure hologram with 2000 V applied during the second exposure.~b! Surface
displacement calculated from the double-exposure hologram.~c! Calculated pressure in dB relative to the maximum at different ranges.~d! Calculated pressure
in dB relative to the maximum at different ranges for an ideal rectangular piston with the same dimensions of the metallized rectangular electrode.
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FIG. 6. Rosette electrode transducer.~a! Reconstructed double-exposure hologram with 2000 V applied during the second exposure.~b! Surface displacement
calculated from the double-exposure hologram.~c! Pressure amplitude calculated using the displacement of the rosette electrode transducer.~d! Calculated
pressure in dB relative to the maximum at different ranges.
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B. Strip electrode

Piezoelectric transducers with strip electrodes have been
treated both theoretically and experimentally10,11 and found
to reduce diffraction lobes as compared to those emitted by
piezoelectric disks. Explanations such as electrical and me-
chanical fringing effects have been offered to account for the
sidelobe-reduction property. Figure 4~a! presents a photo-
graph of a reconstructed image of a double-exposure holo-
gram for a transducer with 2000 V during the second expo-
sure. The transducer is a 2.54-cm-diam disk with a 0.254
32.03 cm2 strip aluminum electrode vacuum deposited on its
radiating surface. A series of dark and white fringes sur-
rounding the electrode are evident as well as some scratches.
The transducer is still visible and so is its electrical connec-
tion where the voltage is applied. The same standard inter-
ferometric fringe-counting techniques are applied to each
point within the circular area. The corresponding displace-
ment result is illustrated in Fig. 4~b!; this figure is a typical
result for this and all of the following types of electrode
geometries. It can be observed that the total surface of the
transducer deforms. Thus the electrode is not the only con-
tributor to the displacement, but effects of adjacent regions
need to be considered also. This conclusion will influence
the calculation of the pressure field. The corresponding cal-
culated relative pressure-amplitude results are illustrated in
Fig. 4~c!. Comparison with Fig. 3~c! for the full circular
electrode, indicates reduction of the relative amplitude of the
sidelobes. The strip electrode disk has a sidelobe below221
dB at 0.05 m that rises slightly to220 dB at 0.2 m. This
transducer maintains relatively low sidelobes everywhere in
the far field.

C. Rectangular electrode

This electrode geometry is of importance when strip
electrode properties are desired with more pressure ampli-
tude in the propagating fluid. A PZT-4 disk with a 0.63 cm
wide by 1.9-cm-long aluminum electrode vacuum deposited
on it was subjected to 2000 V during the second exposure. A
reconstructed hologram is shown in Fig. 5~a!. As before,
fringes appear proportional to the applied voltage. The rect-
angular electrode is clearly visible along with the electrical

connection in the left top corner of the electrode. The result-
ing surface displacement is presented in Fig. 5~b!. The elec-
trode drags the surface as in the case of the strip electrode
with similar conclusions being applicable. Thus the electrode
is not the only contributor in the calculation of the acoustic
field because the entire surface is displaced. The results of
the relative pressure calculation using this displacement are
presented in Fig. 5~c!. The reduction of the relative ampli-
tudes of the sidelobes is clearly illustrated. This transducer
has the first sidelobe near228 dB at 0.05 m dropping down
to 231 dB at 0.2 m, significantly lower than for the circular
electrode at the same range. The maxima and minima in the
near field are smoother than for the full circular electrode. A
rectangular electrode transducer combines a reasonable
spreading of the far field with a smooth near field behavior.
Of interest is the comparison of this result with calculations
of a rectangular piston with the same dimensions. Here,jn in
Eq. ~A6! is constant and the integration is performed over the
surface of the electrode only. The result is shown in Fig.
5~d!. The rectangular piston shows the first sidelobe below
215 dB at 0.05 m and falls below216 dB at 0.2 m. Besides
the obvious pronounced peaks in the near field as compared
to the rectangular electrode disk@Fig. 5~c!#, the far field ex-
hibits higher sidelobes with greater divergence.

D. Rosette electrode

Rosette- or asteroidal-shaped electrode transducers have
also been treated in the literature. Based on work done by
Roderick,24 Haselberg and Krautkra¨mer11 predicted the prop-
erties of a Gaussian velocity distribution plane transducer
such as the elimination of the maxima and minima on the
axis in the near field and reduction of the sidelobes in the far
field. The objective is to drive a planar transducer with a
radially varying displacement distribution function with
fixed phase. A rosette-shaped aluminum electrode was
vacuum deposited on a PZT-4 disk 2.54 cm in diameter; see
Fig. 1. Figure 6~a! presents a reconstructed double-exposure
hologram with 2000 V on the transducer during the second
exposure. A series of star-shaped fringes surround the elec-
trode indicating that the transducer surface is deforming ac-
cording to the shape of the electrode. A transducer surface
displacement plot is presented in Fig. 6~b!. Again the total
transducer face contributes to the acoustic field with the elec-
trode not being the sole contributor. The fringes in between
the leaves represent surface deformations corresponding to
the ‘‘cross-talk’’ referred to by Harrison and Balcer
-Kubiczek.12 Using the surface displacement in the calcula-
tion of the acoustic field yields Fig. 6~c!, where relatively
small diffraction sidelobes are displayed. The peaks and val-
leys that are present in the acoustic field of the full circular
electrode have been smoothed out here. The rosette electrode
transducer accomplishes the purpose of reducing the diffrac-
tion sidelobes in the near field. Of particular interest is the
result for the rosette electrode disk in Fig. 6~d!. An asym-
metric sidelobe structure below220 dB at 0.05 m obtains; it
drops to 224 dB at 0.2 m. This sidelobe reduction is
achieved with geometric electrode design. For all the elec-
trode disks, the presence of the lead connection distorts the
field; this is particularly apparent at low values of the relative

FIG. 6. ~Continued.!
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pressure amplitude. Thus the present technique can be used
to predict anomalies in the acoustic field. The results pre-
sented in Figs. 3~c!, 4~c!, 5~c!, 5~d!, and 6~d! are summarized
in Table I.

III. CONCLUSIONS

Double-exposure holographic interferometry with a pho-
torefractive storage medium has been used to measure sur-
face displacements of ultrasonic transducers. Four electrode
shapes were selected in this study, i.e., the full circular elec-
trode, as well as strip, rectangular, and rosette electrodes.
Most importantly, this work reveals that the unmetallized
portion of the transducer contributes significantly to the dis-
placement and to the resulting pressure fields. Assuming
constant phase over the transducer face, the pressure field
calculations can be performed; in this paper standard cw
mode theory was utilized. The calculations of the pressure
fields resulting from transducers with partial electrodes were
compared with those generated by the full circular electrode.
The pressure field plots showed smoother peaks and valleys
in the near field with reduction of the sidelobes in the far
field.
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APPENDIX: PRESSURE CALCULATION

The harmonic component of the pressure for flat pistons
driven in the cw mode has been developed by several
authors,25,26

p52 jvrf. ~A1!

The velocity potential is described by

f5E
Sp

u~v!–n̂G~r ,r p ;v!dSp , ~A2!

wheren̂ is the vector normal to the transducer surface andr
and r p are the field and source coordinates, respectively.
Here,G~r ,r p ;v! is the plane Green’s function given by

G~r ,r p ;v!5
1

2p

e2 jv@ t2R~r ,rp!/va#

R~r ,r p!
, ~A3!

whereva is the velocity of sound in the fluid andR~r ,r p! is
the distance between a field and a source point,

R~r ,r p!5ur2r pu. ~A4!

If the phase is assumed to be constant on the transducer face
then the surface particle displacement,j, and surface particle
velocity are related by27

u5
]j

]t
52 jvj. ~A5!

The pressure can be calculated by integrating the normal
component of the displacement, giving

p52
rv2

2p E
Sp

jnG~r ,r p ;v!dSp , ~A6!

where the integration is performed over the entire surface of
the transducer. The experimental displacement measure-
mentsjn are used in the integrand of Eq.~A6! to calculate
the acoustic field. Therefore the static response function is
used in the dynamic theory to calculate the field. The as-
sumption is that all the points on the transducer face oscillate
in phase.
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A one-dimensional material model of lead magnesium niobate~PMN! is presented. The model
includes saturation phenomenology, but excludes hysteresis and dispersion.~Constant temperature
is assumed.! It is shown that the strain can be taken to respond as an exactly quadratic function in
the electric displacementD throughout the saturation regionand yet still deduce the full observed
response of the material, including flattening of the curve, when the strain is expressed as a function
of electric field E. The model developed here is shown to be compatible with experimental
measurements previously acquired by other researchers.@S0001-4966~97!02001-8#

PACS numbers: 43.38.Ar, 43.20.Px, 43.30.Yj, 43.58.Vb@SLE#

INTRODUCTION

Lead magnesium niobate~PMN! is currently enjoying
considerable interest in the transducer community because
this material exhibits strains that are approximately an order
of magnitude greater than those of typical piezoceramics for
the same electric field strength. We present a new material
model useful for determining the transduction behavior of
this material. The model is developed by correlation with
experiment.

In developing the present material model of PMN, we
have carefully reexamined the fundamental laws of electro-
magnetism. Three properties, useful for determining whether
a material model is compatible with electromagnetism, have
been identified. The properties are used to examine an exist-
ing theory of electrostriction. A revised version of the theory,
which is shown to be consistent with the required properties,
is proposed.~The revision is based on incorporating a postu-
lated constitutive equation of polarization into the existing
theory.! The revised theory incorporates saturation phenom-
enology, and is demonstrated to be compatible with measure-
ments.

In examining the laws of electromagnetism we have
made extensive use of a textbook by Jefimenko,1 and have
adopted the notation used there. Thus the symbole is used to
denote the dimensionless relative permittivity, and the sym-
bol e0 denotes the permittivity of free space~e058.85310212

F/m!. In this notation, the low-field permittivity of a dielec-
tric material is denoted by the producte0e.

In Sec. I, we present the three fundamental properties
which must be obeyed by any material model if it is to be
compatible with the laws of electromagnetism. The proper-
ties are justified in detail in Sec. II. In Sec. III, we present
our theory for the material behavior of PMN. In this section,
a specific model of polarization is postulated, and one appli-
cation to experimental data is presented. Further compari-
sons of the model with experiments are given in Sec. IV. The
model is examined for consistency with the three fundamen-
tal properties in Sec. V. A summary is given in Sec. VI.

I. THREE PROPERTIES REQUIRED OF ANY
MATERIAL MODEL

In order to be compatible with the laws of electromag-
netism, a material model should exhibit the following prop-
erties.

~1! The equationD5e0E1P ~whereD is the electric
displacement,E is the electric field,P is the polarization,
and e0 is the permittivity of free space! is fundamental~in
fact, this equation can be taken as thedefinitionof polariza-
tion P!, and any material model must be consistent with it.

~2! To the extent that fringing fields can be neglected, an
electroded planar slab of material, with electrodes shorted
together, should exhibit zero internalE field, even if rema-
nent polarization is nonzero.

~3! To the extent that fringing fields can be neglected
~e.g., in models which are one dimensional!, the equations of
the model should be consistent with the fact that an isolated
specimen containing no free charge should exhibit zeroD
field, both internal and external to the sample, even if rema-
nent polarization is nonzero.

II. JUSTIFICATIONS OF THE THREE PROPERTIES

A. Property 1

As stated within property 1, this equation can be taken to
be the definition of polarization~see Ref. 1, p. 246!, and
therefore even nonlinear models must be consistent with it.
In fact, according to Jefimenko,1 this equation must be
obeyed by all dielectric media, even anisotropic materials.
Clearly, no further justification for imposing consistency of
any material model with this property is required.

B. Property 2

The electric fieldE is related to the electric potentialf
through the equationE52“f. When the electrodes of a
capacitor are shorted together, no difference in potentialf
exists between the plates and, in view of the symmetry im-
posed when fringing fields are neglected, no electric field can
exist. ~Of course, the equationE52“f is not fundamental
and, in general, an electric field contribution also arises from
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a time-changing magnetic vector potentialA. We ignore this
magnetic contribution to the electric field, as is typical at
audio frequencies in transducer work.!

C. Property 3

As a guide in understanding the basis of property 3, we
will consider the case of a finite cylindrical electret of length
2l , radiusr , and permanent polarizationP. See Fig. 1.~An
electret is the electrical analog of a magnet; i.e., it is a pas-
sive material exhibiting a fixed remanent polarization. See,
e.g., Jefimenko,1 p. 252.! Any material retaining a remanent
polarization is an electret. Thus typical piezoceramics that
contain a permanent pole are electrets, and the following
considerations apply to these materials.

Despite the finite geometry, the static fields both internal
and external to the electret can be solved exactly. The axial
electric field within the electret is given by

E5
P

e0
F211

~z1 l !

2A~z1 l !21r 2
2

~z2 l !

2A~z2 l !21r 2
G , ~1!

and external to~and to the right of! the electret is given by

E5
P

2e0
F ~z1 l !

A~z1 l !21r 2
2

~z2 l !

A~z2 l !21r 2
G . ~2!

Equation~2! shows that a nonzero electric field exists exter-
nal to the electret. This also shows that a nonzeroD field
exists external to the electret, by virtue of the fundamental
electromagnetic vacuum equationD5e0E, despite the fact
that there is no free electric charge present.2 However, in the
limit as the disk radiusr→`, the externalE field ~and hence,
theD field! vanishes.~Although this result has been derived
using an expression for the axial field, it applies at all points
external to the electret, by virtue of the symmetry of the
infinite electret that results in the limit under consideration.!
Since theD field must be continuous over any boundary
which contains no free charge, if there is zero externalD
field, there must also be zero internalD field. Furthermore,
Eq. ~1! shows that in the limit asr→`, there is a nonzero
internalE field given byE52P/e0 . ~This nonzero internal
electric field and zero internalD field are consistent with the
equationD5e0E1P.! This shows that the presence of a
nonzeroD field in the case of an electret of finite radius,

despite the absence of any free charge, is purely a conse-
quence of the influence of fringing fields. Thus any one-
dimensional theory must be consistent with property 3.

III. A NEW ONE-DIMENSIONAL MATERIAL MODEL
FOR PMN

Lead magnesium niobate~PMN! is an electrostrictive
ceramic.3 Hence, we develop a one-dimensional model use-
ful for analyzing and predicting the behavior of a PMN-
based transducer incorporating a plate-shaped actuator by
generalizing a phenomenological model of electrostriction
proposed by Mason.4 The generalization involves incorporat-
ing saturation phenomenology such as that reported by
Rittenmeyer,3 and by Blackwood and Ealey.5 However, we
ignore hysteresis and dispersion, and constant temperature is
assumed. Hence, this model is general in the sense that it
applies to conditions of high electric field strength, not in the
sense that all the physical phenomena manifested by PMN
are accommodated.

A. Generalized model for electrostriction

We develop our generalized model empirically, by mak-
ing reference to experimental data. In particular, wepostu-
late the following equation for accommodating stress-free
polarization data acquired for PMN:

P5P01
e0~e21!E

A11aE2
, ~3!

whereP0 is the remanent polarization~including a constant
polarization term is also considered in Ref. 6, p. 174!, e is
the low-field relative dielectric permittivity, anda is a con-
stant that is associated with the departure from constancy of
the relative permittivity for highE fields.7–9 The numerical
value of the constanta directly determines the nature of
saturation. That is, a large value ofa means that a sample
saturates quickly~i.e., at relatively modest electric field
strengths!. If a50, saturation does not occur. For these rea-
sons, we will terma the ‘‘saturation parameter.’’ Notice that
for a50 andP050, Eq. ~3! is consistent with elementary
linear models of polarization, such as that considered by Jefi-
menko~see Ref. 1, p. 259!. Moreover, the functional depen-
dence exhibited by Eq.~3! is consistent with the measure-
ments of Rittenmeyer~see Ref. 3, Fig. 7!, with the exception
that hysteresis is excluded. The polarizations depicted in Rit-
tenmeyer’s Fig. 7 do not pass through zero value at zero
electric field. This suggests the presence of a nonzero rema-
nent polarizationP0 in these measurements, justifying the
inclusion of this term in the present model of PMN. We also
remark that the need to postulate an empirical function forP
in order to accommodate certain saturation phenomenology
~such as flattening of the curve! has previously been pointed
out by Cady~see Ref. 6, p. 588!.

In Fig. 2 is shown an attempt to match our theory to
Rittenmeyer’s Fig. 7~c!. The squares in Fig. 2 are digitized
data points taken from Fig. 7~c! of Ref. 3, and the solid-line
curve is the theoretical result based on Eq.~3!, in which three
theoretical parameters have been determined by least-squares
fitting of the equation to the digitized data. One of the three

FIG. 1. A permanent electret of fixed polarizationP, radiusr , and length 2l .
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adjusted parameters is the combination of constants given by
e0~e21!, while the other two parameters are the quantitiesP0
anda. The numerical values used to generate the solid-line
curve, rounded to three significant figures, aree0~e21!
50.0181,P0520.0120, anda50.0349, where the numerical
values are expressed in terms of the units of the plot.~The
parameters suggeste'20500.!

Next, we deduce the stress-free connection between po-
larization P and displacementD by combining the funda-
mental equation of property 1 with Eq.~3!. This gives

D5e0E1P01
e0~e21!E

A11aE2
. ~4!

We emphasize that Eqs.~3! and ~4! apply to stress-free
conditions. To derive the appropriate generalizations for con-
ditions of nonzero stress, we refer to the equations of the
phenomenological barium titanate model of Mason.4 These
equations, expressed to quadratic accuracy in the variables
~and restricted to one dimension!, can be written in the form

E35a1D31a2D3
21a3D3T3 , ~5!

and

S35b1T31b2D3
2, ~6!

where the ‘‘three’’ direction represents the thickness,E3 is
the electric field,D3 is the electric displacement field,S3 is
the strain, andT3 is the stress.@Equation~5! is the ninth, and
Eq. ~6! is the third, of Mason’s Eqs. 12.23, Ref. 4, pp. 298–
300, with all S1 5 S2 5 0, and solving forE3 and
S3. Mason’s equations have also been translated into the no-
tation of Ref. 1.# The quantitiesa1, a2, a3, b1, andb2 are
constants resulting from series expansions. This notation for
these constant quantities, which differs from the notation
originally used by Mason, is introduced here to simplify the
expressions.

It is important to note that when we state that Eqs.~5!
and ~6! are expressed to ‘‘quadratic accuracy,’’ we donot
mean that these equations represent the original series expan-
sions expressed to this accuracy, for Mason has dropped sev-
eral quadratic-order terms from these series, based on the

physical properties of barium titanate. Rather, what is meant
here is that these equations areequivalent to the original
Mason barium titanate model, expressed to this accuracy and
restricted to one dimension. By using Eqs.~5! and~6! as the
basis of the extension of our theory, we againpostulatethat
these equations, as presented by Mason for barium titanate,
are also applicable to PMN. This postulate is based simply
on the fact that, like barium titanate, PMN is an electrostric-
tive ceramic.

We seek to modify Eq.~5! so as to be consistent with
Eq. ~4!. To determine how this modification should be done,
it is worthwhile to solve Eq.~4! for E. Unfortunately, as
expressed in the form of Eq.~4!, the desired solution appears
as a root of a fourth-degree polynomial. However, a great
simplification of this solution is possible for PMN materials,
for which the low-field relative permittivitye has a numeri-
cal value which is typically on the order of 20 000. In fact,
Eq. ~4! can be replaced by the approximate equation

D5P01
e0eE

A11aE2
, ~7!

and produce errors in the calculation ofD which are less
than 1% for electric field strengths less thane/100 a1/2. For
the parameters used in Rittenmeyer’s measurements,3 this
condition translates into an electric-field strength limitation
of about 1000 kV/cm.~Rittenmeyer’s actual maximum elec-
tric field strength was about 10 kV/cm.! For the parameters
used in the measurements of Blackwood and Ealey,5 this
condition translates into an electric-field-strength limitation
of about 2500 kV/cm.~The actual maximum electric field
considered by Blackwood and Ealey was about 16 kV/cm.!
Hence, the approximation is extremely accurate for field
strengths typically encountered in connection with PMN ap-
plications, so we will freely use Eq.~7! in lieu of Eq. ~4!.
The solution of Eq.~7! for electric fieldE is

E35
D32P0

Ae0
2e22a~D32P0!

2
. ~8!

Although Eq.~7! is an excellent approximation to Eq.~4! for
electric field values up toE35e/1000a1/2, in view of the fact
that Eq. ~8! has been obtained by inverting Eq.~7!, it is
possible that the resulting equation is more restricted. As can
be seen from examining the radical in Eq.~8!, this equation
clearly must be restricted to parameter values which avoid
the zero in the denominator. A careful numerical comparison
of the roots of Eq.~8! with the roots of Eq.~4! demonstrates
that Eq.~8! gives the electric field accurate to about 1.5% for
values of the parameters which satisfyD32P0
,0.99e0e/(a)

1/2. By making the substitution
D32P0→0.99e0e/(a)

1/2 in Eq. ~8!, it follows that this re-
striction on the quantityD32P0 translates into an approxi-
mate restriction on the electric field of the formE3,7/(a)1/2,
which is a significantly stronger restriction on the applicabil-
ity of Eq. ~8! than that deduced for the applicability of Eq.
~7!. Nonetheless, for the Rittenmeyer3 polarization data con-
sidered here in Fig. 2, this restriction on the applicability of
Eq. ~8! is equivalent to restricting the electric fields to values
less than about 36 kV/cm in magnitude. For the actualE510

FIG. 2. Theoretical polarization~solid line! compared with digitized data
taken from Fig. 7~c! of Rittenmeyer3 ~squares!.
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kV/cm maximum electric field used in the Rittenmeyer data,
the error in the computedE field obtained by using Eq.~8! is
less than 0.03%. For the Blackwood and Ealey5 experiment,
the restriction on the applicability of Eq.~8! is for electric
fields less than about 67 kV/cm. The error in the electric field
produced by Eq.~8! for the actual maximum electric field
strength of about 16 kV/cm used in that experiment is less
than 0.02%.

Using Eq. ~8! as a guide, we choose to generalize the
Mason model of electrostriction so that Eqs.~5! and ~6! are
replaced with the equations

E35
D32P0

Ae0
2e22a~D32P0!

2
22b2T3D3 ,

for D32P0,0.99e0e/Aa, ~9!

and

S35b1T31b2D3
2, ~10!

where Eq.~6! has simply been reproduced as Eq.~10! for
convenience.@The coefficients of theT3D3 term of Eq.~9!
and theD3

2 term of Eq.~10! are necessarily related as shown
in order that energy be conserved. This is also consistent
with the results of Mason. See Ref. 4, pp. 296–297, Eqs.
~12.15! and~12.20!.# By referring to Eq.~10!, it can be seen
that ourb1 is a compliance, and ourb2 is essentially equiva-
lent to the electrostriction constant, often denoted byQ in
other treatments. Our saturation parametera is approxi-
mately related to the parameterk of Ref. 7 asa5k2, as
follows from appropriate expansions. The generalized Eq.
~9! can be seen to be compatible with Mason’s original equa-
tion, denoted here by Eq.~5!, by expanding the radical in Eq.
~9! and assigning suitable values to the parametersa, e, and
P0, with the exception that Mason’s equation excludes the
constant term in the expansion. In the case in whichP050,
the present model would predict no quadratic term inD3 in
Eq. ~9!, so that the parametera2 of Eq. ~5! would have to be
zero in this case, and an extra term inD3

3 would have to be
retained in Mason’s expansion to produce the first nonzero
nonlinear correction inD3.

In Mason’s original development,4 the form of Eq.~6!
arose from a series expansion, and hence this equation is an
approximation to an expression containing an infinite num-
ber of additional terms. However, wepostulatethat the qua-
dratic term inD3 of Eq. ~10! is exact; that is, we postulate
that no additional powers ofD are required in this equation.
Once again, this postulate is based on experiment.10

Mason’s original equations, represented here by Eqs.~5!
and ~6!, are based on expansions carried out about the zero
values of the variables. However, doing this has the undesir-
able consequence of causing the resulting model to fail to
satisfy property 1 discussed above, at least in the case for
which there is nonzero remanent polarizationP0. As we
have seen in Rittenmeyer’s data,3 although the remanent po-
larization of PMN is relatively small, it is not zero, and so
the possibility of remanent polarization should be accommo-
dated in the model.

In order to understand the difficulty with samples retain-
ing a remanent polarization, consider a laterally infinite,

finite-thickness slab of electrostrictive material having a non-
zero remanent polarizationP0 but containing no free charge.
As described in the previous section, in this case theD field
internal to the material is zero, but theE field is 2P0/e0.
Equation~5! shows that a zeroD but nonzeroE are incom-
patible with this equation in the case of nonzeroP0. Hence,
it is seen that the original Mason model is not strictly com-
patible with nonzero remanent polarization.11–13On the other
hand, if e51 and a50 are substituted into Eq.~9! ~these
substitutions reflect the fact that the sample is assumed to
have a fixed polarization!, one obtainsE52P0/e0 for
T5D50 @compare this result with Eq.~1!, evaluated for
infinite radius#.

At this point, it is worthwhile noting that the present
generalization not only modifies the original Mason barium
titanate model in a way that renders it compatible with prop-
erty 1, but also subsumes it as a special case. Consequently
the applications considered by Mason, such as the derivation
of the linear laws of piezoelectricity from the laws of elec-
trostriction ~see Ref. 4, pp. 298–302!, also follow from the
present theory.

Since the Mason model is subsumed, it follows that the
present theory applies to barium titanate as well as PMN.
Thus although PMN typically retains only a weak remanent
pole P0, the present theory is not limited in applicability to
such cases. IfP0 is a strong remnent, as in the case of barium
titanate, the present model could be linearized in the same
manner as was done by Mason. A strong remnent would
induce a strong residual free charge on the electrodes~i.e., a
free charge that persists when zero internalE field is present,
i.e., when zero voltage is applied across the electrodes!. Un-
der zero external stress, the residual free charge density
would be equal in magnitude toP0 @as can be seen by solv-
ing Eq.~9! for D3 whenE35T350, and recalling that theD
field can be considered to arise from free charge when fring-
ing is neglected#. This suggests that a new variable,
d5D2P0, could be introduced~whered represents the vari-
able part, andP0 represents the fixed part ofD!, and the
equations of linear piezoelectricity could be derived in a
manner similar to that originally carried out by Mason~Ref.
4, pp. 298–302!.

IV. APPLICATION TO DATA OF BLACKWOOD AND
EALEY,5 AND TO DATA OF RITTENMEYER 3

In what follows, we consider the application of the
present model to data available in the literature. The calcu-
lations involve fitting to the data by adjusting the constants
of the model. It is important to point out that the samples
considered by Rittenmeyer3 and by Blackwood and Ealey5

differ in composition. Hence, it is not expected that the
model parametersP0, e, anda determined for each of these
cases would be similar in numerical value.

For conditions of zero stress~T350! and zero remanent
polarization~P050!, solving Eqs.~9! and ~10! for the strain
produces

S35
b2~e0eE3!

2

11aE3
2 . ~11!
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In Fig. 3 is shown an attempt to fit Eq.~11! to the data of
Blackwood and Ealey.5 In this figure, the squares represent
digitized data taken from Fig. 1 of Ref. 5, while the solid line
is a plot of Eq.~11!, in which two parameters have been
least-squares adjusted to fit the digitized data. One of the two
adjusted parameters is the combination of constants
b2 ~e0e!2, and the second parameter is the constanta. The
numerical values of the two parameters determined by least-
squares adjustment~and rounded to three significant figures!
areb2 ~e0e!254.8731024, anda51.2231026, in the units of
the graph.~The reader should not be troubled by the differ-
ence between the values of the saturation parametersa ob-
tained for the Blackwood and Ealey data and that obtained
for the Rittenmeyer data, as reported in Sec. III A in connec-
tion with the discussion of Fig. 2. Most of this difference is
attributable to differences in the units used in each of the
original plots, which we have retained to aid the reader in
comparing our results with the original publications. When

the two values of the saturation parameters are put into the
same units, it is found that the Rittenmeyer value is only 2.86
times the Blackwood and Ealey value. This larger value for
the Rittenmeyer material simply suggests that saturation oc-
curs more rapidly than for the Blackwood and Ealey mate-
rial.!

An attempt to match the effective piezoelectric constant
reported by Blackwood and Ealey~Ref. 5, Fig. 2!, defined as
the derivative ofS3 with respect toE3, is depicted here in
Fig. 4. The squares in Fig. 4 are digitized data taken from
Fig. 2 of Ref. 5. The solid line is the theoretical result, ob-
tained by differentiating Eq.~11! with respect toE3. ~The
same parameter values used to generate the theoretical curve
of Fig. 3 were also used to produce the theoretical curve of
Fig. 4, but notice that the units of the plots are different.!
Although the failure of the curves to overlap near the end of
Fig. 4 may represent a failure of the theory, this may also be
indicative of some difficulty with the data; note the unusual

FIG. 3. Theoretical strain at zero stress~solid line! compared with digitized data taken from Fig. 1 of Blackwood and Ealey5 ~squares!.

FIG. 4. Theoretical effective piezoelectric constant~solid line! compared with digitized data taken from Fig. 2 of Blackwood and Ealey5 ~squares!.
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abrupt change in slope nearE51100 V/mm in the experi-
mental data.~The reader may wish to check the original
curve, published as Fig. 2 in Ref. 5, to more clearly see the
abrupt change in slope.! The close agreement of the theoreti-
cal curves, generated by adjusting only two parameters of the
present theory, with the data reported in Ref. 5 demonstrates
the viability of the saturation model incorporated within Eqs.
~9! and ~10!. Since the forms of Eqs.~9! and ~10! are based
on Eq.~3!, which was postulated for consistency with mea-
suredpolarization data, the fact that Eq.~11! is consistent
with measuredstrain data is an independent indicator of the
validity of the model.

Next, if we assume the quantityaE2 of Eq. ~7! is small
relative to 1, we may expand the radical in the denominator,
retaining terms up to the quadratic inE, to produce

D'P01e0eE2 1
2ae0eE

3. ~12!

For zero remanent polarizationP0, Eq. ~12! is consistent
with the higher-order field dependence identified by Black-
wood and Ealey.@See Ref. 5, Eq.~25!. Even the minus sign
in the third term on the right-hand side of our Eq.~12! is
consistent with the observations of Blackwood and Ealey.
See Ref. 5, p. 127; note especially the discussion following
their Eq.~27!.# Also, if P050, we can calculate what Black-
wood and Ealey call thesecant permittivity~formed by the
ratio of D to E!, which we will denote bye0e1. We obtain

e0e15D/E'e0e2 1
2ae0eE

2. ~13!

Equation~13! suggests that the first-order nonlinear depen-
dence of the permittivity upon electric-field strength is qua-
dratic in character, which is clearly consistent with the ob-
servations of Rittenmeyer~see Ref. 3, Figs. 8 and 9!. The
higher-order tapering off ofe1, which can be seen in Ritten-
meyer’s Fig. 9 for electric field strengths exceeding 5 kV/cm,
is consistent with the behavior for the ratioD/E that would
be predicted by Eq.~4! for P050. Thus the present theory is
consistent with the main features14 of Rittenmeyer’s data. A
better definition of secant permittivity, whenP0 is nonzero,
would bee0e15(D2P0)/E. This definition avoids the artifi-
cial singularity ine1 for nonzeroP0 which results from the
definition introduced by Blackwood and Ealey.

Finally, we note that the postulated equation for polar-
ization, introduced here in Eq.~3!, produces a more satisfac-
tory theoretical behavior than the behavior deducible for the
polarization from the relation betweenD andE postulated
by Blackwood and Ealey, here represented by Eq.~12!. @Of
course, it is the fundamental equation of property 1 which is
used to deduce the polarization fromD andE by forming the
differenceP5D2e0E.# In particular, Eq.~3! has the satis-
factory theoretical behavior of predicting a limiting value for
the polarization as electric field strengthE increases without
bound, viz.,P→P01e0(e21)/(a)1/2 asE→`, whereas the
magnitude of the expression deducible from Eq.~12! for the
polarization increases without limit asE→`. Of course, it
would be unreasonable to expect the constitutive relation of
Eq. ~12! to properly deal with arbitrarily strong electric
fields, since it was introduced by Blackwood and Ealey only
to address the first-order nonlinear behavior of the material,

and not as a complete model of~stress-free, dispersion-free!
saturation~at constant temperature! as Eq.~3! is intended to
be.

V. DISCUSSION

We now consider whether the present model satisfies the
requirements for a good material model as outlined in Sec. I.
We consider each requirement in the order originally consid-
ered in Sec. I.

A. Property 1

The model guarantees that property 1, expressed in the
form of the equationD5e0E1P, is satisfied. That is, the
model developed here takes the equation of property 1 to be
fundamental, and the polarization is therefore simply com-
puted by forming the differenceD2e0E. This was done in
developing the expression for the electric displacementD,
given by Eq.~4!, from the stress-free polarization, given by
Eq. ~3!. Thus property 1 is trivially satisfied by the present
model.@Of course, in the approximation represented by Eq.
~9!, this fundamental equation is only approximately satis-
fied.#

B. Property 2

If a nonzero remanent polarizationP0 is present, the
fundamental equation of property 1 requires a nonzero value
for the displacement fieldD, even whenE50 owing to the
fact that the electrodes are shorted together. The presence of
a zeroE field, but nonzeroD field, is compatible with Eq.
~9! of the model,even if the strength of the nonlinear terms
is zero. @Settinga50 andb250 produces a null nonlinearity
in Eq. ~9!.# This is a nontrivial matter, considering the fact
that the Mason model does not satisfy this property.@Note
that a zero value ofE and a simultaneous nonzero value ofD
are incompatible with Eq.~5!; this fact is especially evident,
however, if a25a350, i.e., if nonlinearity is null.# ~The
reader should also bear in mind the fact that the external
stressT3 must be permitted to assume arbitrary values.! That
is, although one might suppose that specific numerical values
for a2 anda3 might render Eq.~5! compatible with simulta-
neous values ofE50 andDÞ0, we consider it theoretically
unsatisfactory torequire that higher-order nonlinear param-
eters, such asa2 anda3, be nonzero simply to accommodate
the shorting together of electrodes in a sample having a rem-
anent polarization. A physically satisfactory theory ought to
be able to accommodatearbitrarily small values ofa2 and
a3, while accommodatingarbitrarily large values ofP0,
and, at the same time, should accommodate arbitrary values
of external stressT3.

C. Property 3

The ‘‘isolated specimen’’ referred to in property 3 de-
notes a sample of material having no electrodes~since elec-
trodes represent a source of free charge! or, if electrodes are
present, they must carry zero charge. The vanishing of theD
field actually must beimposedin the present model in order
to determine the electric fieldE and the polarizationP. That
is, in order to determineE and P in the circumstance in
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which no free charge is present, one first imposes the van-
ishing of theD field on the fundamental equation of property
1, thus obtainingP52e0E. By combining this result with
Eq. ~3!, one can solve the model for both theE andP fields.
In the most general case, this would result in a fourth-degree
polynomial; as before, for simplicity, we consider the case of
null nonlinearity~i.e.,a5b250!, although the solution to the
full nonlinear problem would not alter the conclusions. The
solution for the polarization in this case isP5P0/e, and the
solution for the electric field isE52P0/e0e. These solu-
tions are clearly compatible with the fundamental equation
of property 1 for zero internalD field. Also, since theD field
must be continuous across a boundary containing no free
charge, the externalD field must vanish also in the present
circumstance. Thus the present model is compatible with
property 3. Once again this is not a trivial matter, because the
Mason model, as represented by Eq.~5!, is definitely incom-
patible with simultaneous field values ofD50 andEÞ0,
whether or not nonlinearity is null.

It is interesting to note that the solution for the polariza-
tion in the isolated-specimen case, viz.,P5P0/e, shows that
the sample polarization is reduced by a factor ofe with re-
spect to the polarization it has when zero internal electric
field is imposed, such as when the electrodes are shorted
together. This result can be understood by realizing that the
polarization model represented by Eq.~3! treats the material
as containing an admixture of two distinct types of poles.
One type of pole, characterized byP0, is permanent; i.e., it is
independent of electric field. The second type, characterized
by low-field relative permittivity e, is variable; i.e., it
changes in response to changes in electric field. In the
present calculation, a type of self-induction is occurring.
That is the remanent poleP0 creates an electric field that
inducesa polarization within the variably polarizable mate-
rial. Obviously, in order to avoid a runaway increase in po-
larization, the induced polarization opposes the remanent
pole, thus reducing the overall polarization of the specimen
from the valueP0 to the valueP0/e.

VI. SUMMARY AND CONCLUSION

We have carefully reexamined the laws of electromag-
netism as they relate to material models. Three fundamental
properties, with which any material model must be consistent
if it is to be consistent with the laws of electromagnetism,
were presented. A new material model of PMN was also
described. The new model was shown to be compatible with
the three properties, and with two sets of experimental data
from the literature.

We conclude by explicitly stating the three postulates
incorporated within our new material model:

~1! Equation ~3! is a postulated model of polarization
which suggests PMN saturation, apart from hysteresis, can
be fully characterized by the parametersP0, e, anda.

~2! PMN can be treated as analogus to barium titanate,
in the sense that Mason’s model~Ref. 4!, as modified here,
can be applied to it.

~3! TheD2 term of Eq.~10! is exact, in the sense that no
other terms in Mason’s original series expansion for strain
need be retained.
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Analysis of harmonic distortion in electroacoustic transducers
under indirect drive conditions
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Nonlinear transducer equations for the six major types of electroacoustic transducers~electrostatic,
variable reluctance, moving coil, piezoelectric, electrostrictive, and magnetostrictive! are formulated
in a common way and solved approximately by perturbation analysis for indirect drive, i.e., current
drive of electric field transducers and voltage drive of magnetic field transducers. The direct drive
analysis, i.e., voltage drive of electric field transducers and current drive of magnetic field
transducers, was given in J. Acoust. Soc. Am.98, 1596–1611~1995!. Expressions and graphs are
given for some of the indirect drive harmonics which apply to all six transducer types. The solutions
for direct and indirect drive are compared, and some of the differences are discussed with emphasis
on the question of which drive gives lower harmonic distortion. No answer to this question has been
found that is applicable to all nonlinear mechanisms in all transducers at all frequencies. However,
it is shown that for transducers of all types with low electrical loss operated near resonance direct
drive usually gives lower second harmonics. The exceptions occur when mechanical springs are the
dominant nonlinearity and the electromechanical coupling is very high; then indirect drive gives
lower second harmonics. It is shown how the results, although based on simple lumped parameter
models, can be applied in some cases to more complex transducer structures. ©1997 Acoustical
Society of America.@S0001-4966~97!03112-3#

PACS numbers: 43.38.Ar, 43.25.Ts, 43.30.Yj@SLE#

INTRODUCTION

We recently published a method for analysis of har-
monic distortion that gives results applicable to all the major
types of electroacoustic transducers.1 However, that method
is restricted to voltage drive of electric field transducers and
current drive of magnetic field transducers, which will be
called direct drive~DD!; it could also be called constant
force drive. Voltage~or current! drive means that the voltage
~or current! has a fixed magnitude and a sinusoidal wave
form as frequency is varied. The DD cases require solution
only of the mechanical transducer equation where each term
represents a force. Voltage drive of magnetic field transduc-
ers and current drive of electric field transducers, which will
be called indirect drive~ID!, require simultaneous solution of
both the mechanical and electrical transducer equations
where each term of the latter represents a voltage or current.
ID corresponds to driving with a frequency-dependent force.
This paper develops a method for analyzing harmonic distor-
tion in the ID cases that also gives results applicable to all
transducer types.

Nonlinear mechanical and electrical equations will be
developed for the six major types of electroacoustic trans-
ducers including nonlinear mechanisms in the mechanical
equation as in Ref. 1 plus other nonlinear mechanisms in the
electrical equation. These equations will be formulated in a
way that uses the various physical and mathematical simi-
larities to reduce the six pairs of equations to one pair which
can be solved approximately by perturbation analysis. The
solutions for the harmonics will be compared with those
from Ref. 1 to evaluate the differences between DD and ID.

Since most power amplifiers have low internal imped-
ance approximate voltage drive is the common case in prac-

tice. Therefore, DD is common for electric field transducers
and ID for magnetic field transducers. Voltage drive and cur-
rent drive, which represent the extremes of power amplifier
internal impedance, cause quite different harmonics in some
respects.2 Study of these differences may suggest possibili-
ties for reduction of harmonic distortion. For example, cur-
rent drive has been reported to reduce harmonics in moving
coil transducers.3

I. ELECTROSTATIC TRANSDUCERS

The electrical and mechanical equations for the polar-
ized electrostatic transducer are given by Eqs.~9! and~10! of
Ref. 1 ~see diagram in Fig. 1 of Ref. 1!:

I 15
d

dt
~C0V1!1V0

dC0

dY1
Ẏ11V1Ge , ~1!

MŸ11RẎ152k0~Y1!Y12
eAV0V1

~ l 01Y1!
22

eAV1
2

2~ l 01Y1!
2 ,

~2!

where

I 15alternating current,

V05bias ~polarizing! voltage,

V15alternating voltage,

C05eA/~ l 01Y1!5capacitance,

l 05 l1Y05bias separation of plates,

l5separation of plates forV05V150,
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Y05static displacement of the moveable

plate caused by bias voltage,

Y15alternating displacement of the moveable plate,

Ge5electrical conductance,

M5mass of moveable plate plus radiation mass,

R5viscous resistance in transducer plus radiation
resistance,

A5area of each plate,

e5permittivity of the material between the plates,

k0~Y1!5~k112Y0k213Y0
2k32eAV0

2/ l 0
3!1~k213Y0k3

13eAV0
2/2l 0

4!Y11~k322eAV0
2/ l 0

5!Y1
21••• ,

k11k2Y11k3Y1
21•••5nonlinear mechanical spring

‘‘constant.’’

Here,Y will be used as the symbol for displacement to dis-
tinguish ID solutions from the DD solutions in Ref. 1 where
X was used.

Equation~2! can be written in notation similar to Eq.
~1!:

MŸ11RẎ152k0~Y1!Y11V1V0

dC0

dY1
1
1

2

dC0

dY1
V1
2.

~28!

The equal coefficients ofẎ1 in Eq. ~1! andV1 in Eq. ~28!
indicate the reciprocity that occurs for low-amplitude linear
operation. When voltage is specified~DD for the electrostatic
transducer! Eq. ~28! has only one unknown,Y1, which can be
determined and put in Eq.~1! to determineI 1. However,
when current is specified~ID for the electrostatic transducer!
Eqs.~1! and ~28! must be solved simultaneously for the two
unknownsV1 andY1. These coupled equations are nonlinear
in bothY1 andV1; the first cannot be solved forV1 to sub-
stitute in the second, because it involvesV̇1, and the second
cannot be solved forV1 to substitute in the first because it
involves V1

2. Similarly, Y1 cannot be eliminated from the
equations. However, this problem can be handled approxi-
mately by perturbation analysis.

A more general form of Eqs.~1! and ~28! is

I 15
d

dt
@a1~Y1!V11a2~Y1!V1

21a3~Y1!V1
3#1b~Y1!Ẏ1

1V1Ge , ~3!

MŸ11RẎ152k0~Y1!Y11g~Y1!V11d1~Y1!V1
2

1d2~Y1!V1
3. ~4!

These equations will be seen to apply to the other electric
field transducers and also to magnetic field transducers with
V and I interchanged andGe replaced byRe , the electrical
resistance. For the electrostatic transducer the functionsa1,
b, g, andd1 can be identified by comparison with Eqs.~1!
and ~28!:

a15C0 , b5g5V0

dC0

dY1
, d15

1

2

dC0

dY1
.

The functionsa2, a3, andd2 are not required for the model
of the electrostatic transducer used here, but will be required
for other transducer types. Thea, b, g, andd functions for
the other transducers are derived in the Appendix. The physi-
cal significance of the functions will be evident for each
transducer. For example,a1 is the capacitance of the electro-
static transducer, anda1V1 is the charge on the plates for
smallV1. For other electric field transducers the relation be-
tween charge and voltage requires additional terms involving
V1
2, V1

3, etc. For magnetic field transducers similar remarks
apply with flux linkages in place of charge. Table I shows
the simplest form of these functions for some of the trans-
ducers to illustrate relations between the functions for a
given transducer and similarities in each function for differ-
ent transducers. The complete functions and notation are in
the Appendix. The analysis will be continued from Eqs.~3!
and~4! for electric field transducers with occasional remind-
ers of the corresponding results for magnetic field transduc-
ers.

II. PERTURBATION SOLUTIONS

Expanding the functions in Eqs.~3! and ~4! in power
series and specifying current drive, where

I 15I 10 cosvt,

gives

TABLE I. The functions in Eqs.~3! and ~4! for electrostatic, variable reluctance~without saturation!, moving
coil and piezoelectric transducers. The functions for electrostrictive, magnetostrictive, and variable reluctance
~with saturation! transducers are in the Appendix.

Transducer a1 a2 b g d1

Electrostatic C05
eA

l01Y
V0

dC0
dY

V0
dC0
dY

1dC0
2dY

Variable
reluctance L05

m0AN
2

4~l01Y!
I0
dL0
dY

I0
dL0
dY

1dL0
2dY

Moving coil L(Y) l CB(Y) l CB(Y) 2
1dL

2dY

Piezoelectric
A

~l01Y! Fe112e2
Y

l0
G Ae2

~l01Y!2
A

l0
Fe112ca

Y

l0
G A

~l01Y! Fe112ca
Y

l0
G Ae2

~l01Y!2
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I 10 cosvt5~a101a11Y11a12Y1
2••• !V̇11~a11

12a12Y11••• !Ẏ1V112~a201a21Y1

1••• !V1V̇11~a2112a22Y11••• !Ẏ1V1
2

13~a301a31Y11••• !V1
2V̇1

1~a3112a32Y11••• !Ẏ1V1
3

1~b01b1Y11••• !Ẏ11V1Ge , ~5!

MŸ11RẎ52~k101k20Y11••• !Y11~g01g1Y1

1••• !V11~d101d11Y11••• !V1
2

1~d201d21Y11••• !V1
3. ~6!

The expansion coefficients in Eqs.~5! and ~6! are given in
Tables II–VI for each transducer type. The following analy-
sis will give expressions for individual harmonic components
each of which is proportional to one of the coefficients in
these tables or to the coefficients ofk0(Y1). Since the ID
solutions for the displacement depend on both the electrical
and mechanical equations they necessarily involve more
transducer parameters than the DD solutions. Furthermore,
thegnm parameters defined in Ref. 1 for DD can not be used
for ID, but approximate relationships between the ID and
DD parameters will be given later.

The perturbation parameter will be defined by

P[Y01/ l 0 , ~7!

as in Ref. 1.Y01 is the fundamental displacement amplitude
in the zeroth-order~linear! approximation, andl 0 has been
defined for the electrostatic transducer and is a similar char-
acteristic length for each transducer type.P will be incorpo-
rated into Eqs.~5! and ~6! such that the first power ofP is
associated with the lowest-order nonlinearities~i.e., qua-
dratic nonlinearities! andP2 with cubic nonlinearities. Thus
Eqs.~5! and ~6! become

I 10 cosvt5Fa101
P l 0
Y01

a11Y11S P l 0
Y01

D 2a12Y1
2G V̇1

1FP l 0
Y01

a1112S P l 0
Y01

D 2a12Y1G Ẏ1V1

12FP l 0
Y01

a201S P l 0
Y01

D 2a21Y1GV1V̇1

1F S P l 0
Y01

D 2a21G Ẏ1V1
213S P l 0

X01
D 2a30V1

2V̇1

1Fb01S P l 0
Y01

Db1Y11S P l 0
Y01

D 2b2Y1
2G Ẏ1

1V1Ge , ~8!

MŸ11RẎ152Fk101k20
P l 0
Y01

Y11k30S P l 0
Y01

D 2Y1
2GY1

1Fg01
P l 0
Y01

g1Y11S P l 0
Y01

D 2g2Y1
2GV1

1FP l 0
Y01

d101S P l 0
Y01

D 2d11Y1GV1
2

1S P l 0
Y01

D 2d20V1
3, ~9!

including all quadratic and cubic nonlinearities.
The solutions for the unknowns,V1 andY1, are assumed

in the form of perturbation series:

V1~ t !5v0~ t !1Pv1~ t !1P2v2~ t !1••• , ~10!

Y1~ t !5y0~ t !1Py1~ t !1P2y2~ t !1••• . ~11!

Substituting these assumed solutions into Eqs.~8! and ~9!
and separating terms by powers ofP gives the following
pairs of linear equations forv0 ,y0 ; v1 ,y1 ; andv2 ,y2 :

I 10 cosvt5a10v̇01b0ẏ01v0Ge , ~12a!

Mÿ01Rẏ052k10y01g0v0 ; ~12b!

TABLE II. Electrostatic transducer coefficients (C005eA/ l 0).

Order a1 b5g d1

0 C00 2V0C00/ l 0 2C00/2l 0
1 2C00/ l 0 2V0C00/ l 0

2 C00/ l 0
2

2 C00/ l 0
2 23V0C00/ l 0

3 23C00/2l 0
3

TABLE III. Variable reluctance transducer coefficients~with saturation! (L005m0AN
2/4l 0).

Order a1 a2 b g d1 d2

0 L00S 12
4I 0s

l 0
2 D 2

2L00s

l 0
2 2

I 0L00
l 0

S 12
6I 0s

l 0
2 D 2

I 0L00
l 0

S 12
9I 0s

2l 0
2 D 2

L00
2l 0

S 12
9I 0s

2l 0
2 D 2

3L00s

2l 0
3

1 2
L00
l 0

S 12
12I 0s

l 0
2 D 6L00s

l 0
3

2I 0L00
l 0
2 S 12

12I 0s

l 0
2 D 2I 0L00

l 0
2 S 12

9I 0s

l 0
2 D L00

l 0
2 S 12

18I 0s

l 0
2 D 12L00s

2l 0
4

2
L00
l 0
2 S 12

24I 0s

l 0
2 D 2

12L00s

l 0
4 2

3I 0L00
l 0
3 S 12

20I 0s

l 0
2 D 2

3I 0L00
l 0
3 S 12

15I 0s

l 0
2 D 2

3L00
2l 0

3 S 12
30I 0s

l 0
2 D 2

30L00
2l 0

5

TABLE IV. Moving coil transducer coefficients.

Order a1 b5g d1

0 L0 l cB0 21/2L1
1 L1 l cB1 2L2
2 L2 l cB2 23/2L3
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05a10v̇11
l 0
Y01

a11~y0v̇01 ẏ0v0!12
l 0
Y01

a20v0v̇0

1b0ẏ11
l 0
Y01

b1y0ẏ01v1Ge , ~13a!

Mÿ11Rẏ152k10y12
l 0
Y01

k20y0
21g0v11

l 0
Y01

g1y0v0

1
l 0
Y01

d10v0
2; ~13b!

05a10v̇21
l 0
Y01

a11~y0v̇11y1v̇0!1S l 0
Y01

D 2a12y0
2v̇0

1
l 0
Y01

a11~ ẏ0v11 ẏ1v0!12S l 0
Y01

D 2a12y0ẏ0v0

12
l 0
Y01

a20~v0v̇11 v̇0v1!12S l 0
Y01

D 2a21y0v̇0
2

1S l 0
Y01

D 2a21ẏ0v0
213S l 0

Y01
D 2a30v0

2v̇01b0ẏ2

1
l 0
Y01

b1~y0ẏ11y1ẏ0!1S l 0
Y01

D 2b2y0
2ẏ01v2Ge ,

~14a!

Mÿ21Rẏ252k10y22
l 0
Y01

k202y0y12S l 0
Y01

D 2k30y03
1g0v21

l 0g1

Y01
~y0v11y1v0!

1S l 0
Y01

D 2g2y0
2v012S l 0

Y01
D 2d10v0v1

1S l 0
Y01

D 2d11y0v021S l 0
Y01

D 2d20v03. ~14b!

These pairs of equations can be solved in succession
starting with the solution of Eqs.~12a!, ~12b! for y0 andv0
which can then be put in Eqs.~13a!, ~13b! to solve fory1 and
v1, etc. Eqs.~12a!, ~12b! can be solved by first solving Eq.
~12b! for v0, then substituting into Eq.~12a! to get the fol-
lowing equation fory0:

a10ŷ01S a10v0

Qm
1GeD ÿ01S a10v0

21
b0g0

M
1
Gev0

Qm
D ẏ0

1v0
2Gey05

g0I 10
M

cosvt, ~15!

where

v05~k10/M !1/2, Qm5v0M /R,

TABLE V. Piezoelectric transducer coefficients.

Order a1 a2 b g d1

0
Ae1
l0

Ae2
l0
2

Ae1
l0

Ae1
l0

e2A

l0
2

1 2
A

l0
2 ~e122e2! 2

2Ae2
l0
3

2Aca
l0
2 2

A

l0
2 ~e122ca!

22e2A

l0
3

2
A

l0
3 ~e122e2!

3Ae2
l0
4

A

l0
3 ~e122ca!

3e2A

l 0
4

TABLE VI. Electrostrictive and magnetostrictive transducer coefficients. Maintained polarization—electrostrictive.

Order a1 a2 a3 b g d1 d2

0
A

l0
e8

A

l0
2 e9

A

l0
3 e-

A

l0
e9 b0

A

2l0
2 e8

A

l0
3 4e4E0

1 2
A

l 0
2 ~e82e8! 2

A

l 0
3 ~2e9212e4E0! 2

A

l 0
4 ~3e-24e4!

A

l 0
2 ~6ccE0! b12

b0

l 0

22d10

l 0
1
A

l 0
3 3cc 2

3d20

l 0

2
A

l 0
3 ~e82e813cc!

A

l 0
4 ~3e9224e4E0!

A

l 0
5 ~6e-212e4! 2

g1

l 0

3d10

l 0
2 2

A

l 0
4 6cc

6d20

l 0
2

e85e112E0e213E0
2e31(2e2112e4E0

213ccS0)S0 e852e2112e4E0
216ccS0

e95e213E0e3112e4E0S0 e952e2E014e4E0
316ccE0S0

e-5e314e4S0

Maintained Polarization—Magnetostrictive
The magnetostrictive coefficients are the same as the electrostrictive coefficients withe1, e2, e3 replaced bym1, m2, m3 andE0 replaced byH0.
Remanent Polarization—Electrostrictive
The electrostrictive coefficients are the same as those for piezoelectric transducers in Table V withe1 replaced bye112e2S0 ande1 replaced bye112caS0 .
Remanent Polarization—Magnetostrictive
The magnetostrictive coefficients are the same as the electrostrictive coefficients withe1, e2 replaced bym1, m2.
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are the angular frequency of velocity resonance and the me-
chanical quality factor for low-amplitude DD. In Woollett’s
notation4 v0 andQm are the resonance frequency and the
mechanical quality factor at constant voltage~vr

E andQm
E!

for electric field transducers and the resonance frequency and
mechanical quality factor at constant current~vr

I andQm
I ! for

magnetic field transducers.
The solution of Eq.~15! can be written

y05Y01 cos~vt1u1!, ~16!

where

Y015
g0I 10

v0
2Mzm~n!uYem~v!u

, electric field transducers,

Y015
g0V10

v0
2Mzm~n!uZem~v!u

,

magnetic field transducers,

zm~Nn!5
Nv

v0
2M

uZm~Nv!u5F ~12N2n2!21SNn

Qm
D 2G1/2

5normalized mechanical impedance,

Yem~Nv!5Ge1 jNva101
b0g0

Zm~Nv!

5electrical admittance,

Zem~Nv!5Re1 jNva101
b0g0

Zm~Nv!

5electrical impedance, N51,2,3,...,

and

n5v/v0 .

The last term in the electrical admittance and impedance is
the motional contribution. The phase angle in Eq.~16! is

tan uN5
Nn@~v0a10/Ge!~12N2n2!1 ~1/Qm!~11~b0g0 /RGe!!#

N2n2~v0a10/GeQm11!21
.

The linear solution for the voltage for electric field trans-
ducers is obtained by putting the solution fory0 into Eq.
~12b! giving

v05V01 cos~vt1u12f1!, ~17a!

V015
I 10

uYem~v!u
,

tanfN5
2Nn

Qm~12N2n2!
.

For magnetic field transducers the linear solution for the cur-
rent is

i 05I 01 cos~vt1u12f1!, ~17b!

where

I 015
V10

uZem~v!u
.

To compare with DD the linear solution for the DD
displacement is1

x05X01 cos~vt1f1!,

where

X015
g01

v0
2zm~n!

,

andg01 ~which is defined for each transducer in Tables I–III
of Ref. 1! is approximately related tog0 by @see Eq.~27b!#

Mg01/g0.V10, electric field transducers,

Mg01/g0.I 10, magnetic field transducers.

Thus the relationship between the linear amplitudes for ID
and DD is

Y01.
X01

V10

I 10
uYem~v!u

, electric field transducers,

~17c!

Y01.
X01

I 10

V10

uZem~v!u
, magnetic field transducers.

~17d!

This relationship will facilitate comparison of harmonic am-
plitudes for ID and DD. It shows thatY01 is equal toX01 with
the specifiedV10 or I 10 of DD replaced by the frequency-
dependent voltage,I 10/uYem(v)u, or current,V10/uZem(v)u,
respectively. This makes the frequency dependence for ID
and DD different, becauseYem ~or Zem! becomes large near
resonance whereZm is small. Thus the resonant peak is
smoothed in ID compared to DD.

The first step in finding harmonics for ID is solving Eqs.
~13a!, ~13b!, for y1 andv1 using the solutions above fory0
and v0. This can be done by solving Eq.~13b! for v1 and
substituting into Eq.~13a! to obtain the following equation
for y1:
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a10ŷ11S a10v0

Qm
1GeD ÿ11S a10v0

21
b0g0

M
1
Gev0

Qm
D ẏ11v0

2Gey1

5
l 0a10

MY01
H 2S 2k201 b1g0

a10
D y0ẏ02 Gek20

a10
y0
21

Geg1

a10
y0v01S g12g0

a11

a10
D ~y0v̇01 ẏ0v0!

12S d102g0

a20

a10
D v0v̇01 Ged10

a10
v0
2J . ~18!

When the solutions fory0 andv0 in Eqs.~16! and ~17a! are used Eq.~18! becomes

a10ŷ11S a10v0

Qm
1GeD ÿ11S a10v0

21
b0g0

M
1
Gev0

Qm
D ẏ11v0

2Gey1

5
l 0a10

MY01
H S 2k201 b1g0

a10
D 12vY01

2 sin~2vt12u1!2
Gek20
2a10

Y01
2 @11cos~2vt12u1!#

1
Geg1

2a10
Y01V01@cosf11cos~2vt12u12f1!#2S g12g0

a11

a10
DvY01V01 sin~2vt12u12f1!

2S d102g0

a20

a10
DvV01

2 sin~2vt12u122f1!1
Ged10
2a10

V01
2 @11cos~2vt12u122f1!#J . ~188!

Three of the drive terms in Eq.~188! are independent of
time and give the following static displacement components,
i.e., zeroth-order harmonics:

Y20052
k20
2k10

Y01
2 , ~19a!

Y1105
g1

2k10
Y01V01 cosf1 , ~19b!

Y0005
d10
2k10

V01
2 , ~19c!

wheren,m in the subscripts onYnmN designates the type of
nonlinear term which causes the displacement component
and N designates the harmonic order. For example,n52,
m50 indicates thatY200 is caused by a nonlinear spring with
spring parameterk20. This is consistent with the Ref. 1 no-
tation where theXnmN component is caused by the term
gnmX

n cosmvt in the DD equation of motion.
The second harmonic drive terms in Eq.~188! can be

rearranged into six terms such that each is proportional to
one of the six independent nonlinear parametersk20, g1, d10,
b1, a11, anda20 as follows:

2
a10

M
k20Y01

2 F2v sin~2vt12u1!1
Ge

2a10
cos~2vt12u1!G

52k20Y01
2 uYe~2v!u

2M
cos~2vt12u11c2!,

a10

M
g1Y01V01F2v sin~2vt12u12f1!1

Ge

2a10
cos~2vt

12u12f1!G
5g1Y01V01

uYe~2v!u
2M

cos~2vt12u12f11c2!,

a10

M
d10V01

2 F2v sin~2vt12u122f1!1
Ge

2a10
cos~2vt

12u122f1!G
5d10V01

2 uYe~2v!u
2M

cos~2vt12u122f11c2!,

b1g0

2M
vY01

2 sin~2vt12u1!,

a11g0

M
vY01V01 sin~2vt12u12f1!,

and

a20g0

M
vV01

2 sin~2vt12u122f1!,

where

tancN5
Nva10

Ge
,

and

uYe~Nv!u5@Ge
21~Nva10!

2#1/2

302 302J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Sherman et al.: Harmonic distortion in transducers



is the magnitude of the blocked electrical admittance. The
solutions for the six second harmonic components resulting
from these six drive terms are

Y202
M 5

2k20Y01
2 uYe~2v!u

2v0
2Mzm~2n!uYem~2v!u

cos~2vt12u11c21u2!,

~20a!

Y112
M 5

g1Y01V01uYe~2v!u
2v0

2Mzm~2n!uYem~2v!u

3cos~2vt12u12f11c21u2!, ~20b!

Y022
M 5

d10V01
2 uYe~2v!u

2v0
2Mzm~2n!uYem~2v!u

3cos~2vt12u122f11c21u2!, ~20c!

Y202
E 5

b1g0vY01
2

2v0
2Mzm~2n!uYem~2v!u

sin~2vt12u11u2!, ~20d!

Y112
E 5

a11g0vY01V01

v0
2Mzm~2n!uYem~2v!u

sin~2vt12u12f11u2!,

~20e!

Y022
E 5

a20g0vV01
2

v0
2Mzm~2n!uYem~2v!u

sin~2vt12u122f11u2!.

~20f!

The superscriptsM ~or E! on YnmN indicate whether the ID
displacement component depends on a nonlinear parameter
from the mechanical~or the electrical! equation. Then,m
values onYnmN

E are chosen to correspond to those forYnmN
M

as regards dependence onY01 andV01; e.g., bothY202
M and

Y202
E depend onY01

2 . However, these two components are not
caused by the same type of nonlinear mechanism;Y202

M de-
pends onk20 ~nonlinear spring! while Y202

E depends onb1
~nonlinear coupling!.

This completes the first-order solution for the ID dis-
placement. For all transducer types it consists of three static
components, given in Eq.~19!, and six second harmonic
components, given in Eq.~20!. If the harmonics in the un-
specified electrical variable are of interest they can be found
by putting the solutions fory0, y1, andv0 ~or i 0! into Eq.
~13b! to getv1 ~or i 1!.

The second-order solution is obtained by solving Eq.
~14b! for v2, substituting into Eq.~14a! and using the zeroth-
and first-order solutions to get an equation fory2. This equa-
tion is the same on the left-hand side as Eq.~18a!, but the
right-hand side has more drive terms. The solutions consist
of third harmonics and corrections to the fundamental of
which only two examples will be given. The third harmonic
drive terms proportional toY01

3 in the equation fory2 are

2
a10

M
k30Y01

3 F34 v sin~3vt13u1!2
1

4

Ge

a10
cos~3vt13u1!G

52k30Y01
3 uYe~3v!u

4M
cos~3vt13u11c3!

and

b2g0vY01
3

4M
sin~3vt13u1!.

These drive terms have the solutions

Y303
M 5

2k30Y01
3 uYe~3v!u

4v0
2Mzm~3n!uYem~3v!u

3cos~3vt13u11c31u3!, ~21a!

Y303
E 5

b2g0vY01
3

4v0
2Mzm~3n!uYem~3v!u

sin~3vt13u11u3!.

~21b!

The complete second-order solution includes many other
third harmonic and fundamental components which can be
found in the same way. Some of these arise from interactions
between nonlinear mechanisms and are proportional to prod-
ucts of nonlinear parameters as was found in the DD second
order solution.1 The solutions in Eqs.~19!–~21! are for elec-
tric field transducers; the corresponding results for magnetic
field transducers are obtained by replacingI 10 by V10, Yem

by Zem, Ye by Ze , andGe by Re .
The expressions for the ID harmonic components all in-

volve the quantityzm(Nn)uYem(Nv)u which can be ex-
pressed in the dimensionless form:

w~Nn![
1

Ge
zm~Nn!uYem~Nv!u

5H S Nn

Qme
D 2@11QmQe~12N2n2!#2

1FN2n2S 11
Qe

Qme
D21G2J 1/2, ~22!

where

Qme5
v0M

R1b0g0 /Ge
5

Qm

11b0g0 /RGe
, ~23!

is a mechanical quality factor which includes the reflected
electrical loss in addition to the mechanical resistance.Qme

plays a role in ID similar toQm in DD, and, sinceQme,Qm ,
the ID resonant peaks are broader than those for DD. In Eq.
~22! Qe is an electrical quality factor defined as the ratio of
the susceptance to the conductance associated withYem~v0!:

4

Qe5
v0a10

Ge1b0g0 /R
; ~24!

thusQe includes the reflected mechanical loss.
Using w(Nn) and zm(Nn) the forgoing results for the

harmonic component amplitudes can be expressed in terms
of the general transducer parametersQm , Qme, andQe as
follows:
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Y015
g0I 10

v0
2MGew~n!

,

uY202
M u5

k20g0
2I 10

2 @11„2n~QeQm /Qme!…
2#1/2

2v0
6M3Ge

2w2~n!w~2n!
,

uY112
M u5

g1g0I 10
2 @11„2n~QeQm /Qme!…

2#1/2zm~n!

2v0
4M2Ge

2w2~n!w~2n!
,

uY022
M u5

d10I 10
2 @11„2n~QeQm /Qme!…

2#1/2zm
2 ~n!

2v0
2MGe

2w2~n!w~2n!
,

uY202
E u5

b1g0
3I 10

2 n

2v0
5M3Ge

3w2~n!w~2n!
, ~25!

uY112
E u5

a11g0
2I 10

2 nzm~n!

v0
3M2Ge

3w2~n!w~2n!
,

uY022
E u5

a20g0I 10
2 nzm

2 ~n!

v0
3M2Ge

3w2~n!w~2n!
,

uY303
M u5

k30g0
3I 10

3 @11„3n~QeQm /Qme!…
2#1/2

4v0
8M4Ge

3w3~n!w~3n!
,

uY303
E u5

b2g0
4I 10

3 n

4v0
7M4Ge

4w3~n!w~3n!
.

It will be more meaningful to plot the frequency depen-
dence of the harmonic components after converting the dis-
placement amplitudes to harmonic sound-pressure ampli-
tudes assuming that the radiating surface of each transducer
is a circular piston in an infinite rigid baffle and that the
piston is small compared to the wavelength for frequencies
up to the third harmonic. In that case the relation between
displacement of the transducer surface and pressure at a dis-
tance of 1 m is

upnmNu5
1
2~Nv!2ra2uYnmNu,

wherer is the density of the medium anda is the radius of
the piston. The quantities plotted in Figs. 1–3 as a function
of n are normalized pressure amplitudes at 1 m defined as
follows:

P015
2MGeup01u
ra2g0I 10

5
n2

w~n!
,

P202
M 5

4v0
4M3Ge

2up202
M u

ra2k20g0
2I 10

2

5
~2n!2@11„2n~QeQm /Qme!…

2#1/2

w2~n!w~2n!
,

P112
M 5

4v0
2M2Ge

2up112
M u

ra2g1g0I 10
2

5
~2n!2@11„2n~QeQm /Qme!…

2#1/2zm~n!

w2~n!w~2n!
,

P022
M 5

4MGe
2up022

M u
ra2d10I 10

2

5
~2n!2@11„2n~QeQm /Qme!…

2#1/2zm
2 ~n!

w2~n!w~2n!
,

~26!

P202
E 5

4v0
3M3Ge

3up202
E u

ra2b1g0
3I 10

2 5
4n3

w2~n!w~2n!
,

P112
E 5

2v0M
2Ge

3up112
E u

ra2a11g0
2I 10

2 5
4n3zm~n!

w2~n!w~2n!
,

P022
E 5

2MGe
3up022

E u
ra2v0a20g0I 10

2 5
4n3zm

2 ~n!

w2~n!w~2n!
,

P303
M 5

8v0
6M4Ge

3up303
M u

ra2k30g0
3I 10

3

5
~3n!2@11„3n~QeQm /Qme!…

2#1/2

w3~n!w~3n!
,

P303
E 5

8v0
5M4Ge

4up303
E u

ra2b2g0
4I 10

3 5
9n3

w3~n!w~3n!
.

The curves in Figs. 1–3 show the frequency dependence
of the fundamental pressure and some of the harmonics. Fig-
ure 1 is arranged for easy comparison with Fig. 6 of Ref. 1,
but only the shapes can be compared since the magnitudes
depend on different parameters. Note in Fig. 1~a! and~e! that
the fundamental is independent ofQm at n51 in contrast to
DD whereQm has the most effect atn51 @see Fig. 6~a! of
Ref. 1#. Note also that the ID fundamental decreases as
QmQe/nQme5v0a10/nGe for high n while the DD funda-
mental is independent ofn andQm for high n.

The harmonic amplitudes relative to the fundamental are
usually of most interest, but since such ratios depend on a
nonlinear parameter and also on the drive level they are dif-
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ficult to illustrate in a comprehensive way. Instead an ex-
ample will be given which uses the curves in Figs. 1 and 3.
Consider the moving coil transducer in Ref. 2 where springs
are the dominant nonlinearity,Qm516.7, Qme50.49, and
Qe50.002. Fitting calculations to measurements of pressure
and current harmonics showed thatk1052.573105 N/m,
k2055.963106 N/m2 andk3051.323108 N/m3. The expres-
sions for the pressure components in Eq.~26!, using the pa-
rameter values in Ref. 2, give for ID:

Up202M

p01
U5 k20B0l cV10P202

M ~n!

2k10
2 ReP01~n!

51.431023V10

P202
M ~n!

P01~n!
,

Up303M

p01
U5 k30~B0l cV10!

2P303
M ~n!

4k10
3 Re

2P01~n!

51.831026V10
2
P303
M ~n!

P01~n!
,

FIG. 1. Normalized pressureP ~in dB! as a function of the dimensionless frequencyn for ~a! the linear fundamental and second harmonics caused by
nonlinear parameters in the mechanical equation;~b! k20, ~c! g1, ~d! d10 for Qme50.5,Qe50.5, andQm51 ~———!, 3 ~......! and 10~---!; ~e!–~h!, same
except forQe50.1.
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and for DD using Ref. 1 and Eq.~27!,

Up202p01
U5 k20B0l cI 10P202~n!

2k10
2 P01~n!

5731023I 10
P202~n!

P01~n!
,

Up303p01
U5 k30~B0l cI 10!

2P303~n!

4k10
3 P01~n!

54.731025I 10
2 P303~n!

P01~n!
.

When these expressions are converted to dB Figs. 1~e!, ~f!
and 3~c! and Figs. 6 and 7 of Ref. 1 can be used althoughQm

andQe are not well approximated for this transducer in these
figures. For example, 20 logup202

M /p01u5257120 logV10
120 logP202

M ~n!220 logP01~n!. Using the drive levels in
Ref. 2 ofV10556.6V peak andI 1051.4A peak the final nu-
merical results atn51 are

20 logUp202M

p01
U.225 dB, 20 logUp303M

p01
U.248 dB,

20 logUp202p01
U.217 dB, 20 logUp303p01

U.236 dB.

These results agree approximately with Table I and Figs. 2
and 8 of Ref. 2. In this case ID gives lower relative harmon-
ics than DD mainly because the ID fundamental is about 8
dB lower than the DD fundamental at resonance. Thus the ID
relative second and third harmonics should be raised 8 and
16 dB, respectively, for a reasonable comparison. Then the
ID and DD relative harmonics are about the same. Such
comparisons will be discussed more generally in the next
section.

FIG. 2. Normalized pressureP ~in dB! as a function of the dimensionless frequencyn for second harmonics caused by nonlinear parameters in the electrical
equation;~a! b1, ~b! a11, ~c! a20 for Qme50.5,Qe50.5, andQm51 ~———!, 3 ~......! and 10~---!, ~d!–~f!, same except forQe50.1.
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III. COMPARISON OF ID AND DD HARMONICS

Each of the static components in Eq.~19! can be related
to a DD static component from the solution of Eq.~60!.1 For
example, the 200 DD component is

X2005
g20

2v0
2 X01

2 5
Mg20

2k10
X01
2 ;

and from Eq.~19a!

Y20052X200

k20
Mg20

F I 10
V10uYem~v!uG

2

,

for electric field transducers. ThusY200 is equal toX200 with
the DD voltageV10 replaced by the voltageI 10/uYem(v)u and
Mg20 replaced byk20. It can be seen by comparing Tables
II–VI with Tables I–III of Ref. 1 thatMg20.2k20 and that

Mgn0.2kn01
1
2d1nV10

2 , k0050, ~27a!

Mgn1.gnV101
3
4d2nV10

3 , ~27b!

Mgn2.
1
2d1nV10

2 , ~27c!

Mgn3.
1
4d2nV10

3 , ~27d!

for electric field transducers, withV10 replaced byI 10 for
magnetic field transducers. Thus

Y200.X200F I 10
V10uYem~v!uG

2

.

The same relationship holds betweenY110 andX110 and be-
tweenY000 andX000. Note that the nonlinear parameters in

the electrical equation do not generate any static components
in the first order approximation.

In most cases Eqs.~27a!–~27d! appear to be exact, but
the gnm are defined such that they would change if more
terms were included in Eq.~6!. gnm represents a mathemati-
cal nonlinear mechanism~Xn cosmvt! which usually is
strongly related to one physical nonlinear mechanism such as
gn or d1n, but generally is a mixture of two or more physical
nonlinear mechanisms as indicated by Eqs.~27a! and ~27b!.

The YnmN
M ID components in Eqs.~20! and ~21! are

closely related to the DDXnmN components since both are
caused by nonlinear parameters in the mechanical equation;
e.g., consider the DD second and third harmonic compo-
nents, generated by the nonlinear spring from Eqs.~61a!1 and
~62a!:1

X2025
g20X01

2

2v0
2zm~2n!

cos~2vt12f11f2!,

X3035
g30X01

3

4v0
2zm~3n!

cos~3vt13f11f3!.

Using Eqs.~27! and~17c! in Eqs.~20a! and~21a! shows that

uY202
M u.uX202uF I 10

V10uYem~v!uG
2U Ye~2v!

Yem~2v!
U,

uY303
M u.uX303uF I 10

V10uYem~v!uG
3U Ye~3v!

Yem~3v!
U,

with identical relations betweenuY112
M u and uX112u, etc. Here,

as for the static components,I 10/uYem(v)u replacesV10

FIG. 3. Normalized pressureP ~in dB! as a function of the dimensionless frequencyn for third harmonics caused by one nonlinear parameter in the
mechanical equation and one in the electrical equation;~a! k30, ~b! b2 for Qme50.5,Qe50.5, andQm51 ~———!, 3 ~......!, and 10~---!, ~c!–~d! same except
for Qe50.1.
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which smooths the peak atv5v0. Other differences between
the ID and DD components are caused by the factor
uYe(Nv)/Yem(Nv)u which becomes small atv5v0/N.

A major difference between ID and DD is the occur-
rence in ID of the additional components,YnmN

E , which are
not related to DD components in general, because they arise
from nonlinear parameters in the electrical equation which
play no role in DD. However, although nonlinear parameters
such ask20, g1, d10, b1, a11, and a20 are independent in
general, some are related to others for certain transducers
~see Tables I–VI!. For example, for the models of electro-
static and moving coil transducers used hereb(Y)5g(Y)
andbn5gn for all n. Also, for these transducersa11 andd10
are proportional. For any transducer with a nonlinear spring
DD excitesX202 and ID excitesY202

M . However, when the
coupling is nonlinear, DD excitesX112, but ID excites both
Y112
M andY202

E , because the coupling is involved in both the
electrical and mechanical equations. Similarly, when DD ex-
citesX022, ID excites bothY022

M andY112
E .

The relative magnitude of the two second harmonic
components excited together by ID is

UY202
E

Y112
M U5 b1g0vY01

g1V01uYe~2v!u

5
g0b1n~12Qme/Qm!

b0g1Qmezm~n!@11~2nQeQm /Qme!
2#1/2

.

~28!

The ratio uY112
E /Y022

M u is the same withb1/g1 replaced by
2a11/d10. At v5v0

UY202
E

Y112
M U5 g0b1~Qm2Qme!

b0g1QmeF11S 2QeQm

Qme
D 2G1/2, ~28a!

and forv@v0

UY202
E

Y112
M U5 g0b1~12Qme/Qm!

2b0g1n
2QeQm

. ~28b!

Thus at sufficiently high frequency theYE components be-
come small compared to the accompanyingYM components.
To this order of approximation there is noYM component
associated withY022

E .
The question of which drive gives lower distortion can

best be addressed by comparing the magnitude of ID and DD
harmonics relative to their respective fundamentals. For ex-
ample,

uY202
M u/Y01

uX202u/X01
5

uP202
M u/uP01ID u

uP202u/uP01DDu

is the relevant quantity for second harmonics caused by a
nonlinear spring. For other nonlinear mechanisms whereYM

and YE components are excited together in ID with a
frequency-dependent phase difference the comparison is
more complicated. However, Eq.~20! shows that for nonlin-
ear coupling

uY112
M 1Y202

E u/Y01

uX112u/X01
5

uY112
M u/Y01

uX112u/X01
F11

uY202
E u2

uY112
M u

12
uY202

E u
uY112

M u
sin~c22f1!G1/2, ~29!

with a similar expression for nonlinear electrical components
in whichY112

M is replaced byY022
M ,Y202

E by Y112
E , andX112 by

X022. The ratios

Ynm2
M u/Y01

uXnm2u/X01
.

I 10uYe~2v!u
V10uYem~2v!uuYem~v!u

5
I 10zm~n!zm~2n!@11„2n~QeQm /Qme!…

2#1/2

GeV10w~n!w~2n!

~30!

are equal for the three nonlinear mechanisms designated by
nm520, 11, and 02. These results apply to magnetic field
transducers whenI 10 and V10 are interchanged andGe is
replaced byRe . Note that Eq.~30! depends only on linear
transducer parameters, because the nonlinear parameters
which cause these harmonics are approximately the same for
ID and DD.

Numerical comparison of ID and DD distortion requires
specifying the driving current and voltage or a relationship
between them. Since current~voltage! drive implies constant
current~voltage! over some frequency band the current and
voltage could be chosen to make the fundamentals equal at
one frequency in the band of interest. This approach would
give a comparison of ID and DD distortion in which the
fundamentals differed except at one frequency. Another ap-
proach would, for a constant current from the current source,
change the voltage of the voltage source at each frequency to
keep the fundamentals equal across the band of interest. This
is the approach taken by Mills and Hawksford3 in their com-
parison of current and voltage drive of a moving coil trans-
ducer at two widely spaced frequencies. For this comparison

I 105V10uYem~v!u,

and Eq.~30! becomes

uYnm2
M u/Y01

uXnm2u/X01
.

uYe~2v!u
uYem~2v!u

,

which approaches unity both above and below resonance, but
can be more or less than unity near resonance.

Since the definition of current~voltage! drive implies
fixed current~voltage! the former type of comparison will be
pursued here. For transducers intended for use near reso-
nance it’s natural to adjust the current and voltage to make
the fundamentals equal at resonance which requires

I 105V10uYem~v0!u.

Then Eq.~30! becomes

uYnm2
M u/Y01

uXnm2u/X01
.

uYe~2v!uuYem~v0!u
uYem~2v!uuYem~v!u

,

which will be evaluated more fully only at resonance where
it can be written
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uYnm2
M u/Y01

uXnm2u/X01
.

uYe~2v0!u
uYem~2v0!u

.U~~Qme/Qm!23QeQm!1 j ~2Qe1
3
2Qme!

~123QeQm!1 j ~2Qe1
3
2Qme!

U .
~31!

While Eqs.~29! and ~31! hold for all values of the pa-
rameters consideration of the special cases of high and low
electrical loss will reveal the important aspects of the relative
ID to DD distortion. For high electrical lossGe~or Re!→`,
Qme→Qm , Qe→0, w(Nn)→zm(Nn), Eq. ~31!→1, Eq.
~28!→0, Eq. ~29!→1 and second harmonic distortion is the
same for ID and DD. Furthermore, in this limit, ID becomes
the same as DD in all respects, because highGe short cir-
cuits an electric field transducer which corresponds to volt-
age drive~DD! while highRe open circuits a magnetic field
transducer which corresponds to current drive~DD!. How-
ever, the limit of high electrical loss is not of much practical
importance—no well-designed transducer would have such
high losses.

The other limit of low electrical loss has more practical
importance. ThenGe~or Re!!b0g0/R, Qme!Qm and

QeQm.
12k2

k2
, ~32!

where

k5S 1

11v0
2Ma10/b0g0

D 1/2, ~33!

is the electromechanical coupling coefficient.4 Sincek is one
of the most commonly used general transducer parameters its
introduction may facilitate interpretation of the following re-
sults. Using Eq.~32! shows that Eq.~31! is less than unity
for any transducer withk→1 sinceQme/Qm,1. Thus for any
transducer which has sufficiently high coupling, low electri-
cal loss, and dominant nonlinearity in the springs the relative
second harmonic at resonance is less for ID than for DD.
However, the coupling has to be very high for this to occur
since Eq.~31! exceeds unity when

12k2

k2
.
1

6 S 11
Qme

Qm
D.

1

6
,

or whenk,0.925. Coupling this high can probably only be
achieved in moving coil transducers and electrostatic and
variable reluctance transducers polarized to near instability
which occurs4 at k51 or in magnetostrictive metallic glass
transducers.5 The moving coil transducer of Ref. 2, discussed
earlier, is a case of very high coupling~k.0.98!. Using the
parameters for this transducer Eq.~31! equals 0.64 or24 dB,
which is roughly consistent with the earlier calculations for
this transducer when they are adjusted to make the funda-
mentals equal.

If Eq. ~31! is further approximated by settingQme50 it
becomes

uY202
M u/Y01

uX202u/X01
5F ~11 9

4Qm
2 !

11@~123QmQe!/2Qe#
2G1/2. ~34!

With the same approximations for low electrical loss, with
b05g0 ~holds for all reciprocal transducers!, b15g1 @holds
for electrostatic, moving coil and variable reluctance~with-
out saturation! transducers# and use of Eq.~28a!, Eq. ~29!
can be written at resonance

uY112
M 1Y202

E u/Y01

uX112u/X01
5F ~11 9

4Qm
2 !~111/4Qe

2!

11@~123QmQe!/2Qe#
2G1/2. ~35!

Equation ~35! also holds for uY022
M 1Y112

E u/Y01/uX022u/X01
when 2a115d10.

The question of which drive gives lower second har-
monic is answered by Eqs.~35! and~34! for transducers with
low electrical loss operated at resonance. Numerical results
are given in Tables VII and VIII as a function ofk andQm

@for eachk andQm Eq. ~32! determinesQe#. Note that as
k→1, Qe→0, Eq. ~35!→~119

4Qm
2 !1/2 and Eq.~34!→0, while

for k→0, Qe→` and both Eqs.~35! and ~34!→1.
Although Tables VII and VIII hold for the ID and DD

fundamentals being made equal at resonance they can be
easily modified to hold when the fundamentals are unequal at
resonance; e.g., if the ID fundamental is half the DD funda-
mental at resonance Eqs.~31!, ~34!, and ~35! and the num-
bers in the tables are divided by two.

The results in Tables VII and VIII show that for trans-
ducers in which nonlinear coupling or nonlinear electrical
components is the dominant nonlinearity ID always gener-
ates higher second harmonics than DD at resonance, while
the same holds for nonlinear springs except whenQmQe

,1
6; i.e., whenk.0.925. The moving coil transducer of Ref.

2 hask'0.98, the dominant nonlinearity is in the springs,
and the ID second harmonics are less than, or similar to, the
DD second harmonics at resonance. On the other hand the
moving coil transducer of Ref. 3 also hask.0.98, but the
dominant nonlinearity appears to be in the coupling, and the
ID second harmonics exceed the DD second harmonics at
resonance. Thus the second harmonics generated in these
two transducers qualitatively illustrate the results in Tables
VII and VIII, although it must be noted that, while both ID
and DD harmonics were measured in Ref. 3, only ID har-
monics were measured in Ref. 2.

Klippel6 also measured harmonics for both current and
voltage drive in a moving coil transducer with nonlinear
springs and nonlinear coupling~Bl product variations!. Ra-
tios of relative second harmonics can be calculated from his
results which are lower for voltage drive~ID! than for cur-
rent drive~DD! near resonance.

The results above apply when one nonlinear mechanism
is dominant. When more than one mechanism is important in
the same transducer the combined harmonics can be found
using the amplitudes and phases of the individual harmonic
components given in Eq.~20!.

A different limiting case that shows another aspect of
the relationship between ID and DD occurs when the elec-
trical component is very small~a10→0!, which is probably
only relevant to certain moving coil transducers such as
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those with shorting rings and ribbon speakers. Thus for
a105L0→0 Eq. ~15! for magnetic field transducers becomes

Mÿ01SR1
b0g0

Re
D ẏ01Mv0

2y05
g0V10

Re
cosvt,

which is the mechanical equation for the DD fundamental
with V10/Re in place of I 10 and the mechanical resistance
augmented by the reflected electrical resistance. In this limit
Qe→0, Ye→Ge , cN→0 andw(Nn)→zme(Nn), wherezme

is the same function aszm with Qm replaced byQme. The
Ynm2
M components then become similar to theXnm2 compo-

nents withQme in place ofQm . However, this case is not the
same as DD, because theYnm2

E components still exist and are
in phase quadrature withYnm2

M .

IV. ACCURACY

The accuracy of the first- and second-order perturbation
results given here depends on the ratio of the harmonic to
fundamental amplitude which in turn depends on the drive
level, the type of nonlinearity causing the harmonic, the
magnitude of the nonlinear parameter and the drive fre-
quency. The third-order corrections to the first-order DD sec-
ond harmonic components caused byg20 and g11 will be
discussed as illustrations~second order does not give any
second harmonics!. In each case the third-order contributions
consist of several terms; forg20 one term is dominant for
v>v0 and if the smaller terms are neglected the sum of the
first- and third-order contributions is

g20X01
2

2v0
2zm~2n!

cos~2vt12f11f2!

1
g20
3 X01

4

v0
6zm~n!zm~2n!

cos~2vt13f11f2!, v>v0 .

For g11 one third-order term is dominant atv5v0, while a
different term is dominant forv>&v0. The sum of the first
and third-order contributions is

g11X01

2v0
2zm~2n!

cos~2vt1f11f2!

1
g11
3 X01

8v0
6zm~n!zm

2 ~2n!
cos~2vt12f112f2!, v5v0 ,

g11X01

2v0
2zm~2n!

cos~2vt1f11f2!

1
g11
3 X01 cosf1

4v0
6zm~n!zm~2n!

cos~2vt1f11f2!, v>&v0 .

In each of these cases the first term is the first-order approxi-
mation given in Ref. 1 and denoted byX202andX112, respec-
tively. The ratio of the third-order amplitude to the first-order
amplitude will be used as a measure of the accuracy of the
first-order approximation:

R20231.
2g20

2 X01
2

v0
4zm~n!

5
8zm

2 ~2n!

zm~n! S uX202u
X01

D 2, v>v0 ,

R11231.
g11
2

4v0
4zm~n!zm~2n!

53QmS uX112u
X01

D 2, v5v0 ,

R11231.
g11
2 cosf1

2v0
4zm~n!

5
2zm

2 ~2n!

zm~n! S uX112u
X01

D 2, v>&v0 .

The last forms of these ratios make determination of the
accuracy easy since it only requires multiplying the square of
the first approximation~such asuX202u/X01! by a function of
frequency.

As a numerical example consider a transducer with
Qm53 and uX202u/X0152%~234 dB! at v5v0; then
R20231.9%~221 dB!. At v5&v0uX202u/X01 has gone down
to 0.3% ~251 dB! andR2023150.3%~250 dB! which illus-
trates the extreme frequency dependence of the accuracy for
X202. The accuracy is better for theg11 mechanism that gen-
eratesX112; for Qm53 and uX112u/X0152%~234 dB! at
v5v0 R1123150.35%~249 dB!, while atv5&v0uX112u/X01u
has gone down to 1%~239 dB! andR1123150.9%~241 dB!.
In both cases the accuracy improves at higher frequency.

These examples show how the accuracy depends
strongly on the type of nonlinear mechanism and on the fre-
quency. The accuracy is poorer near resonance, for highQm

and for nonlinear mechanisms which depend strongly on dis-
placement. For example, accuracy is poorer forg20X

2 than
for g11X cosvt because the former is nonlinear inX while
the latter is linear inX but has a time-dependent coefficient.
Although these examples use DD harmonics the accuracy is
expected to be better for ID harmonics which have broader
resonant peaks. However, it is apparent that some of the
numerical results given previously for the transducer of Ref.
2 have poor accuracy and that some of the ID to DD com-
parisons at resonance are only valid when the harmonic to
fundamental ratio is quite small.

V. DISCUSSION

Although the approach in this paper and Ref. 1 has been
comprehensive in some respects certain simplifications have
been made which will now be discussed. The mechanical
and electrical resistances were assumed to be linear. The
effects of intermediate amplifier impedance or additional
electric circuit elements were not considered. Inclusion of
nonlinear resistances would introduce more nonlinear param-
eters and lead to additional components of each harmonic.
Consideration of more complex electrical circuits containing
linear circuit elements would modify the harmonic compo-
nents already calculated. Both of these matters can be
handled by the methods of analysis used here.

Each transducer type was modeled as the simplest
lumped parameter mechanical structure, but this is not as
serious a limitation as it seems at first. The results obtained
here can be applied to transducers with more complex struc-
tures if the active drive part of the transducer undergoes es-
sentially one-dimensional motion and if all the other moving
parts contain no significant nonlinearities. For example,
many flextensional transducers with a drive part consisting
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of a piezoceramic stack satisfy these conditions. This can be
seen by noting that both the ID and DD harmonic displace-
ment components can be expressed in terms of the funda-
mental displacement at the drive frequency and at the har-
monic frequency. Consider, e.g., the ID second harmonic
component caused by nonlinear springs; Eq.~20a! can be
written, using the expression forY01~v! in Eq. ~16!,

Y202
M 52

k20
2g0I 10

uYe~2v!uY01
2 ~v!Y01~2v!

3cos~2vt12u11c21u2!,

52
k20

2g0I 10
Re$Ye~2v!

3@Y01~v!eju1#2Y01~2v!eju2ej2vt%,

where Re stands for real part of. Similar relations for DD
harmonics are given in Ref. 1. Note thatY202

M is expressed
entirely in terms of linear transducer parameters except for
the nonlinear parameterk20. Thus using a linear model of a
transducer such as a flextensional which relates displacement
at the end of the drive part to acoustic pressure in the me-
dium and is valid over the frequency range fromv toNv the
pressure at frequencyNv caused by a specific nonlinear
mechanism is equal to the pressure atNv given by the linear
model multiplied by the appropriate factor for each harmonic
component. For example, the magnitude of the factor for
Y202
M is k20uYe(2v)uY01

2 (v)/2g0I 10 where uYe~2v!u and
Y01~v! are the blocked admittance and fundamental displace-

ment as given by the linear model of the transducer with
more complex structure. WritingY202

M in complex notation
shows that the phases of the harmonic components can be
included and that different components of each harmonic can
be combined with the correct phase relations.7 As long as the
nonlinearities are confined to the drive part of the transducer,
the part which has been analyzed here, transmission of the
harmonic motion through the rest of the transducer structure
and radiation into the medium are linear processes.

The calculation of more third harmonic components and
corrections to the fundamental is straightforward starting
from Eqs.~14a!–~14b!. Higher-order harmonics can be cal-
culated by the same methods, but it becomes increasingly
tedious, and no simpler method for obtaining a first approxi-
mation to higher harmonics was found for ID such as the one
found for DD.1 Numerical methods applied to specific cases
might be more effective for higher harmonics.

VI. CONCLUSION

The results presented here and in Ref. 1 apply to har-
monics generated by all the common nonlinear mechanisms
in all the major types of electroacoustic transducers for both
voltage drive and current drive. Expressions for the harmon-
ics are given in terms of universal nonlinear parameters~gnm
in Ref. 1 for direct drive,a1n, bn , etc. here for indirect drive!
which are tabulated for the six major types of electroacoustic
transducers. Each tabulation represents a particular simple
model of each transducer type. More complete or more ac-
curate models could be developed and expressed in terms of
the same nonlinear parameters which could then be used in
the same expressions for the harmonics.

These results can be used to estimate harmonic distor-
tion in specific transducers without further analysis by using
values of the standard linear transducer parameters and val-
ues of the nonlinear parameters. The nonlinear parameter
values can be calculated in some cases from linear param-
eters, but in most cases they depend on nonlinear properties
of materials, nonlinear spring constants, etc. which can only
be found by measurement. Examples are given for a specific
moving coil transducer by calculating second and third har-
monic components relative to the fundamental.

The practical question of which drive gives lower har-
monic distortion was addressed by using the general results
for indirect drive ~ID! and direct drive~DD!. ID generates
more components of each harmonic than DD because it in-
volves nonlinearities in both the electrical and mechanical
transducer equations. In ID the linear electrical parameters
change the harmonic components that are generated in DD,
while the nonlinear electrical parameters generate additional
components of each harmonic. Thus it would be expected
that ID would generate higher harmonics than DD under
many conditions, but the opposite might occur under some
conditions. It is difficult to determine these conditions in a
general way because of the large number of parameters in-
volved, the dependence on drive frequency and the question
of how the ID to DD comparison should be made. The lim-
ited investigation carried out here has shown that for trans-
ducers of all types with low electrical loss operated near
resonance DD usually gives lower second harmonics. The

TABLE VII. Relative ID to DD second harmonic at resonance for nonlinear
springs, Eq.~34!.

k Qm51 Qm53 Qm510

1 0 0 0
0.991 0.076 0.066 0.064
0.978 0.21 0.18 0.176
0.955 0.49 0.44 0.43
0.925 1 1 1
0.914 1.28 1.47 1.5
0.865 1.8 4.6 15
0.816 1.44 2.5 2.9
0.707 1.27 1.46 1.5
0.577 1.13 1.18 1.20
0.448 1.06 1.08 1.10

TABLE VIII. Relative ID to DD second harmonic at resonance for nonlin-
ear coupling or nonlinear electrical components, Eq.~35!.

k Qm51 Qm53 Qm510

1 1.80 4.6 15
0.991 1.9 5.1 16
0.978 2.1 5.6 18
0.955 2.4 6.6 23
0.925 3.1 9.2 29
0.914 3.4 11.2 38
0.865 3.2 2.21 225
0.816 2 8.2 29
0.707 1.4 2.6 7.5
0.577 1.16 1.47 3.2
0.448 1.07 1.28 1.6
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exceptions occur when mechanical springs are the dominant
nonlinearity and the electromechanical coupling is very high,
and then ID gives lower second harmonics. This is most
likely to be observed in moving coil transducers which often
have very high coupling. A general answer to the question of
which drive gives lower harmonics was not found, but the
question can be answered for any specific transducer~or spe-
cific values ofQm , Qme, and Qe! in specific frequency
ranges by use of Eqs.~29! and ~30!.

These results will facilitate estimation of harmonic dis-
tortion in most cases of transducer design and evaluation.
They will allow harmonics to be estimated prior to construc-
tion and measurement. They may aid in diagnosting the
causes of measured distortion and identifying the measures
required to reduce excessive distortion. Although based on
simple lumped parameter models, these results can be ap-
plied in some cases to more complex transducer structures.

APPENDIX

1. Variable reluctance transducers

The mechanical equation for the variable reluctance
transducer, including an approximation for the effects of
magnetic saturation, is given by Eq.~25!,1 and the electrical
equation is obtained by putting Eq.~19!1 into Eq. ~22!1 with
I5I 01I 1(t) ~see Fig. 2 of Ref. 1!. When written in a form
for easy comparison with Eqs.~3! and ~4! these equations
become:

V15
m0AN

2

4

d

dt H F 1

~ l 01Y1!
2

4I 0S

~ l 01Y1!
3G I 1

2
2S

~ l 01Y1!
3 I 1

2J 2
m0AN

2I 0
4 H F 1

~ l 01Y1!
2

2
6I 0S

~ l 01Y1!
4G J Ẏ11ReI 1 , ~A1!

MŸ11RẎ152k0~Y1!Y12
m0AN

2I 0
4 F 1

~ l 01Y1!
2

2
9I 0S

2~ l 01Y1!
4G I 12 m0AN

2

8 F 1

~ l 01Y1!
2

2
9I 0S

~ l 01Y1!
4G I 121 3m0AN

2S

8~ l 01Y1!
4 I 1

3, ~A2!

where

S5 1
4m0

2Nlmn2 ,

n25magnetic saturation parameter,1

l m5 length of magnetic circuit,

N5number of turns in coil,

V15alternating voltage,

I 05bias ~polarizing! current,

I 15alternating current,

L05m0AN
2/4~ l 01Y1!5 inductance,

A/25cross-sectional area of magnetic circuit,

l1Y05biased separation of magnetic poles,

l 05 l1Y01m0l m/2m,

m05permeability of free space,

m5permeability of the magnetic material,

Y05static displacement caused by bias current,

Y15alternating displacement,

Re5electrical resistance,

M5mass of moveable part plus radiation mass,

R5viscous resistance in the transducer plus
radiation resistance.

k0~Y1!5Fk112Y0k213Y0
2k32

m0AN
2

4 S I 02l 032
6SI0

3

l 0
5 D

1Fk213Y0k31
m0AN

2

4 S 3I 022l 0
42

15SI0
3

l 0
6 DY1

1Fk32 m0AN
2

4 S 2I 02l 05 2
30SI0

3

l 0
7 D GY1

2

k11k2Y11k3Y1
21•••5nonlinear mechanical spring ‘‘con-

stant.’’
Comparing Eqs.~A1! and ~A2! with Eqs. ~3! and ~4!

identifies the functionsa1, a2, b, g, d1, andd2:

a15L0F12
4I 0S

~ l 01Y!2G , a25
22SL0
~ l 01Y!2

,

b5I 0
dL0
dY F12

6I 0S

~ l 01Y!2G ,
g5I 0

dL0
dY F12

9I 0S

2~ l 01Y!2G ,
d15

1

2

dL0
dY F12

9I 0S

~ l 01Y!2G ,
d252

3S

2~ l 01Y!2
dL0
dY

.

2. Moving coil transducers

The equations for the moving coil transducer are given
by Eqs.~29!1 and ~28!1 ~see Fig. 3 of Ref. 1!:

V5
d

dt
~LI !1B~Y!l cẎ1ReI , ~A3!

MŸ1RẎ52k0~Y!Y1B~Y!l cI2
1

2

dL

dY
I 2, ~A4!

where

L5L01L1Y1L2Y
21•••

is the inductance of the moving coil,

B5B01B1Y1B2Y
21•••
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is the static magnetic flux density in which the coil moves,

k0~Y!5k11k2Y1k3Y
21•••

is the combined nonlinear mechanical stiffness of suspension
and enclosure, andV5alternating voltage,I5alternating cur-
rent, l c5length of wire in the coil.

Comparing Eqs.~A3! and ~A4! with Eqs. ~3! and ~4!
identifies the functionsa1, b, g, and d1 ~the only ones re-
quired in this case!:

a15L~Y!,

b5g5 l cB~Y!,

d152
1

2

dL

dY
.

3. Piezoelectric transducers

Equations~34!1 and ~38!1 give the electrical equation
and Eq. ~39!1 the mechanical equation, for piezoelectric
transducers~see Fig. 4 of Ref. 1!:

I5A
d

dt H Fe112e2~Y/ l 0!

l 01Y GV1
e2

~ l 01Y!2
V2J

1
A

l 0
S e112ca

Y

l 0
D Ẏ1VGe , ~A5!

MŸ1ṘY52
A

l 0
Fc11c2

Y

l 0
GY1AF e1

l 01Y

1
2ca~Y/ l 0!

l 01Y GV1A
e2

~ l 01Y!2
V2, ~A6!

wherec1 andc2 are linear and nonlinear elastic constants,
1 e1

ande2 are linear and nonlinear permittivities,
1 e1, e2, andca

are linear and nonlinear piezoelectric constants.1 The func-
tions k0, a1, a2, b, g, andd1 are identified by comparison
with Eqs.~3! and ~4!:

a15
A

~ l 01Y! Fe112e2
Y

l 0
G , a25

Ae2
~ l 01Y!2

,

b5
A

l 0
Fe112ca

Y

l 0
G ,

g5
A

~ l 01Y! Fe112ca
Y

l 0
G ,

d15
Ae2

~ l 01Y!2
,

k05
A

l 0
Fc11c2

Y

l 0
G .

4. Electrostrictive transducers; maintained
polarization

Transducers using electrostrictive materials with small
hysteresis which require maintaining a polarizing electric
field, E0, have an electrical equation obtained by inserting
Eq. ~45!1 into Eq. ~38!1 and a mechanical equation given by

Eq. ~46!.1 When these equations are compared with Eqs.~3!
and ~4! the functions are found to be~see Fig. 4 of Ref. 1!:

a15
A

l 01Y H e112E0e213E0
2e31F2e2112e4E0

2

13ccSS01 Y

l 0
D G SS01 Y

l 0
D J ,

a25
A

~ l 01Y!2 H e213E0e3112e4E0SS01 Y

l 0
D J ,

a35
A

~ l 01Y!3 H e314e4SS01 Y

l 0
D J ,

b5
A

l 0
H 2e2E014e4E0

316ccE0SS01 Y

l 0
D J ,

g5
A

l 01Y H 2e2E014e4E0
316ccE0SS01 Y

l 0
D J ,

d15
A

~ l 01Y!2 H e216e4E0
213ccSS01 Y

l 0
D J ,

d25
A

~ l 01Y!3
4e4E0 ,

k05
A

l 0
H c112c2S013c3S0

223ccE0
21(c213c3S0)

Y

l 0

1c3S Yl 0D
2J .

These functions have been simplified by using the approxi-
mation

E35

V32
Y

l 0
V0

l 01Y
'

V3

l 01Y
,

which emphasizes the similarities relative to the functions
for piezoelectric transducers.

5. Electrostrictive transducers; remanent polarization

For electrostrictive transducers with remanent polariza-
tion the electrical equation is given by using Eq.~48!1 in Eq.
~38!1 and the mechanical equation is Eq.~51!.1 The required
functions are~see Fig. 4 of Ref. 1!:

a15
A

l 01Y Fe112e2SS01 Y

l 0
D G , a25

e2A

~ l 01Y!2
,

b5
A

l 0
Fe112caSS01 Y

l 0
D G ,

g5
A

l 01Y Fe112caSS01 Y

l 0
D G ,

d15
Ae2

~ l 01Y!2
,

k05
A

l 0
Fc112S0c21c2

Y

l 0
G .
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These functions are identical to those for piezoelectric trans-
ducers except for the presence of the bias strain,S0.

6. Magnetostrictive transducers

For magnetostrictive transducers the cases of maintained
and remanent polarization are exactly analogous to those for
electrostrictive transducers. Thus the functions for magneto-
strictive transducers are the same as those for electrostrictive
transducers with the bias electric field,E0, replaced by bias
magnetic field,H0, ande1, e2, e3 replaced bym1, m2, m3 ~see
Fig. 5 of Ref. 1!.
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Investigations into the field characteristics of an air-coupled ultrasonic capacitance transducer have
been performed for a range of transducer configurations. The field of a 2-MHz bandwidth silicon
backplate capacitance transducer has been scanned in air using a 1-mm-diam miniature detector at
frequencies of up to 1.5 MHz. The radiated peak sound-pressure field is compared to theory based
on a plane piston approach for various driving signals, namely pulsed and tone burst excitation.
Aperture modifications, such as an annulus and a zone plate, have also been investigated and the
devices have been shown to behave as predicted by theory. ©1997 Acoustical Society of America.
@S0001-4966~97!06012-8#

PACS numbers: 43.38.Bs, 43.58.Vb@SLE#

INTRODUCTION

The transduction of ultrasonic signals in air has gained
increased interest recently, due to applications such as non-
contact imaging for materials evaluation, distance ranging,
and robotics. Such applications require a wide range of ul-
trasonic frequencies in air, and for materials evaluation, in
particular, it is of distinct advantage to operate in the MHz
range, where wavelengths in air become less than 1 mm.
There are several designs of the ultrasonic transducer that
can be used in air, but those useful at high frequencies tend
to be based on either piezoelectric or capacitance~electro-
static! effects.

The major problem with conventional piezoelectric ce-
ramic elements~such as PZT! is the large impedance mis-
match at the boundary between the piezoelectric element and
the surrounding air boundary. The efficiency of these devices
for coupling into air can be increased by several methods,
such as using a metal diaphragm1 to act as a vibrating mem-
brane, or by attaching a quarter wavelength impedance
matching the layer to the front face. These impedance match-
ing layers need to have a much lower acoustic impedance
than the piezoelectric element, and only a small selection of
materials can be used, such as silicon rubber,2 epoxy
resin-quartz,3 and aerogels.4 Further developments have re-
duced the impedance mismatch with the use of a 1–3 con-
nectivity piezocomposite active element containing piezoce-
ramic pillars in a polymer matrix.5 The performance can be
optimized for any particular application by changing the pi-
ezoceramic pillar fraction, shape, and distribution. In gen-
eral, however, it is found that such devices are optimized for

narrow bandwidth operation, and recent applications have
used them in such a mode.6 Other work has been reported in
thick aerospace structures.7

The alternative method, which is investigated here, is to
use a capacitance design, where a thin membrane is attached
to a contoured, conducting rigid backplate. Such devices
have been studied extensively in past work, which has inves-
tigated their response in relation to the backplate topography
for metal backplates. The surface of a backplate for a capaci-
tance transducer can either be textured~as in a roughened
surface! or machined~as in a V-groove backplate!. A variety
of techniques for producing textured backplates have been
investigated, including chemical etching, mechanical ma-
chining, and shot peening.8 Some recent research has pro-
duced backplates by either depositing polyamide ridges,9

machining, or etching to form regular patterns such as
grooves and holes on or into a polished backplate. The re-
sults shown by Refs. 10 and 11 for V-grooved transducers
suggest that the resonance frequency can quantitatively be
predicted from the dimensions of a V-groove with a 90%
confidence limit. It was also shown that a lumped parameter
approximation could be used to describe the transducer by an
equivalent electrical circuit. Both the resonance frequency
and sensitivity could accurately be predicted.

Although such devices are useful, a more extended fre-
quency response is available from new designs of transducer,
based on silicon micromachining technology.12 Various con-
figurations have been described, including devices machined
with an in situ front membrane.13 The design to be studied
here uses a silicon backplate into which miniature cylindrical
pits have been etched chemically, leading to a typical con-
struction as shown in Fig. 1.14 The details of how such de-
vices are constructed and characterized have been given
elsewhere,14 and some applications described.15–18 Briefly,
the backplate contains a series of uniformly spaced holes,

a!Corresponding author. Present address: Institute for Aerospace Research,
National Research Council, Montreal Road, Building M-14, Ottawa, On-
tario K1A 0R6, Canada. Fax11-613-952-7136; Electronic mail:
david.schindel@nrc.ca
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etched into the top surface of a flat rigid silicon wafer. Gold
is then evaporated onto the etched surface to produce a con-
ducting backplate. A 5-mm Kapton polymer membrane~with
a conducting top surface! is placed on top of the etched sili-
con backplate for both the source and receiver, trapping
pockets of air. Applying a transient voltage between the
backplate and the grounded front metallized surface of the
membrane forces the membrane into motion, thus generating
ultrasound in air. Detection can be achieved using an identi-
cal device, but a dc polarization voltage is required so that
dynamic charges are induced on the backplate by motion of
the membrane. Advantages of the above devices include the
ease of manufacture, and the ability to reproduce field char-
acteristics by introducing controlled surface roughness. Us-
ing the construction of the backplate outlined above, the
transducer was found to have a good response into the MHz
region, well-damped and with excellent sensitivity. As will
be shown, with additional modifications to the aperture it is
possible to produce transducers with increased axial intensi-
ties, thus making these devices ideal for a range of imaging
applications.

As micromachined devices can be constructed with re-
producible responses,14 it is possible to study the radiated
fields and waveforms for different drive waveforms and ex-
ternal apertures. The aim of the present paper is thus to com-
pare the peak sound-pressure field of a micromachined sili-
con backplate capacitance transducer to that predicted by
theory for a plane piston, and to extend this to transducer
configurations~an annulus and a zone plate! which increase
axial responses in air, for different voltage drive signals.

I. APPARATUS AND EXPERIMENT

The pressure waveforms throughout the field of micro-
machined capacitance transducers were measured in air us-
ing a scanned miniature hydrophone. The source transducers
under test were derived from a device with a polished flat
silicon backplate containing 40-mm-diam etched cylindrical
pits of 40-mm depth14 fitted with a 5-mm Kapton polymer
membrane, and which had a 10-mm-diam active area. They
were fitted with a grounded brass case, as described in Ref.
14, where additional detail of construction can be found. The
scanned receiver was made in the same way, but was fitted
with a 1-mm-diam aperture to define a limited detection area.

Although bandwidths in excess of 2 MHz were available for
both source and receiver, source driving frequencies were
restricted to an upper limit of 700 kHz, where the wave-
length in air is approximately 0.47 mm. Hence, at the upper
frequency limit, the detector is approximately two wave-
lengths in diameter. In the experiment illustrated in Fig. 2,
the apertured receiver was scanned over a two-dimensional
horizontal plane throughout the field of the radiating trans-
ducer~the x-z plane!, with the source radiating horizontally
along thez axis. Scanning was achieved using a computer-
controlled system which consisted of an IBM model 30 286
PC, controlling a Tektronix 2430A digital oscilloscope and a
Modulynx motor controller, the latter driving two DAEDAL
linear stages~one for each axis!. Each stage was fitted with a
synchronous stepping motor having 400 steps per revolution
giving an absolute resolution of 0.005 mm and a positional
accuracy of60.004 mm/50 mm of travel for the system. The
scans were performed with a 0.5-mm spatial resolution in the
x ~radial! direction and a 1-mm resolution in thez ~axial!
direction. A typicalx-z scan area was 20 mm in thex direc-
tion and 50 mm in thez direction, with the field starting at 15
mm from the front face of the transducer membrane. All the
scans were performed at atmospheric pressure, room tem-
perature~20 °C! and low relative humidity~30%!.

The source was excited with both wide bandwidth tran-
sients and tone bursts. A Matec 5100 gated power amplifier
and a Wavetek 191 signal generator was used to drive the
source with 350-V tone bursts of approximately 20 cycles at
various frequencies in the 300- to 700-kHz range, whereas an
Avtec AVRH-1-C pulser unit was used to provide a transient
pulsed excitation with a width adjustable from 0.1–10ms.
The signal produced by the 1-mm apertured receiver was
sent to a Cooknell CA6/C charge sensitive amplifier with a
gain of 250 mV/pC, which also supplied a 100-V bias be-
tween the backplate and the membrane of the receiver. The
nominal capacitance of the device was 650 pF. The signal
waveform at each field position was digitized using a Tek-
tronix 2430A oscilloscope, and stored on the PC. The peak
sound-pressure variations were obtained from stored wave-

FIG. 1. Schematic diagram of a silicon backplate air-coupled transducer.

FIG. 2. Schematic diagram of the scanning system used.
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forms by taking the maximum peak-to-peak amplitude of the
signal at each designated point.

II. RESULTS AND COMPARISON TO THEORY

A. Fields of a plane piston

Field variations in front of a transducer can be predicted
by considering the interference of two components: plane
wave from the source, and an inverted wave from the edge
~referred to as the ‘‘edge’’ wave!. Edge waves are diffracted
from the aperture or at the boundaries of the source, and
travel toward the axis of the transducer, thus interfering with
the plane wave.19–21

The peak pressure variations in air for any size of aper-
ture can be predicted, using established theory for the radi-
ated field of a plane piston transducer.19–21The mathematical
model assumes that the pressure at any point across and
away from the transducer face can be computed from the
interference of the plane and edge components, and also as-
sumes that the front face is vibrating with a uniform ampli-
tude and phase~although variations in these parameters can
be included if required!. The relevant expression for the
time-dependent velocity potential at any given observation
point in a half-space can be derived, and further details can
be found in the quoted publications. Briefly, the velocity
potential impulse responseF(M ,t) of a plane piston can be
written as a combination of plane and edge wave compo-
nents:

F~M ,t !5cuAuH~ t2t0!
~Plane wave!

1~c/2p!V~ct!H~ t2t1!H~ t22t !
~Edge wave!

,

~1!

whereM is the observation point,c is the longitudinal wave
velocity, t is time, t1 and t2 are as defined below, andH is
the Heaviside step function. The value ofuAu in the plane-
wave component depends on the field position. ForM oppo-
site the front face the value is 1. For a field position such that
x5a, the value drops to 1/2, anduAu is zero at greater radial
(x) distances, i.e., beyond the physical edge of the trans-
ducer. The time taken for an edge wave to reach the obser-
vation point from the closest and furthest edge of the piston
is given byt1 and t2, respectively. In the case of a circular
piston,V(ct) represents the angle of equidistant arc which is
an analytical expression derived for the edge wave diffrac-
tion impulse response,19–21and is given by

V~ct!52 cos21$@~ct!22z21x22a2#/2x@~ct!22z2#1/2%,
~2!

wherea is the piston radius,x is the radial distance from the
center, andz is the axial distance from the piston. The arrival
times t0 ~for the plane wave!, t1 and t2 are given by

t05z/c, ~3!

t15$~a2x!21z2%/c, ~4!

t25$~a1x!21z2%/c. ~5!

The pressure impulse responseS(M ,t) for an arbitrary
pointM is defined as the differential of the velocity potential
impulse response, i.e.,

S~M ,t !5r0~dF/dt !~M ,t !, ~6!

wherer0 is the density of the medium. Equation~6! is only
valid for values oft which are greater than or equal tot0 and
less than or equal tot2; elsewhereS(M ,t)50. The actual
pressure waveformP(M ,t) is then obtained by convolving
the simulated motion of the piston@i.e., the velocity wave-
form n(t)# with the pressure impulse response for each spa-
tial point:

P~M ,t !5n~ t !–S~M ,t !, ~7!

whereP(M ,t) is the pressure response.
An additional factor is attenuation, which causes ampli-

tude degradation and phase shifting. This can be high in air
at ultrasonic frequencies, and so this factor needs to be in-
corporated into the model. The effect can be predicted using
previous studies22,23and recent work has produced an experi-
mentally derived expression24 used here, which is

s515.895310211~T/T0!
1/2f 2/~P/P0!, ~8!

where s is the peak sound-pressure attenuation per meter
~dB/m!. The numerical constant in Eq.~8! is an experimen-
tally measured value, determined at a constant temperature
of 25 °C~Ref. 24! and f is the frequency~Hz!. Here,T is the
measured temperature,T0 is the reference temperature,P is
the measured pressure, andP0 is the reference pressure. In
the present work,T andP are taken as the standard reference
values~25 °C and 101.325 kpa, respectively!, and thus both
T/T0 andP/P0 are unity. The attenuation was calculated at
each field position by taking the Fourier transform of the
predicted waveform, to give a frequency spectrum of the
signal. This was then modified according to the expression
for the calculated attenuations, so that the higher frequen-
cies were suppressed more than the lower frequencies. An
inverse Fourier transform then gave the resultant attenuated
waveform. The resultant spatial variations were found as be-
fore by taking the peak-to-peak amplitude of the signal. Note
that low humidity levels~30%! were maintained throughout
the experiments; while water vapour is known to affect at-
tenuation, its effect is small at high frequencies.25

To obtain the required theoretical velocity waveform of
the vibrating membrane of the capacitance transducer@n(t)
in Eq. ~7!# it was assumed that a small dc polarized compo-
nent is always present on the membrane; thus we can assume
the devices have a linear response26 ~i.e., the force is propor-
tional to the drive voltage and hence the displacement!. The
Avtec pulser was used to provide a square wave with a
0.15-ms rise time and a width of 0.7ms as the driving signal.
This was filtered between 100 and 800 kHz~typical band-
width for a source with a small dc bias!, and the velocity
waveform hence obtained by the differential with respect to
time of the drive waveform. The predicted velocity wave-
form is shown in Fig. 3~a!, and was used asn(t) in the above
theoretical predictions. The predicted theoretical sound-
pressure waveform at an axial distance of 15 mm is shown in
Fig. 3~b!. This may be compared to the experimental wave-
form of Fig. 3~c!, detected by the miniature scanned detector
at the same position, where reasonable agreement with
theory is evident.
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Peak sound-pressure spatial variations were now mea-
sured for a 10-mm-diam plane piston, using a 350-V drive
pulse from the Avtec pulser unit. The driving pulse width
was varied to give a plane-wave pressure component close to
the transducer face in the form of a bipolar square wave
pulse of variable width, and hence with a predetermined cen-
ter frequency. The experimental and theoretical variations in
peak sound-pressure waveform amplitude throughout the
whole scanned field are presented in Fig. 4~a! for a drive

excitation centred at 318 kHz. Remembering that this started
15 mm from the front face of the vibrating membrane, the
remnants of the edge wave component can be seen clearly at
the top left@i.e., at small axial (z) values#, converging onto
the axis to form the axial maximum by interference with the
plane-wave component.

The predicted theoretical peak sound-pressure variations
in air for a plane piston were now calculated using Eqs.
~1!–~8!, to compare to the experiment, the results being
shown in Fig. 4~b! for the same scan area of 40 mm320 mm.
Good agreement is evident, with the near-field/far-field
boundary positioned at the axial distance of approximately

FIG. 3. ~a! Predicted velocity waveform of the membrane.~b! Theoretical
axial pressure waveform atz515 mm, and~c! corresponding experimental
waveform.

FIG. 4. ~a! Experimental peak sound pressure variations,~b! theoretical
peak sound-pressure variations, for a plane piston driven by a pulse centered
at 316 kHz.
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24 mm, as expected from the quoted center frequency.
The above field plotting experiments were now repeated

for tone burst excitation, using the Matec gated power am-
plifier to drive the transducers with a tone voltage signal
containing 20 cycles. Figures 5~a! and 6~a! show the result-
ing spatial variations in peak sound-pressure amplitude in
air, for excitation frequencies of 500 and 700 kHz, respec-
tively. The corresponding theoretical plots for a plane piston,
again including the correction for attenuation, are also pre-
sented in Figs. 5~b! and 6~b!. For tone burst generation, the

fields are more complicated theoretically, with marked theo-
retical axial variations in near-field amplitude, and the edge
waves converging onto the axis. While some variations are
present experimentally, these are not so evident. This is due
to the finite aperture used in the receiver. Note, however, that
the general features of near-field complexity and increased
sidelobe levels are present, as expected for an excitation with
a finite number of cycles~i.e., a narrower frequency band-
width!.

For completeness, an additional plot at 1.5 MHz is

FIG. 5. ~a! Experimental peak sound pressure variations,~b! theoretical
peak sound-pressure variations, for a plane piston driven by a 500-kHz tone
burst.

FIG. 6. ~a! Experimental peak sound-pressure variations,~b! theoretical
peak sound-pressure variations, for a plane piston driven by a 700-kHz tone
burst.
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shown in Fig. 7. This has a much faster amplitude decay with
distance, but still has the recognizable features of a converg-
ing edge wave, and near-field interference effects. This rapid
amplitude decay is due to several factors, one being the in-
creased attenuation in air. However, because of the fact that
the radiated wavelength is approximately 0.22 mm, and we
are using a detector aperture of 1 mm, the scanned hydro-
phone cannot be assumed to give a wholly representative
pressure plot. This increased directivity could cause the field
plot to decay artificially, although attenuation at this fre-
quency is probably the major factor.

The well-behaved nature of the emitted beam can be
illustrated further by scanning in a plane perpendicular to the
beam axis~i.e., in theX-Y plane!. This is done in the near-
field region for pulsed excitation centered at 500 kHz, 7 mm
axially from the source@Fig. 8~a!#, and at a distance of 50
mm @Fig. 8~b!# in the far field. Note the relatively smooth
response in both cases, with the expected beam spreading in
the far field.

Comparison of the above experimental scans with theo-
retical predictions show good qualitative agreement. How-
ever, the miniature detector does not have an absolute cali-
bration, and probably has some directivity effects of its own
at high frequencies. In addition, only relative peak sound-
pressure amplitudes were plotted, and hence a quantitative
comparison was not attempted.

B. Annular and zone plate transducers

An air-coupled annular transducer was produced by at-
taching a concentric 5-mm-diam paper disk to the center of
the 10-mm-diam membrane. This absorbed radiated output
over the 5-mm-diam central area, producing an annulus with
an active inner diameter (d) of 5 mm and an outer diameter
(D) of 10 mm. The peak sound-pressure field for this annu-

lus was determined experimentally~as described above! for
pulsed excitation with the Avtec pulser, giving a signal with
a center frequency of 318 kHz. The results are shown in Fig.
9~a!. Note the tendency for axial focusing, with a gradual
increase in axial amplitude toward the maximum, accompa-
nied by a smooth decrease in the direct radiation from the
active area of the annulus. Similar features are seen in the
theoretical plot, Fig. 9~b!. This was produced by predicting
the waveforms produced at each field point by two separate
plane pistons, one of 10 mm diameter and the other of 5 mm

FIG. 7. Experimental peak sound-pressure variations for a plane piston
driven by a 1.5-MHz tone burst.

FIG. 8. Experimental peak sound-pressure variations in theX-Y plane for a
plane piston transducer driven by a pulse centered at 500 kHz:~a! at 7 mm
from the source; and~b! at 50 mm from the source.
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diameter. At each spatial point, the waveforms are then sub-
tracted to predict the waveform of the annulus. Note that in
the theoretical plot, the features are more sharp and less at-
tenuated than those observed experimentally. This is again
thought to be due, in part, to the finite receiver aperture.
There also seems to be greater attenuation than that predicted
by theory, a phenomenon that merits further investigation.

A zone plate consists of a series of active concentric
rings ~or zones!, separated by areas that do not radiate. The
zones are positioned such as to cause the radiated contribu-
tions from each zone to interfere constructively on-axis at the
focal position, thus increasing the pressure intensity at the
focus. The radial extent of each zone (RM) is determined by

selecting the required axial focusing positionZ0 from the
face of the zone plate~i.e., the focal length!, and then posi-
tioning the edge of each zone to be at a distanceZ01Ml
from positionZ0 wherel is the acoustic wavelength, and
M51,3,5,7... . As shown by Ref. 27, an approximate expres-
sion for the radial position of the edges of each zone (RM)
can be written as

Rm5AMl

2 S Z01 Ml

8 D . ~9!

Figure 10 shows a schematic diagram of a zone plate
with six zones, with a predicted focal length from Eq.~9! of
7.5 mm when driven at a frequency of 500 kHz in air. The
radii R1, R3, etc. are shown on the figure, with the unshaded
areas representing regions where there is radiation; else-
where, it is assumed that no emission occurs. In the present
example, a central disk and five concentric annuli of emis-
sion were chosen, with the outer radius of the last zone~R21!
being 8 mm. This was thought to be a good compromise
between focusing efficiency and ease of manufacture. The
zone plate was etched chemically from sheet stainless steel
of 0.13 mm thickness, using a computer-derived mask and
photolithography. Concentric rings were held together by

FIG. 9. ~a! Experimental peak sound-pressure variations for an annulus,~b!
theoretical pressure field plot for an annulus, using a pulse centered at 316
kHz ~d55 mmD510 mm!.

FIG. 10. Schematic diagram of a zone plate.

FIG. 11. Experimental~solid line! theoretical~dashed line! acoustic inten-
sity axial plot, for a plane piston transducer with the zone plate.
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thin radial bridges included in the original mask~not shown!.
This zone plate was placed across the transducer aperture, at
a distance of 5 mm from the radiating membrane. Thus when
a 500-kHz tone burst was applied to a transducer fitted with
the zone plate, the axial pressure would be expected to in-
crease to a maximum on axis at 7.5 mm from the plate~or
12.5 mm from the transducer face!.

Figure 11 shows the experimental axial acoustic inten-
sity field from the transducer, driven with a 500-kHz tone
burst and fitted with the zone plate of Fig. 10. Note that now
2-D intensity variations~the square of the pressure ampli-
tude! along the axis were plotted, to illustrate more graphi-
cally the focusing properties of these devices; due to the high
noise floor on the experimental plot, pressure field variations
off-axis did not correspond well to the theoretical result~this
needs to be further investigated!. It is evident, however that
the transducer assembly has focused in air at the expected
distance of 7.5 mm from the zone plate. Note the sharp fo-
cus, and the rapid axial decay of pressure amplitude at larger
axial distances. Theoretically, the response of the zone plate
can be simulated using the response of annuli as above.
Here, the zone plate can be considered as a set of concentric
annuli surrounding a central radiating disk; hence, the re-
sponse can be found by adding the separate contributions of
the central disk and each annulus in turn, for each field point.
When this is done, the pressure field expected theoretically
for 500-kHz tone burst generation in air is also shown in Fig.
11. In agreement with the predictions of Eq.~9!, and the
experimental observations of Fig. 11, the pressure amplitude
peaks at 7.5 mm, and exhibits a rapid decay in amplitude at
greater axial distances.

III. CONCLUSIONS

The experimental spatial variations in peak sound-
pressure from an air-coupled micromachined capacitance
transducer have been demonstrated to show many of the
characteristics of a plane piston radiator. This was seen to be
the case for both transient and tone burst voltage excitation.
The theoretical model was modified to include frequency-
dependent attenuation, and this was seen to improve agree-
ment between theory and experiment. With additional modi-
fications to the plane piston model, it was possible to predict
the output from both annular and zone plate transducers, and
this was again compared to experiment with reasonable
agreement, indicating that axial pressures could be increased
by both methods.
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Study on the vibrational characteristics of ultrasonic
transducers using tapered piezoelectric ceramic elements
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Any nonuniformity in the flatness of a crystal element used in an ultrasonic transducer may lead to
significant variations in transducer response. An accurate estimation of such variations could
obviously be a measure of the nonuniformity involved, whatever its extent may be. Studies are
reported on the effect of nonparallelism between two major plane surfaces of the crystal element on
transducer response by studying the normal displacement amplitude pattern and its distribution over
one of the vibrating~plane! surfaces at resonance. Measurements are carried out in air using a
phase-locked laser interferometry technique where the effect of tapering in disk thickness on the
transducer performance is manifested through the variation in vibrational patterns. Results of these
measurements are compared with those obtained from electrical~conductance! response to highlight
the importance of the former. Other comparison measurements, such as the conventional method of
determination of acoustic response and pulse waveforms of the radiated signals in water, are also
reported as a function of tapering in disk thickness. A correlation is discussed between results
obtained from different measurements. ©1997 Acoustical Society of America.
@S0001-4966~97!02401-6#

PACS numbers: 43.38.Fx, 43.38.Ar, 43.35.Yb@SLE#

INTRODUCTION

Uniform thickness piezoelectric crystals are employed in
conventional ultrasonic transducers for use as transmitters
and receivers. Such transducers produce a narrow-band
transmit response when operated at resonance. A slight
variation of any crystal parameter such as disk thickness that
may be introduced in the processing of the disk, however,
leads to a significant variation in transducer response,1–8

which in turn could help in detecting the extent of nonuni-
formity involved in transducer dimensions.

Tapering of the transducer could be caused inadvertantly
or could be introduced with a definite purpose. In the former
case, the nonuniformity in thickness is small, whereas in the
latter it may assume larger proportions. Nowadays the ta-
pered transducers are finding increasing applications in NDT
and medical fields. For example, a linearly tapered piezo-
electric disk can be used as a broadband transducer with
nearly uniform transmit response5–10 even without employ-
ing a lossy backing layer. Using such tapered disks, the com-
plicated and relatively expensive backing treatment is
avoided. Moreover, localized concentration of vibration on a
crystal can be achieved fairly easily by tapering the disk. The
displacement amplitude of such a vibrating disk has been
shown to be higher at the thicker part even for a very slight
taper. As a specific case, a point source transducer may be
designed using a centrally thick tapered transducer. In the cw
mode, a varying frequency can selectively excite resonant
portions of tapered ceramic and thereby achieving
frequency-controlled acoustic beam translation. A tapered
phased array has been found to offer an accurate and efficient
heating of deep-seated tumors with the least heating of sur-
rounding normal tissues and thus is useful for hyperthermia
treatment.11 An accurate knowledge of the vibrational char-
acteristics of tapered transducers would therefore be essential

to obtain the right performance of the transducer and can be
used as an important design parameter.

Although a geometric measurement of taper is easy to
make, it cannot provide precise information about the trans-
ducer construction because of factors such as bonding,
clamping, etc., in transducer construction. One has to take
recourse to an acoustical method. The measurement of
acoustic pressure has often been used for such studies. In the
present work the object of investigation is to examine
whether vibrational amplitude measurements can be utilized
to provide necessary information about the tapered trans-
ducer. The point-to-point study by vibration amplitude mea-
surements would complement the overall study made by
acoustic pressure measurements and give a connective in-
sight for better understanding of design perspectives. More-
over, whereas the acoustic measurements give only a mea-
sure of the damping of transducer performance caused by
tapering, the vibration measurements provide a number of
parameters that can be used to distinguish transducers even
with very slight difference of thickness gradient.

Vibrational characteristics of transducers having a lack
of parallelism between the major plane surfaces of piezoce-
ramic elements can be accurately and conveniently studied
by the measurement of the normal displacement amplitude
patterns near resonance using phase-locked laser interferom-
etry technique with high accuracy~3%–7%!.12,13 The main
feature of this technique is that the effect of relatively low-
frequency~up to 10 kHz! high amplitude~;mm! environ-
mental vibrations on the low amplitude~;nm! high-
frequency~;MHz! ultrasonic vibrations~to be measured! is
minimized.12 It is proposed in the present work to study the
vibrational characteristics of tapered transducers along with
acoustic response and pulse waveforms in the vicinity of
resonance or its overtones and to examine the effect of ta-
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pering in disk thickness on transducer response. Transducer
conductance is also studied in the preassigned frequency
range and results are compared with those obtained from
vibrational measurements. An attempt is then made to corre-
late the variation in transducer~disk! dimensions with corre-
sponding variations in the transducer response thus obtained.
Such studies could be of significant use in the estimation of
design configuration of specific ultrasonic transducers dis-
cussed above and in the detection of slight tapering that may
be introduced inadvertantly. Each transducer used employs
longitudinal thickness drive vibrations of thick wedge-
shaped disks of lead-zirconate titanate ceramic.

I. EXPERIMENT

A. Laser interferometer system

Figure 1 presents the block diagram of the phase-locked
laser interferometer system that employs an He–Ne laser
beam of wavelength 632.8 nm and power 5 mW. The basic
arrangement is very similar to that of the Michelson interfer-
ometer, but modified for compensation of the effect of low-
frequency ~&10 kHz! ambient vibrations in the signal
beam.12,14–16The technique utilizes the electro-optic Pockels
effect17,18 by introducing a Pockels cell unit consisting of
suitably oriented KD*P crystals in the path of circularly po-
larized laser light. Use of this unit and an appropriate feed-
back system in between the reference and signal beam cir-
cuitries makes it possible to shift the frequency of the
reference beam by the same amount as the shift generated in
the signal beam by low-frequency ambient vibrations.15,17

The feedback circuit, having a characteristic time constant
which is small compared to the time of one cycle of envi-
ronmental vibration, is unable to respond to the high-
frequency ultrasonic signals to be detected at the output of
the interferometer.12 As the signal and reference beams are
orthogonally polarized, the amplitude fluctuations from inter-
ference can be detected by a second polarizing beam splitter
placed at 45° to the plane of polarization of the beams. With
correct gain in the feedback loop, the interferometer is bal-
anced and very sensitive to small ultrasonic displacements
~j! in the range 0–150 nm are found, which are computed
using the following relation

j~ t !5sin21@~Vi /V0!•~l/4pn!#, ~1!

whereVi is the output signal of the interferometer.V0 is the
reference or fringe voltage,l is the wavelength in vacuum of
the laser light used~632.8 nm!, andn is the refractive index
of the medium concerned. Forj!l/4. Equation~1! may be
expressed as

j~ t !5@~Vi /V0!•~l/4pn!#, ~18!

which has been used in the present study to compute the
required displacement amplitude.

B. Measurements of vibrational amplitude, acoustic
output, and electric conductance

To study the vibrational amplitude patterns, each trans-
ducer was excited with a Wavetek~model 166! function gen-
erator connected with a pulse generator~Systronics, model

1110/D! to generate the required sinusoidal tone-burst signal
of 0.8-ms duration. The excitation voltage is mentioned in
each corresponding figure~Fig. 3!. As the transducers pro-
duced relatively weaker peak amplitudes at higher harmon-
ics, the excitation voltage at those frequency ranges as in-
creased to obtain prominent vibration amplitude. The point at
which the excitation voltage was increased is denoted by a
dashed vertical line in the figure.

For the measurement of acoustic response in water at a

FIG. 1. ~a! Schematic block diagram of optical phase-locked laser interfer-
ometer.~Quarter wave plates are indicated byl/4.! ~b! Sectional view of
mounted transducer 4.~c! Schematic of excitation of the transducer.~d!
Schematic of the measurement of acoustic response of the transducer using
a probe hydrophone.
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far field axial point, the transducer was excited by the similar
process@Fig. 1~c!#, as described above, and a PVDF probe
hydrophone~Medisonics, needle type! connected with a pre-
amplifier ~Medisonics Mk II, 30-dB gain! and an oscillo-
scope was used as a receiver@Fig. 1~d!#. The tip of the hy-
drophone was placed at an axial distance of more than 2a2/l
from the transducer surface, where ‘‘a’’ and ‘‘ l’’ are, re-
spectively, the radius of the transducer and the wavelength of
radiation in water. The transducer impulse response was
studied by driving it with spike signals obtained from a
Krautkramer ~model USIP-11! flaw detector operating at
specific frequencies. For acoustical measurements the trans-
ducer was connected through a two-way key@Fig. 1~c!# to
arrange for the excitation either by tone-burst signals or
spike signals. The vibration amplitude measurements were
taken in air and the transmitting response measurements in
water because of the high absorption coefficient and the con-
sequent absorption correction in air.

Electrical conductance of the transducers has been stud-
ied in the frequency range 100–1000 kHz covering the fun-
damental and higher harmonics, at a step frequency of 1
kHz. A vector impedance analyzer~Hewlett-Packard 4192A!
was used for this measurement which provides the maximum
excitation voltage of 1.1 V to the transducer concerned.

C. Fabrication of the transducers

Each transducer consists of an axially polarized cylindri-
cal disk of lead-zirconate-titanate ceramic with zero or linear
tapering in thickness. The ceramic disks were fabricated at
the National Physical Laboratory, India, and have the elastic
and piezoelectric properties equivalent to those of standard
PZT-5A ceramic having the dielectric constantk3

T51700 and
dielectric loss factor tand50.025. The sectional view of the
transducer with highest tapering is shown in Fig. 1~b!. One
of the two major~plane! surfaces has been optically polished
and then silver plated for use in the interferometer. Two
electrical terminals have been taken from the two silver
plated surfaces where an air-drying conducting silver paint
was used to make electrical contacts. The dimensions and
piezoelectric charge constants~d33! of the four disks em-
ployed in the study are tabulated in Table I. The study thus
comprises the evaluation of performance characteristics of
ultrasonic transducers with a different degree of tapering in
disk thickness.

II. RESULTS AND DISCUSSSIONS

Studies were carried out on the vibrational characteris-
tics together with the electrical as well as acoustical behavior
of the four transducers in the frequency range 100–1000
kHz, which covers the fundamental resonance and higher-
order overtones. Results of measurements of various param-
eters are reported in the following subsections.

A. Study on electrical conductance ( G)

Figure 2 represents the conductance patterns of the four
transducers in the preassigned frequency range. Transducer 1

TABLE I. Physical parameters of transducer elements. Diameter (D) of
each disk53060.02 mm.

Transducer
serial number

Tapering in disk
thickness (t)

in mm

Thickness
gradient

(m5Dt/D)

Charge const.
~d33!
pC/N

1 11.5~const.! 0 320
2 11 to 12 0.03 336
3 6 to 10 0.13 310
4 4 to 11 0.23 298

FIG. 2. Variation of conductance with frequency for different tapered trans-
ducers.
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with no tapering in disk thickness~with a tolerance of60.02
mm! shows a fairly monochromatic response@Fig. 2~a!# with
a prominent resonance peak at 167 kHz which is surrounded
by two smaller peaks~214.5 dB with respect to the main
one! appearing in a frequency band of 80 kHz~Table II!.
Transducer response at the third harmonic~at 551 kHz! ap-
pears with the peak amplitude 5 dB lower than that of the
fundamental one. A fifth harmonic peak at 917 kHz~29.9
dB! is also observed.

The conductance pattern of transducer 2 with slight ta-
pering in disk thickness~the thickness gradient being 0.03!
produces the main resonance peak at 169 kHz@Fig. 2~b!#
accompanied by two close-by subsidiary peaks~213 dB ref-
erence to the main one! of slightly higher amplitude com-
pared to that of the corresponding ones appearing in the pre-
vious case. Moreover, the frequency spread for smaller peaks
~95 kHz! is also higher compared to the previous case.
Transducer response at the third harmonic is found to be
much weaker~211.4 dB! compared to that at the fundamen-
tal and also with reference to the corresponding amplitudes
observed for zero tapering. The fifth harmonic peak~at 898
kHz! is still weaker~212 dB!. Electrical measurements thus
present the differences in transducer characteristics for trans-
ducers with slight variation of tapering, through the ampli-
tude ratio between main-to-subsidiary peaks near fundamen-
tal resonance and through that between fundamental-to-
harmonic ones. Unlike the two cases discussed, the
conductance pattern of transducer 3 with a thickness gradient
of 0.13 presents a number of smaller peaks@Fig. 2~c!# in the
fundamental resonance region in a frequency spread of 170
kHz ~Table II! which is much broader than that observed in
the two cases discussed earlier. The transducer thus shows a
multiresonance characteristic at the fundamental with the
main peak at 270 kHz and almost negligible response at
higher harmonics. An introduction of an additional damping
to the transducer by employing a suitable backing could re-
sult in a flatter vibrational pattern and thus lead to a broad-
band response at the fundamental region. The transducer
with highest tapering in disk thickness~the gradient being
0.23!, transducer 4, produces several secondary peaks of
nearly the same order of amplitude which appear in funda-
mental resonance region in a frequency range of 315 kHz.
The transducer shows no response at higher harmonics. It is
further noticed that the peak value of the fundamental reso-
nance conductance (Gm) in this case is much less~,6 dB!
than that observed in each of the earlier three cases studied,

although the values of piezoelectric charge constant~d33! of
all the disks are of the same order~Table I!. The low value of
Gm could be attributed to the processing condition for the
present disk. The response of this transducer is observed to
have the widest frequency spread for the discrete peaks near
resonance, among all the four transducers concerned.

The electrical response of the transducers thus makes it
obvious that a tapering in disk thickness results in the mul-
tiresonance pattern, i.e., an inhomogeneous broadening in the
frequency-domain response. It also leaves a transducer less
active at the harmonic region.

B. Study on the vibrational amplitude ( j)
characteristics

The displacement amplitude patterns of the four trans-
ducers in the preassigned frequency range, measured on the
central points of radiating surfaces, are depicted in Fig. 3.
Each transducer was excited with a sinusoidal tone-burst sig-
nal of duration 0.8 ms and a p–p driving voltage (VD) as
mentioned in each corresponding figure.

The displacement amplitude pattern of transducer 1~no
tapering! @Fig. 3~a!# produces nearly a similar sort of re-
sponse as obtained from the conductance behavior@Fig.
2~a!#. Apart from the main resonance peak at 167.1 kHz
~with amplitudejm556.8 nm orjm/VD52.03 nm/V! and a
few discrete peaks in its vicinity, there appears a continuous
distribution of average amplitude of 7.5 nm in the frequency
range 130–200 kHz~Table III!. Such a vibrational charac-
teristic implies that the transducer does vibrate up to an ob-
servable extent over this frequency band, which cannot be
detected from the corresponding electrical measurement
@Fig. 2~a!#. This could be mainly due to the low excitation
voltage ~1.1 V, which is the maximum limit of the experi-
mental setup for the HP 4192A impedance analyzer! applied
in the latter case. The displacement amplitude measurement
is thus found to be more nearly precise and informative com-
pared to the electrical measurements. It may be mentioned
that a uniform parallel-plate transducer is expected to pro-
duce a sharp resonance with negligible spurious vibrations in
its vicinity. It thus appears from the vibrational amplitude
pattern of transducer 1 that there exists some nonuniformity
in the disk employed for it.

Figure 4 displays the traces of displacement amplitude
profiles on resonating transducer surfaces~at main resonance
frequencies! as measured along a diameter connecting points
on maximum and minimum thickness. The increasing thick-
ness or the positive thickness gradient~1veDt! is indicated
in Fig. 4~b!–~d! through arrow marks. The displacement am-
plitude profile for transducer 1@Fig. 4~a!# is observed to be
nonuniform, although axially symmetric with a central maxi-
mum and no side lobes. Similar forms of profiles have been
reported in the literature by earlier authors like Shaw,19 Ly-
pacewicz and Filipczinski,20 and Arnold and Martner21 for
short barium titanate and PZT transducers.

Transducer 2, the slightly tapered one~with gradient
0.03!, produces the fundamental resonance~at 169.3 kHz!
with jm/VD51.61 nm/V @Fig. 3~b!# which is accompanied
by a few discrete peaks along with a continuum of average
displacement amplitude 6 nm in the frequency range 120–

TABLE II. Comparison of the electrical responses of different tapered
thickness transducers.

Transducer
serial
number

Tapering
in disk
thickness
in mm

No. of
secondary
peaks
near

resonance

Ratio in dB
between main
peak ampl. to
av. of secondary
peak ampl.

Frequency
spreading of
peaks near
resonance

~kHz!

1 11.5~const.! 2 14.5 80
2 11 to 12 2 13.0 95
3 6 to 10 4 5.9 170
4 4 to 11 6 4.8 315
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230 kHz~Table III!. A comparison between Fig. 3~a! and~b!
reveals a spreading of the continuum of transducer vibration
near resonance and an observable lowering of higher har-
monic amplitude caused by slight tapering. In a more nearly
ideal case of transducer 1, which in the present case is likely
to have some nonuniformity in its configuration, the above
comparison would produce a clearer distinction between the
vibration patterns of the two transducers concerned. The dis-
placement amplitude profile on the surface of transducer 2
not only represents a nonuniform distribution ofj but an
axial asymmetry is noticed with more concentration of vibra-
tion in the thicker part of the disk. An identical distribution
was theoretically estimated by Loutzenheiser and
Denkmann1 for a truncated, linearly tapered quartz crystal

strip in thickness vibration. It is noticed that although the two
6-dB points are equally separated in the profile from the
central peak for transducer 1@Fig. 4~a!#, there is a difference
of 2 mm for the corresponding values of transducer 2@Fig.
4~b!# where the peak is shifted slightly toward the higher
thickness side. The displacement amplitude characteristics,
as studied by optical phase-locked laser interferometry, thus
provide significant information regarding the true vibration
patterns of the transducers. Use of a slightly tapered disk,
such as that used in transducer 2, reveals an estimation of the
obtainable precision of present experimental setup.

Figure 3~c!, the displacement amplitude pattern of trans-
ducer 3, exhibits several prominent peaks~with the highest
one ofjm/VD51.4 nm/V! of varying amplitude~15–40 nm!
in the fundamental resonance region. This multiresonance
pattern is again superimposed over a continuum of displace-
ment amplitude in a wider frequency range~130–350 kHz!.
The transducer response does not show any prominent peak
at higher harmonics. The displacement amplitude profile
@Fig. 4~c!# in this case shows more nonuniformity in the
distribution of normal displacement amplitude compared to
the previous case.

Variation of j with frequency for transducer 4, formed
with the highest tapered disk@Fig. 3~d!#, presents several
peaks in the fundamental resonance region, the pattern show-
ing great resemblance to the corresponding electrical re-

FIG. 4. Displacement amplitude profiles on resonating transducer surfaces.

TABLE III. Relative performance of the four tapered transducers as ob-
served from displacement amplitude measurements.

Transducer
serial number

Ratio in dB of main
peak amplitude to
that of continuous

distribution

Freq. spread of continuous
distribution of
peaks in kHz

1 17.3 70
2 16.8 110
3 16.2 220
4 16.0 310

FIG. 3. Variation of vibrational amplitude with frequency for different ta-
pered transducers.
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sponse@Fig. 2~d!#. The highest one at 240.3 kHz appears
with jm/VD51.15 nm/V. An observable continuum of rela-
tively high displacement amplitude appears over the fre-
quency range 150–460 kHz, the spread being the highest of
this kind studied here~Table III!. The transducer, therefore,
can be fairly operated through a wide frequency range for
considerably high uniform output over which the discrete
peaks are superimposed. The transducer, however, shows no
response, at higher harmonics. The displacement amplitude
profile @Fig. 4~d!# shows the maximum nonuniformity ob-
served thus far in the present study. The gradual decrease in
jm/VD with increasing tapering can be explained in the fol-
lowing way. As the number of resonance peaks or the con-
tinuum near resonance spreads with increasing tapering, the
acoustic energy of the transducer at resonance gets distrib-
uted among all the peaks instead of being concentrated to a
single resonance peak. This could lead to the lowering of the
main peak amplitude.

The effect of tapering in disk thickness on the vibra-
tional characteristics of ultrasonic transducers is observed in
the appearance of multiresonance patterns in the fundamental
resonance region and in the widening of frequency spread or
the continuum of vibration amplitude around the resonance
frequency. Additionally, the displacement amplitude profile
on the resonating transducer surface becomes axially asym-
metric, showing higher concentrations of vibration in the
thicker part.

Vibrational amplitude measurements thus provide the
following three parameters for the analysis of transducer per-
formance:

~i! Frequency spread of resonance peaks or a continuum
of j;

~ii ! Asymmetry in profile with higher amplitude in thicker
part;

~iii ! Lowering of the higher harmonic peak amplitude of
tapered transducer.

C. Study on the acoustic output of the transducers

Vibrational characteristics of a transducer are commonly
studied through its temporal and frequency response when
employed as a transmitter. Several experimental studies on
acoustical measurements with tapered ultrasonic transducers
and their theoretical interpretations are reported in the
literature1,7,8where the impulse response~pulse waveform of
acoustic output! and frequency response are mainly de-
scribed. For example, in their study on tapered ceramics8 by
Barthe and Benkeser, the theoretically evaluated electric in-
put impedance, spectral content, pulse, and continuous-wave
pressure profile responses obtained by using a model were
found to agree well with the measured response of a tapered
piezoelectric transducer. In the present work it is proposed to
examine whether there is any correspondance between the
results on vibrational patterns and those obtained from con-
ventional acoustical measurements with tapered ultrasonic
transducers, to throw light on transducer design aspects from
the knowledge of vibrational characteristics. To find that cor-
respondence the effect of tapering in disk thickness has been
studied by observing the impulse response, i.e., pulse wave-

forms of different transducers when driven with a spike volt-
age. Transducers with uniform thickness~transducer 1!,
slightly tapered~transducer 2!, and highly tapered~trans-
ducer 4! disks have been used for this purpose. Photographs
of the pulse waveforms obtained by using a probe hydro-
phone placed at a far-field axial point for each of the above
three cases are shown in Fig. 5~a!–~c!. It is very clear from
the figure that a transmitter with parallel faced element gives
rise to an output signal having the longest duration~the 6-dB
diminution of peak amplitude is obtained at a duration of 24
ms!. A slightly tapered transducer@Fig. 5~b!# produces a
shorter time response~6-dB diminution at 10-ms duration!,
whereas the corresponding time is least for the highly ta-
pered@Fig. 5~c!# transducer for which the 6-dB diminution is
achieved at 4ms. A comparison of Figs. 3, 4, and 5 thus
reveals that the shorter the time response of acoustic output
from the transducer, the wider the frequency spread of dis-
crete peaks or the continuum near resonance and the more
nonuniform the profile corresponding to a highly tapered
disk.

FIG. 5. Photographs showing the pulse waveforms from different transduc-
ers: ~a! transducer 1~t511.5 mm!; ~b! transducer 2~t511–12 mm!; ~c!
transducer 4~t54–11 mm!.
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In the next step, tone-burst sinusoidal excitation with a
single cycle was employed to drive the transducer operating
as a transmitter, and the frequency response near resonance
was measured for vibration in water. Studies were carried out
at a far-field axial point of each transducer using the same
probe hydrophone~Medisonics! and the results are depicted
in Fig. 6. With increasing tapering the 3-dB bandwidth in-
creases, resulting in a lowering of theQ factor of the trans-
ducer. A significantly high acoustic output is obtained with a
highly tapered transducer. This could be because of the fact
that tapering by gradually diminishing the thickness along a
diameter results in a reduction of mass of the whole disk.
Consequently, the relatively lighter transducer is capable of
vibrating with a higher amplitude and thereby transmitting
more acoustic energy into the surrounding medium, even
when driven by the same excitation voltage as applied to the
more uniformly thick-disk transducers. An increase in reso-
nance frequency (f r) is also observed in each case for the
measurements in water. Although an increase in loading im-
pedance is expected to decrease the value off r , an increase
in this value caused by specific backing or loading, which is
rather unexpected, has also been reported in the literature.22

III. CONCLUSION

The effect of tapering on the disk thickness of ultrasonic
piezoelectric transducers on their characteristics is mainly
manifested by a frequency spread of resonance peaks or a
continuum in the vicinity of resonance, as observed from
vibrational amplitude and conductance patterns. The trans-
ducer becomes less active at higher harmonics because of
tapering. Tapering also causes the displacement amplitude
profiles on resonating transducer surfaces to be axially asym-
metric, where the vibration is more concentrated toward the
thicker part. As it is observed that even a slight tapering
affects the vibrational pattern up to an observable extent, the
vibrational amplitude measurements would be very useful
for detection of any tapering that may be introduced even by
oversight.
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A new method for measuring in situ concrete elastic constants
using horizontally polarized conical transducers
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This paper presents a result on the measurements of longitudinal and Rayleigh wave velocities in a
concrete plate using horizontally polarized conical transducers. The characteristics of horizontally
polarized surface responses due to a point source applied at a half-space and a plate are analyzed and
discussed. The analyses show that the horizontal component of a skimming longitudinal wavefront
due to a point source is much larger than its vertical component. This suggests the utilization of a
horizontal component of a surface response to detect the skimming longitudinal wavefront. In
addition, theoretical analysis shows that by using the horizontal component to determine the
Rayleigh wave velocity, the source-to-receiver distance can be reduced significantly. Homemade
horizontally polarized conical transducers were fabricated to demonstrate the feasibility of the
present method on measuring the dynamic concrete elastic constants. Experimental results on the
measurements of the horizontal component of a surface response due to a point impact were in good
agreement with the theoretical prediction. In conclusion, it is noted that, based on this proposed
method, concrete dynamic elastic constants can be determined through a single transient elastic
wave experiment. ©1997 Acoustical Society of America.@S0001-4966~97!04512-8#

PACS numbers: 43.40.At, 43.20.Bi, 43.58.Dj@CBB#

INTRODUCTION

The elastic constants of concrete are usually determined
by the destructive method, which consists of using an
uniaxial test to determine the Young’s modulus of a standard
cylindrical specimen. In the field of the nondestructive evalu-
ation of concrete, the ultrasonic wave velocity is usually
measured and utilized to predict the strength of concrete.1,2

In addition to the ultrasonic method, various methods based
on the point–source/point–receiver technique, which utilizes
transient elastic wave response, have been proposed. Several
successful applications3–7 are presented and detailed.

In a recent paper, Wuet al.8 proposed a method for
determining the dynamic elastic constants of a concrete
specimen using transient elastic waves. In the paper, the
Rayleigh wave velocity was determined based on the cross
correlation method and the longitudinal wave velocity,
which was determined by measuring the longitudinal wave-
front arrival. However, the major limitation of measuring the
longitudinal wave velocity of a concrete specimen by the
aforementioned method is that it requires the presence of a
perpendicular corner. Thus, the longitudinal wave needs to
travel around a corner, giving a bigger displacement jump at
the point of the longitudinal wavefront arrival when a Na-
tional Bureau of Standards~NBS! conical transducer9 ~verti-
cally polarized and normal to the specimen surface! is used.
Furthermore, in the Rayleigh wave velocity measurement,
the source-to-receiver distance is relatively long. Therefore,
these limitations hinder the broader application of this
method.

In this paper, the limitations of the previous proposed
method8 on measuring the longitudinal wave and the Ray-

leigh wave velocities of concrete are removed. A new
method based on the measurements of horizontally polarized
surface responses, parallel to the surface, is proposed. In this
new method, the longitudinal wavefront can be identified
from the surface response directly. In addition, the source-
to-receiver distance in determining the Rayleigh wave veloc-
ity is reduced. The advantages of using the horizontal com-
ponents of surface responses to determine longitudinal and
Rayleigh wave velocities will be presented in this paper.
This new method allows concrete dynamic elastic constants
to be determined through a single transient elastic wave ex-
periment.

In the following sections, analysis and discussion of the
horizontal components of surface responses of a homoge-
neous elastic half-space due to a steel ball impact are de-
tailed. A new method based on the use of two homemade
horizontally polarized conical transducers for detecting lon-
gitudinal and Rayleigh wave velocities is proposed. The pro-
posed method is then applied to measure the elastic constants
of a concrete plate. Satisfactory results with our new method
were obtained.

I. ANALYSIS OF SURFACE RESPONSES OF A HALF-
SPACE

Most current applications of point–source/point–
receiver methods are based on analyzing vertically polarized
displacement signals by use of a NBS conical transducer.
However, as a horizontally polarized wave receiving device
is available, some of the key characteristics of a horizontally
polarized transient elastic wave signal can be adopted. In this
section, the wave responses of a half-space surface induced
by a point source with an unit-step time function, as well as
by a low velocity point impact, will be given. The simulation
of the Rayleigh wave velocity measurement using horizontala!Corresponding author.
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components of surface responses is also demonstrated in this
section. A computer program written by Hsu10 is employed
to calculate the transient elastic wave responses in a concrete
plate.

A. Surface responses due to an impact source

In a homogeneous isotropic half-space with densityr
and Lame` constantsl, m, the corresponding longitudinal
wave speed isCL 5 A(l12m)/r and the transverse wave
speed isCT 5 Am/r. In the following, the vertical and radial
components of surface responses of a half-spacez>0 ~Fig.
1! are denoted asuz and ur , respectively. A normal point
force of magnitudeQH(t) is applied at the origin@H(t), is
the heaviside time function#. The displacements are nondi-
mensionalized according to

uz
H*5

pmr

Q
uz
H , ur

H*5
pmr

Q
ur
H , ~1!

while the nondimensional time is

t*5
CTt

r
, ~2!

and r is the radial coordinate.
As pointed out by Chang,11 for the case of a low-energy

impact, the force-time relation appears to fall somewhere
between the sine and sine-squared approximations. In this
paper, a half sin3/2 t function is used to model the force-time
function of a steel ball impacting elastically on an elastic
material. The durationTc ~the contact time of the steel ball
impact! of the impact is nondimensionalized according to
Tc* 5 CTTc /r . The contact time12 of an elastic impact is a
function of several factors: the radius, Poisson’s ratio,
Young’s modulus of the steel ball, the drop height, and the
elastic constants of the target specimen. For the case of a
point source with an arbitrary force-time function acting on a
half-space, the wave response can be obtained by convolut-
ing the force-time function with the Green function of the
half-space, or by superimposing the wave response due to
the heaviside source. Herein, the superposition method simi-
lar to the method described in Ref. 8 is adopted.

Figure 2 shows the vertical~solid line! and horizontal
~broken line! components of the surface wave signal gener-

ated by the impact of a steel ball at the origin of the half-
space. The nondimensional durationTc* used in this simula-
tion is 0.3. The arrival of the longitudinal wave (P),
transverse wave (S), and Rayleigh wave (R) are marked in
Fig. 2. We note that8 the arrival of the Rayleigh wave does
not coincide exactly with the first dip of the vertical compo-
nent ~solid line! of the wave response. The arrival of the
longitudinal wavefront is relatively small when compared
with the rest of the signal. In addition, the transverse wave
arrival is continuous at the vertical displacement signal. In
contrast to the vertical component, the horizontal component
~broken line! of the longitudinal wave gives a much clear
displacement jump at the wavefront arrival. Furthermore, the
Rayleigh wave arrival induces a sharp corner and can be
identified easily.

Figure 3 is the replot of Fig. 2 with an enlarged vertical
scale to reveal the amplitude of the longitudinal wavefront.
From this replot it is clear that the amplitude of the horizon-
tal component is four to five times larger than that of the
vertical component.

B. Simulation of Rayleigh wave velocity measurement

In Ref. 8 an analysis using two surface responses~ver-
tical components! to determine Rayleigh wave velocity was
given. In this section, a parallel analysis for the case of using
horizontal components of surface responses to determine
Rayleigh wave velocity is given.

FIG. 1. Coordinates of a half-space with a point load applied at the origin.

FIG. 2. The surface vertical displacement due to the impact of a steel ball at
the origin of a half-space.

FIG. 3. The surface radial displacement due to the impact of a steel ball at
the origin of a half-space.
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The relative positions of an impact source and two re-
ceivers~S1 and S2! are shown in Fig. 4. The distance be-
tween the source and the first receiverS1 is r 1, and the dis-
tance between the first and second receiverS2 is d. In order
to utilize the cross correlation method to determine the Ray-
leigh wave transit time between the first receiver and the
second receiver, it is required that the wave responses re-
ceived at these two receivers must be predominated by the
Rayleigh waves. Therefore, the distancer 1 must be large
enough to ensure that the Rayleigh wave carries most of the
energy.

Lettingh1(t) andh2(t) be the signals recorded atS1 and
S2, respectively, the cross correlation function of these two
signals is defined as

z~ t !5E
2`

`

h1~t!h2~ t1t!dt. ~3!

If the signalsh1(t) andh2(t) are similar with the time
delay Dt, the maximum ofz(t) occurs att5Dt. In other
words, the time delay betweenh1(t) andh2(t) can be deter-
mined by finding the corresponding time at whichz(t) is
maximum.

The signals shown in Fig. 4 are the numerical simula-
tions of the horizontal components of the surface responses
recorded at receiverS1 ~lower trace! and S2 ~upper trace!.
The half sin3/2 t force-time function is utilized in the simula-
tion. The nondimensional impact duration isTc* 5 0.6, while
r 15d. The relative amplitude of the surface response at re-
ceiverS2 in Fig. 4 has been multiplied by a factor of 1.5. On
employing the cross correlation method for the two signals,
the time difference of these two signals can be obtained and
thus the Rayleigh wave velocity can be determined. The sig-
nal length used in the cross correlation calculation is up to
the first peak after the Rayleigh wave arrival.

Figure 5 shows the results ofr 1 which varies from 0.1d
to 2d at an interval of 0.1d. The horizontal axis is nondi-
mensionalized with the exact Rayleigh wave velocityCR and
the impact durationTc , i.e., r 1* 5 r 1 /CRTc and the vertical
axis is the ratio of the calculated and the exact Rayleigh
wave velocity. The results in Fig. 5 show that the calculated
Rayleigh wave velocities are almost equal~within an error of
1%! to the exact Rayleigh wave velocity as the nondimen-
sional distance between the source and the first receiver is

greater than 0.5. We note that the results shown in Fig. 5 is
different from those of when vertical components of the sur-
face responses8 are used. In the latter case, the calculated
Rayleigh wave velocity approaches the exact value gradually
as the distance of the source to the first receiver increases. To
within an 1% of error,r 1* should be greater than 3.

Based on this study, we conclude that the use of hori-
zontal components of surface responses to determine Ray-
leigh wave velocity can effectively reduce the distance be-
tween the source and the first receiver significantly. For
example, the case whereTc520 ms and Rayleigh wave ve-
locity CR52500 m/s, the minimum distance between the
source to the first receiver is only about 2.5 cm when the
horizontal component measurement method is used. With the
same testing geometry and elastic parameters, the minimum
source-to-receiver distance is about 15 cm when the vertical
component measurement of surface responses is utilized. We
note that to measure the local elastic properties of a concrete
structure, the source to the first receiver distance should be
maintained as small as possible.

II. ANALYSIS OF SURFACE WAVE RESPONSE IN A
PLATE

The difference between a concrete half-space and a con-
crete plate is the appearance of one extra rebounding surface
in the latter case. Since a reflected longitudinal wave may
arrive earlier than the Rayleigh surface wave~when the
source-to-receiver distance is larger than the thickness of the
plate!, a variation on the calculated Rayleigh velocity is ex-
pected.

The configuration of the source and receiver arrange-
ment in a plate is shown in Fig. 6. The thickness of the plate
is denoted asH, while the solid curve represents the radial
component of the surface wave signal generated by the im-
pact of a steel ball at the origin of the plate. The nondimen-
sional durationTc* used in this simulation is 0.5, i.e.,Tc*
5 CTTc /H 5 0.5. The first receiver is located on the same
surface with a distanceH to the source. The broken curve in
Fig. 6 represents the radial component of the surface re-
sponse at a half-space with the same source and receiver
arrangement. In the case of the plate response~solid line!, the
arrival of the longitudinal wave (P), Rayleigh wave (R), and
the reflected longitudinal wave~2P! are marked. On the ar-

FIG. 4. The relative positions of an impact source and two receivers~S1 and
S2! and the corresponding surface responses.

FIG. 5. The influence ofr 1 on the calculated Rayleigh wave velocity using
the cross correlation method~half-space!.
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rival of the reflected longitudinal wave from the bottom sur-
face of the plate, the wave signal deviates from the half-
space response. Figure 7 shows similar results for the case
when the source-to-receiver distance is changed to 2H. In
this case, the reflected longitudinal wave~2P! arrives earlier
than the Rayleigh wave (R), and thus a slight signal devia-
tion between these two signals occurs.

Figure 8 shows the numerical results of the calculated
Rayleigh wave velocities using the horizontal component of
the plate surface responses. In our calculations,r 1 varies
from 0.1H to 2H at an interval of 0.1H. From the results, we
find that the calculated Rayleigh wave velocities are scat-
tered around the true value of the Rayleigh wave velocity
~within 1% of error! for 0.5,r 1/CRTc,5.5. In this region,
the influence of the reflected longitudinal wave on the deter-
mination of the Rayleigh wave velocity using the cross cor-
relation method is surprisingly small and may be explained
by the following. In the determination of the Rayleigh wave
velocity using the cross correlation method, the signal length
utilized is only up to the first peak after the arrival of the
Rayleigh wave. In this case, the signal difference between a
half-space and a plate response~horizontal component! is
small. This is due to the fact that most of the shapes of the
responses are dominated by the big downward dip caused by
the Rayleigh wave.

From the above discussions, we conclude that the
present method of determining Rayleigh wave velocity can

be applied not only in a half-space but also in a plate speci-
men with reasonable accuracy.

III. HORIZONTALLY POLARIZED CONICAL
TRANSDUCER

The NBS conical transducer which was designed for the
purpose of detecting transient elastic waves or acoustic emis-
sion wave signals has found many successful applications. It
is a highly sensitive, broadband~10 kHz–2 MHz! device
which measures vertical components of wave responses on
the surface of a solid. In a previous paper, Proctor13 devel-
oped a companion transducer which measures the tangential
~horizontally polarized! component of the same configura-
tion.

In our study, two homemade horizontally polarized
conical transducers were fabricated. The design of the hori-
zontally polarized conical transducer is similar to the NBS
conical transducer, except for the substitution of the longitu-
dinal piezoelectric conical element in the NBS conical trans-
ducer with a shear conical element. The active element is a
cone-shaped piece of lead-zirconate-titanate~PZT-5A,
shear!. The tip of the conical element is about 1.5 mm in
diameter. The backing brass cylinder is large in size when
compared to the element both in length and radial dimen-
sions. The conical element was mounted on a brass cylinder
with conductive silver epoxy. The tip of the conical trans-
ducer is coated with gold and is used as the ground port of
the sensing circuit. In the measurement of a nonconducting
material such as concrete, aluminum foil is placed between
the conical transducer and the testing sample. Since the coni-
cal element is a shear type piezoelectric element, the polar-
ized direction of the conical transducer is marked on the
brass backing for reference.

To test the performance of the homemade horizontally
polarized conical transducer, a transient elastic wave experi-
ment was conducted on a steel block~20 cm in diameter and
15 cm in length!. The steel block is large enough to be con-
sidered a homogeneous half-space. The longitudinal and
transverse wave velocities of the steel block areCL55922
m/s andCT53234 m/s, respectively. The solid line in Fig. 9
denotes the measured radial component of the surface re-
sponse due to a 2-mm steel ball impact on the steel half-
space, while the broken line is the simulated surface re-
sponse. The time origin of the impact was not determined

FIG. 6. Comparison of surface radial displacements of a plate~solid curve!
and a half-space~broken curve! due to the impact of a steel ball with the
source-to-receiver distanceH.

FIG. 8. The influence ofr 1 on the calculated Rayleigh wave velocity using
the cross correlation method~plate!.

FIG. 7. Comparison of the surface radial displacements of a plate~solid
curve! and a half-space~broken curve! due to the impact of a steel ball
impact with the source-to-receiver distance 2H.
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and hence the time origin in Fig. 9 is a relative value. The
source-to-receiver distance of the experiment is 7 cm. In ad-
dition, the first peak of both the simulated and the measured
signals were adjusted to have the same magnitude. The result
shows that the homemade horizontally polarized conical
transducer gives a faithful measurement of the radial compo-
nent of the surface response for waves arriving before the
Rayleigh wave packet. To demonstrate the advantages of us-
ing a horizontally polarized conical transducer in detecting
longitudinal wavefront arrival, the vertical components of
surface responses generated by a steel ball impact were re-
corded simultaneously with a commercial NBS conical trans-
ducer. The NBS conical transducer was placed at the oppo-
site end of the homemade horizontally polarized conical
transducer with the same source-to-receiver distance, i.e., 7
cm. The solid line in Fig. 10 is the recorded vertical compo-
nent of the surface response, while the broken line represents
the radial component.

From the results, it is obvious that measuring radial
components of surface responses is a much better choice for
detecting longitudinal wave arrival.

IV. MEASUREMENTS OF LONGITUDINAL AND
RAYLEIGH WAVE VELOCITIES

Instead of finding the time origin of an impact source,
we utilized two transducers to measure the time delay be-
tween the wavefront arrivals received at the two different
positions. The source and the receivers were located on the
same straight line. Since the distance between the receivers is

known, the wave velocity can be obtained without knowing
the time origin of the impact source. In this study, two home-
made horizontally polarized conical transducers are utilized
to measure the radial component of the surface displacement
signals. The received voltage signals from the conical trans-
ducers were amplified by a preamplifier and recorded by a
100-MHz digital oscilloscope~LeCroy 9314L!.

Before applying this proposed method to a concrete
specimen, the method was first applied to an aluminum
specimen ~Al 6061-T651! with dimensions 20 cm320
cm315 cm. A steel ball with a 1-mm diameter was the im-
pact source. The source to the first receiver distancer 1
ranged from 4 to 10 cm and the distance between the two
receivers was 9 cm. The measured longitudinal and Rayleigh
wave velocities wereCL56430669 m/s andCR5291265
m/s, respectively. For comparison, the longitudinal, trans-
verse, and Rayleigh wave velocities of the aluminum speci-
men were determined using an ultrasonic method and the
results obtained areCL56398 m/s,CT53128 m/s, and
CR52921 m/s, respectively. Our results show that the cur-
rent proposed method gives an accurate and reliable mea-
surement of longitudinal and Rayleigh wave velocities.

In the following section, results on applying the pro-
posed method to determine the longitudinal and Rayleigh
wave velocities of a concrete specimen are given. The di-
mensions of the concrete specimen used in this study were
60 cm wide, 55 cm long, and 13 cm thick. The density of the
concrete specimen wasr52427 kg/m3. A steel ball with a
4.75-mm diameter was the impact source.

A. Determination of the longitudinal wavefront

In our longitudinal wavefront measurement the vertical
sensitivity of the oscilloscope was set at 10 mv/div to in-
crease the resolution of the measured arrival time. Experi-
mental results on the concrete specimen show that the arrival
of the skimming longitudinal wave gives a big displacement
jump at the horizontal component of the surface response. To
enhance the resolution of the delay time measurement, the
recorded signal was enlarged and processed by a linear phase
finite impulse response filter which was embedded in the
digital oscilloscope.

To measure the longitudinal wave velocity of the con-
crete specimen, the impact source to the first receiver dis-
tance was kept at the value ofr515 cm. The distance be-
tween the first receiver and the second receiver was then
varied from 5 cm to 17 cm at an interval of 1 cm. The source
and the receivers were located along the same line.

Figure 11 shows the results for the longitudinal wave-
front measurements conducted at the bottom of the concrete
specimen. Results show a linear relationship between the ar-
rival time delay and the separation of the two receivers. For
the top of the concrete specimen, the results were similar.
The least-square fittings of the measured longitudinal wave
velocities on both the bottom and the top surfaces of the
concrete plate are

Bottom surface: CL54602676 m/s;

Top surface: CL542406101 m/s.

FIG. 9. The measured~solid line! and calculated~broken line! radial com-
ponents of the surface responses due to the impact of a 2-mm steel ball at
the steel half-space.

FIG. 10. The measured vertical component~solid line! and radial compo-
nent ~broken line! of surface response at a half-space.
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The difference of the longitudinal wave velocities be-
tween the top and the bottom surfaces is solely due to the
gravity effect in the construction of a concrete plate, i.e., the
coarse aggregate tends to concentrate more at the bottom
surface of the plate.

B. Determination of the Rayleigh wave velocity

As discussed in the previous section, the influence of the
reflected longitudinal wave on the Rayleigh wave velocity
determination using the cross correlation method is small. In
order to verify that this effect is negligible in concrete mea-
surement, transient elastic wave experiments withr 1 ranging
from 5 to 22 cm were conducted. The distance between the
first and the second receivers was 13 cm, which was the
same as the thickness of the concrete plate. The same experi-
ments were performed on both the bottom and the top sur-
faces of the concrete plate. The measured results are shown
as solid circles~bottom surface! and triangles~top surface! in
Fig. 12. The variations of the measured Rayleigh wave ve-
locities with respect to the distancer 1 showed a similar trend
as that predicted from numerical simulations~Fig. 8!. The
average values of the Rayleigh wave velocities for the bot-
tom and top surfaces of the concrete plate are

Bottom surface: CR52548616 m/s;

Top surface: CR52302624 m/s.

The determined Rayleigh wave velocities of the bottom
and top surfaces show a consistent trend to that of longitu-

dinal wave velocities, i.e., the velocity of the bottom surface
is higher than that at the top surface.

C. Discussions

The results of Secs. IV A and IV B show that the mea-
surement error of the longitudinal wave velocity is larger
than that of the Rayleigh wave velocity. This difference may
be due to the different methods adopted in the determination
of the transit time of the longitudinal wave and Rayleigh
wave. In the Rayleigh wave velocity measurement, a seg-
ment ~to the first peak of the Rayleigh wave! of the signal
was utilized. However, in the longitudinal wave velocity
measurement, only the signal around the longitudinal wave-
front arrival was utilized. In the latter case, any small noise
around the longitudinal wavefront will further induce error in
the arrival time determination. The distance between the two
receivers also plays an important part in the measurement
error of both the longitudinal wave and Rayleigh wave ve-
locities. In practice, the receivers can be fixed with a de-
signed receiver–holder to hold the accuracy of the distance.

V. DETERMINATION OF DYNAMIC ELASTIC
CONSTANTS OF CONCRETE

With the Rayleigh and the longitudinal wave velocities
known, the transverse wave velocity of the concrete speci-
men can be obtained by solving the well-known Rayleigh
wave equation

S 22
CR
2

CT
2 D 254S 12

CR
2

CL
2 D 1/2S 12

CR
2

CT
2 D 1/2. ~4!

The results obtained are as follows:

Bottom surface: CT52792 m/s;

Top surface: CT52513 m/s.

Once the longitudinal and the transverse wave velocities
of an isotropic material are known, the Lame` constantsl, m,
or the Young’s modulus and Poisson’s ratio can be obtained
in a straightforward way as those shown in Table I.

VI. CONCLUDING REMARKS

This paper presents a new method for measuring the
longitudinal and the Rayleigh wave velocities based on the
measurements of horizontally polarized surface responses.
The characteristics of horizontally polarized surface re-
sponses due to a point source applied either on a half-space
or a plate are analyzed and discussed. Based on the analysis,
the utilization of the horizontal component to detect the
skimming longitudinal wavefront is strongly recommended.
Further, theoretical analysis shows that the use of horizontal
components of surface responses to determine Rayleigh
wave velocity can reduce the source-to-receiver distance sig-

FIG. 11. The results for the longitudinal wavefront measurements conducted
at the bottom of the concrete specimen.

FIG. 12. The Rayleigh wave velocities measured at the bottom surface
~solid circles! and top surface~triangles! of the concrete specimen.

TABLE I.

l ~Gpa! m ~Gpa! E ~Gpa! n

Bottom surface 13.56 18.92 45.74 0.209
Top surface 12.99 15.32 37.67 0.229

335 335J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 T.-T. Wu and J.-S. Fang: Concrete elastic constants



nificantly. Experimental verification of the proposed method
applied to a concrete plate was conducted and the results
show that the method is indeed promising. In conclusion, we
note that based on this proposed method, concrete dynamic
elastic constants can be determined through a single transient
elastic wave experiment.
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The response of an elastically supported infinite Timoshenko
beam to a moving vibrating mass
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An analysis is made of the problem of vibrations of an infinite beam on elastic foundation excited
by a moving and vibrating mass. The solution is presented within the framework of a beam theory
which includes the effects of shear deformation and rotatory inertia. An example is provided where
the displacement is calculated. ©1997 Acoustical Society of America.@S0001-4966~97!05001-7#

PACS numbers: 43.40.Cw@CBB#

INTRODUCTION

The beam on elastic foundation is a common technical
problem in engineering and many solutions have been pro-
posed in recent years.1–6

As a problem of this kind, Duffy6 treated the dynamic
response of an infinite railroad track to a moving vibrating
mass. He studied the effect of the moving and vibrating load
as a function of both the mass and driving frequency of the
load as well as the physical properties of the track, and ob-
tained the deflection curves for several values of load veloc-
ity. The problem was studied on the basis of the classical
Bernoulli–Euler beam theory. Chonan7 studied the problem
of moving harmonic load on an elastically supported
Timoshenko beam. He compared his results with those by
the Euler beam theory obtained in Ref. 8. In this paper, we
find the response of an elastically supported infinite Timosh-
enko beam to a moving vibrating mass.

I. FORMULATION OF THE PROBLEM

Consider an infinite Timoshenko beam on an elastic
foundation, initially undeformed and at rest that is excited by
a constant velocity moving, vibrating mass as shown in Fig.
1. The equation of motion governing transverse vibration of
the beam including shear deformation and rotatory inertia on
elastic foundation can be written as9

EI
]2u

]x2
1k8AGS ]y

]x
2u D5zI

]2u

]t2
, ~1!

k8AGS ]2y

]x2
2

]u

]xD1P~x,t !2ky5zA
]2y

]t2
, ~2!

where y is transverse displacement of the beam,P is the
time-and-space-dependent applied force per unit length,E is
Young’s modulus,I is the moment of inertia of the cross-
sectional area,z is density,k8 is the shear coefficient,A is
the cross-sectional area,G is the shear modulus, andk is
subgrade reaction modulus. The general forceP(x,t) may be
written as

P~x,t !5FF cosvt2M S ]2y

]t2
12n
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]x]t
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]2y

]x2D Gd~x2nt !,

wheren is the velocity of moving mass,M is the moving
mass,F is the amplitude of the force whose frequency of

vibration isv/2p, d(x) is the Dirac-delta function, and pa-
rentheses inside the brackets represent the transverse accel-
eration of the mass.

Equations~1! and ~2! can be made dimensionless by
measuring lengths in terms of the radius of gyration of the
cross section and measuring time in terms of the period of
vibration of the undeformed beam on the elastic foundation.

We introduce
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Substitution of~3! into Eqs.~1! and~2! gives the dimension-
less equations of motion:
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To complete the formulation, the initial conditions and
boundary conditions are chosen as

W~R,0!5
]W

]t
~R,0!50,

and we require that the solution must vanish asR→6`.
We solve Eq.~4! and Eq.~5! using double Fourier trans-
forms. If we assume thatW(R,t) possesses a Fourier trans-
form W̄~G,t! defined by
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W̄~G,t!5E
2`

`

W~R,t!e2 iGR dR, ~6!

and thatW̄~G,t! possesses a Fourier transformW̄* ~G,V! de-
fined by

W̄* ~G,V!5E
2`

`

W̄~G,t!e2 iVt dt. ~7!

Equations~4! and ~5! can be transformed into
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22a2!G2ū*1 iGa1

2W̄*2a1
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and eliminatingū* from Eq. ~8! and Eq.~9! one obtains
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Applying inverse Fourier transform to Eq.~10!, one obtains
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To evaluate the integral in Eq.~11!, one can extend the vari-
ableG into the complex plane and use the method of Cauchy
contour integration for their evaluation. The integrand of Eq.
~11! has four simple poles; two of them lie in the upper-half-
plane~G1 andG2! and two of them in the lower half-plane~G3
andG4!, the exact values of the poles must be found numeri-
cally. When the integrand of Eq.~11! has poles of the second
order, difficulties arise in the evaluation of the integral it
does not exist and we encounter a resonance effect in the
sense that the amplitude of deflection increase beyond
bound. Evaluating the integral in Eq.~11! using Cauchy con-
tour integration method, one obtains

W̄~R,V!5 i sgn~R!$pF0@d~V2g!1d~V1g!#

3@A1nA3 je
iGnR1Ai j A3ne

iG jR#%/@A3nA3 j

2 i sgn~R!DV2~A1nA3 j1A1 j A3n!#, ~12!

FIG. 1. Elastically supported infinite beam.

FIG. 2. Deflection of the beam with time as a function of distance from the location of the moving vibrating load. Parameters areV50.5,D51, t53.
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where

A35
dA2
dG

,

Gn& G j5G1& G2 for R>0,

Gn& G j5G3& G4 for R,0,

A1n5A1~G5Gn!, A1 j5A1~G5G j !,

A3n5A3~G5Gn!, A3 j5A3~G5G j !

sgn~R!51 when R>0,

and

sgn~R!521 when R,0.

Applying inverse Fourier transform on time to Eq.~12!, one
obtains

W~R,t!5
1

2p E
2`

`

@ i sgn~R!pF0d~V2g!#@A1nA3 je
iGnR

1A1 j A3ne
iG jR#~1/b!eiVtdV

1
1

2p E
2`

`

@ i sgn~R!pF0d~V1g!#

3@A1nA3 je
iGnR1A1 j A3ne

iG jR#~1/b!eiVt dV.

~13!

Evaluating the integral in Eq.~13!, one obtains

W~R,t!5~ i sgn~R!F0/2p!$@Ã1nÃ3 je
i ~G jR1gt!

1Ã1 j Ã3ne
i ~ G̃ jR1gt!#~1/b̃ !Ā1nĀ3 je

i ~ ḠnR2gt!

1Ā1 j Ā3ne
i ~ Ḡ jR2gt!#~1/b̄ !%, ~14!

where

Ã1n5A1n~V5g!, Ā1n5A1n~V52g!,

Ã1 j5A1 j~V5g!, Ā1 j5A1 j~V52g!,

Ã3n5A3n~V5g!, Ā3n5A3n~V52g!,

b̃5b~V5g!, b̄5b~V52g!,

FIG. 3. Deflection of the beam with time as a function of distance from the location of the moving vibrating load. Parameters areV50.5,D51, t527.

FIG. 4. Deflection of the beam with time as a function of distance from the
location of the moving vibrating load. Parameters areV50.5, t53,
a50.037.

FIG. 5. Deflection of the beam with time as a function of distance from the
location of the moving vibrating load. Parameters areV50.5,t53,a50.37.
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and

b5A3nA3 j2 i sgn~R!DV2~A1nA3 j1A1 jA3n!.

Equation ~14! is the deflection of infinite beam on elastic
foundation excited by moving and vibrating mass.

II. RESULTS AND CONCLUSIONS

In this study using double Fourier transform and Cauchy
contour integration we obtained solution for infinite long
beam on elastic foundation excited by moving, vibrating
force and mass equation~14!.

Numerical results are computed for material properties
listed below:

E5206.92 GPa,
k851.2,
I540.2831026 m4,
z57860 kg/m3,

G582.37 GPa,
k5689.41 MPa,
A51.553102 m2,
D51.

Figures 2 and 3 show the dimensionless deflection of beam
for various mass velocities.

Figures 4, 5, and 6 represent response of the Timo-
shenko beam to moving and vibrating force~Chonan!, and
moving and vibrating force and mass.

Comparing response of infinite long beam excited by
moving and vibrating force, and moving and vibrating force
and mass Figs. 4, 5, and 6 the mass contribution to the de-
flection of the beam is significant especially when the veloc-
ity of the load increases.
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FIG. 6. Deflection of the beam with time as a function of distance from the
location of the moving vibrating loads. Parameters areV50.5,t53, a50.5.
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Active control of axial-flow fan noise
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Discrete-frequency axial-flow fan noise reduction using active noise control is described. The
unique aspect of the current research is the use of the fan itself as the antinoise source in the active
noise control scheme. This is achieved by driving the entire fan unit axially with an electrodynamic
shaker which mechanically couples the solid surfaces of the fan to the acoustic medium. The fan
unit is thus transformed into a crude loudspeaker. A near-field microphone serves as an error sensor,
where transfer function measurements between the electrical input to the shaker and the electrical
output of the microphone are found to be reasonably free of phase distortions and linear. A
feedforward algorithm utilizing the output of a tachometer as a reference signal is used. The
experimental apparatus is composed of a baffled fan unit in a free field. A small cylindrical flow
obstruction is placed on the inlet side of the fan to enhance noise emissions at the blade-pass
frequency and harmonics. The experiment successfully demonstrates the concept of active control
of tonal fan noise using a shaken fan as the cancellation source. For the fan operating in a planar
baffle, the fundamental blade-passage frequency sound-pressure level at the location of the error
sensor is reduced by 20 dB, while the second and third harmonic levels are reduced by 15 and 8 dB,
respectively. Placing a cabinet enclosure over the baffled fan did not affect these results
significantly, and free-field sound power measurements indicate similar level reductions with the
active control in operation. ©1997 Acoustical Society of America.@S0001-4966~97!00112-4#

PACS numbers: 43.50.Ed, 43.50.Ki, 43.28.Ra@GAD#

INTRODUCTION

Under the long-wavelength~relative to rotor diameter!
constraints of compactness, a subsonic fan, either baffled or
unbaffled, radiates acoustic energy because of both steady
and unsteady aerodynamic forces generated by the rotating
blades. For typical fans operating in air, the blades are usu-
ally assumed rigid. The steady forces on fan blades generate
the thrust of the fan, but because they are rotating, they also
create a steady-loading noise component. The mechanism for
steady-loading noise~Gutin noise! is the time-dependent dis-
tance between the individual steady forces on the blades and
the observer. This component radiates sound at the blade-
passing frequency~BPF! given by the number of fan blades
multiplied by the shaft speed. The predominant direction of
radiation is 90° to the fan axis, where the time variation in
distance between any given blade and a fixed observation
point is maximum. This type of noise begins to dominate
other fan noise mechanisms only under the conditions of
very high blade tip speeds~very high subsonic and super-
sonic conditions! and clean inflow/outflow conditions.

Unsteady blade forces result when the blades pass
through spatially nonuniform, time invariant flow fields.
Such situations occur when the fan is operated close to ob-
structions that can disrupt an otherwise uniform inflow. As
the blades pass through these regions, the magnitude and
direction of the local velocity incident to the blade sections
varies with circumferential position. This gives rise to a local
blade section lift and drag force that varies periodically with
time. Dipole sound is produced by these fluctuating forces at
harmonics of the BPF. Peak sound pressure occurs along the
axis of the fan for the lower harmonics. In addition to the

spatially nonuniform, time invariant flows, random flow
variations due to turbulence and unsteady upstream condi-
tions may also be present. These stochastic flow variations
cause random blade forces which lead to a broadband com-
ponent of sound radiation. The level of sound at the harmon-
ics of the BPF, however, are usually many dBs above the
broadband components. The BPF tones are therefore impor-
tant to suppress~initially ! in a fan noise reduction program.

There has been considerable interest and fundamental
research on the use of active noise control~ANC! to reduce
the level of discrete-frequency noise radiated from fans,
blowers, and turbomachines. One of the first demonstrations
of this technology was by Ffowcs Williams1 on a British Gas
Corp. gas turbine. Koopmannet al.2 and Neise and
Koopmann3,4 were able to actively control the tonal emis-
sions from a centrifugal blower operating in a duct, while
Mendat et al.5 achieved active attenuation of the random
noise components as well. Felliet al.6 demonstrated active
blower noise control in a duct while using the reciprocal
characteristics of a loudspeaker to permit replacement of the
more conventional microphone error sensor by a loud-
speaker. Ducted propeller or blower ANC is relatively
straightforward to accomplish for the plane-wave propagat-
ing pressure components due to their one-dimensional na-
ture. To actively cancel higher-order duct modes requires an
array of synchronously phased antinoise sources in the
duct.3,4 Sutliff and Nagel7 have also made progress at doing
this for a ducted propeller through use of a feedforward ANC
algorithm that uses a rotor blade position sensor as a refer-
ence.

Studies of active noise control for fans situated in the
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open field or in baffles are not numerous. Quinlan8 was suc-
cessful in reducing the blade-passage tones of an axial-flow
cooling fan mounted in a planar rigid baffle. Located next to
the fan in the baffle was the antinoise loudspeaker. The baffle
apparently tends to bring the fan directivity into axial sym-
metry and makes it more uniform. With the antinoise source
and baffled~compact! fan noise source having similar direc-
tivities, global far-field noise reduction of 10 dB was
achieved for the first two harmonics of the blade-passage
frequency components.

The goal of the research presented in this paper is to
investigate the use of the fan itself as an antinoise source in
the active control of the tonal emissions from an acoustically
compact, baffled, axial-flow fan. Chiuet al.9 used coherence
function measurements between a small, fan-mounted force
sensor and a far-field microphone to show that the radiation
at the first several harmonics of the BPF was due entirely to
the total integrated~over the plane of the rotor! unsteady
rotor force. This result suggests that the appropriate antinoise
actuator in ANC schemes for compact fans should be a me-
chanical shaker, or similar device that can generate con-
trolled unsteady forces on the primary source. Furthermore, a
shaken fan secondary source, if acoustically efficient, would
be collocated with the primary aerodynamic fan noise
sources which would be a significant advantage in global
noise control where directivity issues are of concern. In the
experiments described below, we use a small, commercially
available electronic cooling fan as a the primary fan noise
source. It is mounted directly to a electrodynamic shaker and
the entire assembly is mounted in a rigid planar baffle. A
feedforward ANC algorithm is used to control the shaker so
that global cancellation of the far-field tonal fan noise emis-
sions is achieved. A tachometer provides the reference signal
for the algorithm, which consists of a pulse for each blade
passage, and a microphone is used to supply the error signal.
A feasibility study is also described that provides informa-
tion on the efficiency of a shaken fan as an acoustic radiator.

I. FEASIBILITY OF USING SHAKEN FAN AS
ANTINOISE SOURCE

A basic issue that needs to be addressed in the determi-
nation of whether or not a particular fan unit can be success-
fully implemented in the proposed ANC scheme is whether
the shaken fan unit produces substantial acoustic radiation
for a reasonable power input to the shaker. Another issue to

be addressed is the fan noise directivity. It is desirable to
have the directivity patterns of the primary and secondary
sources identical. These issues are addressed experimentally
for a given fan unit.

A. Shaken fan feasibility tests

Experiments involving shaker-induced radiation from
the fan unit were conducted in the flow-through anechoic
chamber10 located at the Applied Research Laboratory of
Penn State University. A Nidec, 82-mm-diam plastic fan was
fitted with an aluminum disk on the back of its frame, which
allowed for connection to a Wilcoxon, Type F3 electromag-
netic shaker via a stinger which was fabricated from
stainless-steel rod. The stinger was aligned along the axis of
fan rotation. The shaker/fan assembly was mounted to a rigid
stand such that the fan axis was vertical. Tests were con-
ducted with the stand isolated above the anechoic wedges;
the fan was unbaffled. The effect of the fan flow field on the
radiation from the shaken fan unit was investigated by sim-
ply operating the fan simultaneously with the shaker.

A B&K Type 4136 microphone~1/4-in.! was suspended
1 m above the fan blades on the inlet side; its signal was
analyzed on an HP 35 665A spectrum analyzer. In order to
calculate the apparent electrical power11 consumed by the
shaker, a voltmeter was placed in parallel and an ammeter in
series with the electrical connections to the shaker. For cer-
tain tests the fan was swiveled 180° to reverse the direction
of airflow.

The fan was shaken at 264 Hz which is its free-delivery
fundamental BPF. Figure 1 shows the measured on-axis
acoustic pressure (ps) at 1 m as afunction of the apparent
electrical power supplied to the shaker. Here, the dB level is
referenced to the on-axis acoustic pressure~pf , also at 1 m!
which is produced by the normal free-delivery operation of
the fan at the BPF~while the shaker was off!. It is seen that
the shaken fan radiation matches the pressure amplitude gen-
erated by the aerodynamic fan noise mechanisms when ap-
proximately 0.1 W of apparent power is supplied to the
shaker. Figure 1 also demonstrates that with a sufficient sup-
ply of electrical power, the acoustic pressure response from
the shaken Nidec fan can produce much greater acoustic
pressures than the fan in operation. These results suggest that
the shaken fan can act as a crude loudspeaker and is hence
capable of serving as the antinoise source in ANC applica-
tions.

FIG. 1. On-axis far-field sound-pressure level from the shaken fan unit relative to the BPF tonal sound-pressure level radiated by the same fan in free-delivery
operation. The independent variable is the apparent electrical power supplied to the mechanical shaker.
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Additional data of the type shown in Fig. 1 have been
obtained for off-axis positions of the microphone, the fan,
and shaker in operation at the same time, and again with the
flow direction reversed.12,13 In all of these situations the
shaken fan was found to create sufficient acoustic energy to
warrant its use as an antinoise source. However, it was ob-
served that when the flow from the fan was reversed and
directed toward the microphone~which was 1-m away and
uninfluenced by the flow!, the shaken fan acoustic pressure
amplitude was about 2 dB less than the case when the flow
was away from the microphone. This is explained as a
change in radiation impedance due to flow. An analysis by
Muehleisen14 has predicted this level of change for the typi-
cal mean flow velocity of this fan.

B. Fan directivity characteristics

Unbaffled axial flow fan units are reported to produce
skewed directivity patterns.8 A nonsymmetric fan directivity
pattern would suggest that complicated ways of shaking the
fan would be necessary in order to most effectively cancel
the fan noise. Radiation patterns for the type of fan units
considered here are measured under unbaffled and baffled
conditions in order to obtain knowledge about the source
type and to determine the effect of the baffle on the radiation
pattern. All directivity patterns were measured at 1 m from
the fan in the free field. A movable microphone boom pro-
vided measurements in increments of 5°. The unbaffled di-
rectivity patterns for the first three harmonics of the BPF of
the Nidec fan are shown in Fig. 2. In order to obtain results
which were repeatable within61.5 dB, each data point re-
quired 300 spectral averages over a frequency bandwidth of
1.6 kHz. The sampling rate was 4096 Hz. It is clear from the
results shown on this figure that the unbaffled fan has com-
plicated directivity characteristics. The pattern for the first
harmonic could be interpreted as dipolelike, but it is skewed
off-axis by some 60°. The patterns for the second and third

harmonics cannot be interpreted in terms of simple dipole
radiation patterns. These results are very consistent with
those reported by Quinlan8 for a different but similar fan.
The reason for the skewness is not known precisely, but it
may be a result of asymmetries in the fan construction that
result in peak aerodynamic forces being directed off-axis.

When the acoustically compact fan unit is shaken as
described above, one would expect dipole directivity of the
sound pressure with an on-axis peak. Placement of the fan in
a baffle, such as that depicted schematically in Fig. 3, would
transform the dipole source directivities into monopole direc-
tivities. Figure 4 shows the baffled fan directivity patterns
measured on the inlet side of the fan. The patterns are clearly
more uniform than in the unbaffled case, which is favorable
from the ANC viewpoint. The directivity patterns on the out-
let side of the fan were measured also13 and found to be
nearly identical to those shown in Fig. 4. These experimental
results confirm the findings of Quinlan.8 They indicate that
baffled fan ANC should be simpler to achieve than unbaffled
fan ANC when the secondary source is of the dipole type
~loudspeaker or shaken fan unit! and located in the planar
baffle containing the fan.

II. EXPERIMENTAL ACTIVE FAN NOISE CONTROL

An experiment is constructed to demonstrate reduction
in tonal noise from an axial-flow fan in which the fan is

FIG. 2. Far-field directivity patterns for the unbaffled fan radiation at the
first three harmonics of the BPF. The 90° axis corresponds to the fan axis on
the inlet side.

FIG. 3. Sketch of the experimental setup for measuring baffled fan direc-
tivity patterns.
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shaken to produce antisound. A Filtered-X control
algorithm15,16 is implemented and responds only to the tonal
components in the fan spectrum for this experiment. The
Filtered-X algorithm is a feedforward algorithm that uses an
independent reference signal related to the tones of the pri-
mary source. Because the tones of interest are the harmonics
of the BPF, a simple optical-type tachometer is used for the
reference.

A. Experimental setup

Elements of the Filtered-X active noise control experi-
mental setup are shown schematically in Fig. 5. In this sys-

tem, the primary noise is the noise generated by the fan in
operation and the secondary noise is the acoustic signal pro-
duced by the shaken fan. The error signal is the electrical
output of a microphone placed on the inlet side of the fan
unit, and an independent reference signal is provided by the
optical tachometer. The optical sensor is placed above the
fan and is sensitive to the passing of reflective strips located
on the leading edge of each blade. The signal from the sensor
is coherent at the BPF in addition to the higher harmonics
because the voltage pulse is rectangular in shape; the Fourier
transform of these periodic pulses produces a harmonic train.
The optical sensor is insensitive to the motion of the axially
shaken fan because the reflective strips, which the optical
sensor monitors, pass orthogonally to the axis of the fan. An
independent reference signal for the controller is therefore
produced by the optical sensor.

The height of the error microphone above the fan unit
was typically a fan diameter or more and was often moved to
verify noise cancellation observations. The seven-bladed fan
was mounted in a plywood baffle such that its inlet side was
flush to the surface of the baffle. The gap between the fan
housing and the baffle was 5 mm such that the housing was
not in physical contact with the baffle. The fan was sup-
ported completely by the Wilcoxon shaker which was rigidly
mounted to a platform located underneath the baffle. A small
cylindrical rod was placed across the center of the fan at an
axial distance of approximately 0.1R from the fan hub,
whereR is the fan blade tip radius. This distance is close
enough to cause an increase in the tonal fan noise compo-
nents due to the wake of the obstruction.17 Enhancement of
the BPF tones by operating the fan in a time-invariant, non-
uniform inflow field seems appropriate because most practi-
cal installations result in such an inflow. The experiment was

FIG. 4. Far-field directivity patterns for the baffled fan radiation from the
inlet side at the first three harmonics of the BPF.

FIG. 5. Sketch of the experimental setup used to demonstrate active fan noise control.
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conducted in the anechoic chamber described in Sec. I A,
with acoustic spectral analysis being performed using the
same HP analyzer. Sound power measurements followed
standard procedure.18

B. Control algorithm

Figure 6 presents a block diagram representing the sig-
nal processing and control for the active fan noise controller
using a Filtered-X algorithm.15 The reference signalxt is
generated by the optical sensor described in Sec. II A. The
Fourier transform of the reference signal pulse train reveals
exactly the same harmonic frequencies as the tonal acoustic
noise generated by the fan. The block P in Fig. 6 represents
the transfer function relating the magnitude and phase of the
reference signal pulse train to that for the acoustic noise at
the fan location. The block S represents the transfer function
for the shaker/fan assembly relating the electrical input
yt/t21 to the acoustic response at the fan location. The block
E represents the transfer function of the error sensor where
the input is the acoustic noise in the near field of the fan, and
the output is the electrical response of the microphone to this
field. Clearly, if the adaptive control filter A adapts to a
transfer function approximating2P/S, the vibrations of the
shaker/fan assembly and the unsteady forces of the blades
are superimposing in a way which suppresses the radiated
acoustic tonal noise. This is because the reference signal only
contains harmonics coherent with the tonal acoustic noise.

We chose a passive system identification strategy16 for
the adaptive controller because we do not wish to risk in-
creasing the broadband noise of the actively controlled fan.
For the reference signal to be properly correlated to the error
signal in the adaptive least-mean-square~LMS! algorithm for
the controller A, we must filterxt by the transfer function
represented by the product SE, where the output is the elec-
trical signal from the error microphone and the input is the
electrical control signal to the shaker/fan assembly. The C
adaptive block in Fig. 6 models the SE transfer function and
the D adaptive block models the PE transfer function at the
frequencies present in the reference signalxt and the control
output signalyt/t21. The notationyt/t21 depicts the fact that

the digital control signal at the shaker at timet was generated
by the adaptive filter last updated at timet21. This delay is
important physically as it indicates an unavoidable linear
phase component in the SE transfer function. If the filter
model C has the proper phase response at the reference sig-
nal frequencies, the Filtered-X should converge without dif-
ficulty. It is necessary to update the three LMS filters D, C,
and A in real time due to the changing transfer function
responses in a real fan noise application.

To insure C has the correct phase, a second system iden-
tification filter D is used to model the forward PE. The sum
of the outputs of the forward model D and error model C
give a prediction of the error signalet . The difference be-
tween the true error signal from the microphone and the pre-
diction of the error signal is used to update the two LMS
filters used in the passive system identification. Its operation
is self-correcting as long as a reference signalxt and a con-
trol signalyt/t21 are present~i.e., both signals are nonzero!.
If the control output is low, then the error signal is domi-
nated by the forward plant and D is a good match to PE,
allowing C to model SE with the residual. Conversely, if the
control output is exceedingly high, the error signal is domi-
nated by the SE loop allowing C to closely model the error
plant and D to model PE with the residual. If the error signal
becomes quite small~the goal of the ANC system!, all of the
adaptive filters slow down and converge on the desired re-
sult. Passive on-line system identification is important to
axial fan ANC because flow rates and the corresponding
plant time delays are always changing and the addition of
broadband noise is unacceptable. It is noted that SE is the
transfer function defined as the response of the error sensor
when a white noise input signal to the shaker amplifier is
applied in the absence of a primary excitation signal. Figure
7 shows the magnitude and phase of this function determined
experimentally. The linear phase response is expected for a
simple delay path associated with acoustic propagation from
the fan to the error sensor.

A numerical simulation of the operations depicted in
Figs. 5 and 6 has been carried out.13 The results indicate that
the algorithm of Fig. 6 operates only on causal, periodic
signals. Discrete-frequency noise was thus canceled com-
pletely in the simulations. The simulation also included
broadband random components of primary noise, but these
were not canceled by the Filtered-X algorithm because they
simply were not part of the tachometer reference signal. If a
microphone reference sensor was used, rather than the ta-
chometer, the broadband noise detected at the fan would
very likely have low coherence with the far-field acoustic
broadband noise due to localized turbulent flow noise at the
reference position which would not be present at the far-field
position. A method for suppressing local turbulent pressure
fluctuations on a microphone in a flow field has recently
been demonstrated,19 but was not used in the subject inves-
tigation.

For the active fan noise control experiments, the
Filtered-X algorithm was programmed in C on a WE-
DSP32C floating-point digital signal processing board which
was installed in an IBM PC equipped with an Intel 486DX
processor operating at 33 MHz with a Windows 3.1 real-time

FIG. 6. Filtered-X adaptive noise cancellation block diagram used for axial
fan noise reduction.
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user interface, also written in C. The sample rate of the con-
troller was selected to be 2 kHz and 24 dB/octave low-pass
filters were set at 900 Hz and placed at the pre-A/D and
post-A/D stages of the digital signal processing board.
Twenty taps~coefficients! with a step size of 0.0005 were
selected for the adaptive control filter. Ten taps with a step
size of 0.04 were selected for the error plant SE and ten taps
with a step size of .05 were selected for the forward plant PE.
On-line passive identification of the error plant~being the
path representing the input to the shaker amplifier-to-the out-
put of the error sensor! was executed in real time with the
adaptive control. Using the largest step size for the D filter
~in Fig. 6! modeling PE allows it to converge fastest, fol-
lowed by C which models SE, and then finally the A adap-
tive filter, which converges to a transfer function approxi-
mating -P/S at the frequencies of the tachometer reference
signal.

C. Results

Typical sound-pressure level spectra for the error sensor
microphone with and without the controller on are presented
in Fig. 8. The error microphone was situated approximately
19 cm above one edge of the fan frame on the inlet side. The
amount of cancellation achieved at the third and higher har-
monics of the BPF was found to be sensitive to the actual
location of the error sensor. This is expected because the
baffled fan directivity patterns become less uniform at higher
harmonics of the BPF. Comparing the two spectra in Fig. 8
reveals a 20-dB reduction of the fundamental BPF tone,
while the second and third harmonic levels are reduced by 15

and 8 dB, respectively. A frequency at approximately 980 Hz
is also reduced. This component is related to the shaft rota-
tion speed of 40.57 Hz and is perhaps due to a mechanical
resonance of the fan unit. The fourth harmonic of the BPF at
1.136 kHz shows an 8-dB increase with the controller on.
This is suspected to be due to aliasing because the low-pass
filters used in the digital signal processing board were set at
900 Hz, the sampling Nyquist frequency was 1 kHz, and the
24 dB/octave filter roll-off may not be sufficient to prevent a
residual component from entering the presented spectra.

The sound power radiated by the fan with and without
the controller on was measured using a standard 12-point
measurement procedure18 on the inlet side of the fan over the
baffle. A hemispherical surface, 0.5 m in diameter was used.
Figure 9 shows the reduction in sound power level~which is
indicative of global noise reduction! with the controller on as
a function of frequency. The sound power at the fundamental
and second harmonic BPF tones is reduced by 13 dB and 8
dB, respectively.

The sound power level reduction is some 6 or 7 dB less
than the reduction in sound-pressure level measured at the
error microphone location. This observation can be ex-
plained from the directivity patterns presented in Fig. 10.
These patterns were measured over the baffled fan on the
inlet side at the BPF, with and without the controller on. The
effect of the small cylinder placed in front of the fan is evi-
dent in the ‘‘control off’’ pattern when compared to the un-
obstructed case of Fig. 4. The obstruction causes an approxi-
mate 10-dB increase in sound-pressure level over most
observation positions. Figure 10 reveals a null in the direc-

FIG. 7. Frequency response characteristics of the measured error path defined by the ratio of the Fourier transform of the input to the shaker-to-the Fourier
transform of the microphone output.
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tivity pattern along the fan axis when the control is in opera-
tion. This null clearly shows that the axial radiation is almost
completely canceled by the applied axial force. Sound radia-
tion reduction at 0° and 180° is of the order 10 dB. Obvi-
ously, these directions are less influenced by the secondary
source because of its axial dipole characteristics. The error
sensor was placed near the axis of the fan, so it was in the

null region of the ‘‘control on’’ directivity pattern. The
sound-pressure reductions are very large in this region rela-
tive to all other angular positions. This is the apparent cause
of the sound power reductions being less than the sound-
pressure reductions.

Additional noise reduction measurements were per-
formed with the error microphone located on the opposite

FIG. 8. Spectra of the fan sound-pressure level sensed at the error sensor position when the controller is on and off. A small cylindrical flow obstruction was
placed near the fan inlet during these experiments, and the sensor is approximately 19 cm away from the edge of the fan frame, normal to the baffle.

FIG. 9. Reduction in baffled axial-flow fan sound power level in dB as a function of frequency achieved using the active noise control procedures described
in this paper.
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side of the baffle~outlet side! along with a remote micro-
phone located anywhere from 0.4 to 1.0 m away from the
fan.13 Again, the sound-pressure level at first two harmonics
of the BPF was found to be reduced by 6 or more dB at the
remote~and error! microphone positions. Sound power was
not measured on this side of the baffle because of the prox-
imity of the apparatus to the hard reflecting floor of the hemi-
anechoic chamber.

As one last experiment to explore the potential applica-
bility of the subject methodology, an empty desktop com-
puter cabinet was placed on the planar baffle over the fan. In
this arrangement, the fan pulled air into the cabinet. The air
exited through the opposite side of the baffle. The error mi-
crophone was placed inside the cabinet approximately 10 cm
away from the fan, and slightly off-axis. A remote micro-
phone was positioned outside the cabinet 1 m away from the
fan and 0.5 m above the baffle. Figure 11 shows the results
for this experiment. The sound pressure level at the BPF is
seen to be reduced by 21 dB at the external~remote! posi-
tion, and by 26 dB at the internal~error microphone! posi-
tion. Tone level reductions for the second harmonic are 10
and 17 dB, respectively. Sound power was not measured for
the cabinet configuration, but is the subject of future applied
research. The results of Fig. 11 suggest that the active noise
control method employed in this study has the potential for
success in a typical cooling fan application.

III. CONCLUSIONS

Although previously published research has shown that
the tonal emissions from fans can be reduced through various
active noise control strategies, the current research is the first
to show that the fan itself, if shaken adaptively, can act as the
antinoise source. This is a very significant finding because
the need for a separate, secondary source is eliminated. Un-

der the conditions of aeroacoustic compactness, the shaken
fan ~the secondary source! is collocated with the primary fan
noise source. This tightly coupled configuration produces the
excellent global noise reduction reported, and also leads to
the possibility of analog feedback control strategies. This
may possibly permit random noise components of the fan
noise radiation spectrum, in addition to the tonal compo-
nents, to be reduced. With either feedback or feedforward
control, and under the premise that unsteady forces are the
mechanism of subsonic fan sound production, it would be a
straightforward extension of the subject methodology to uti-
lize an internal unsteady force sensor20 as the error sensor.
Future efforts also include shaking the rotor only as opposed
to shaking the entire fan assembly as was done here. Other
possible modifications include multiple shakers either on in-
dividual fan blades or located at fan frame mounting lugs to
aid in high-frequency cancellation when the directivity char-
acteristics are nonuniform, and when the aeroacoustic com-
pactness assumption is no longer valid.
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The performance of the energy density control algorithm for controlling a broadband noise is
evaluated in a one-dimensional enclosure. To avoid the noncausality problem of the control filter,
which often happens in a frequency domain optimization, analyses presented in this paper are
undertaken in the time domain. This approach provides the form of the causally constrained optimal
controller. Numerical results are presented to predict the performance of the active noise control
system, and indicate that improved global attenuation of the broadband noise can be achieved by
minimizing the energy density, rather than the squared pressure. It is shown that minimizing the
energy density at a single location yields global attenuation results that are comparable to
minimizing the potential energy. Furthermore, unlike controlling the squared pressure, the energy
density control does not demonstrate any dependence on the error sensor location for this
one-dimensional field. A practical implementation of the energy-based control algorithm is
presented. Results show that the energy density control algorithm can be implemented using the two
sensor technique with a tolerable margin of performance degradation. ©1997 Acoustical Society
of America.@S0001-4966~97!02512-5#

PACS numbers: 43.50.Ki@GAD#

INTRODUCTION

Controlling the sound field in an enclosure is involved in
a number of current problems of interest in active noise con-
trol. There are several active noise control algorithms de-
rived by choosing different cost functions, such as potential
energy, squared pressure, and energy density. Minimizing
the potential energy yields excellent performance in terms of
global attenuation.1 However, in a practical situation, it is
very difficult to measure the acoustic potential energy, so
that a large number of sensors are often used to obtain an
approximate measure.2 On the other hand, the active noise
control system designed to minimize the squared pressure
has been widely used to control the noise in the enclosure
due to the simplicity of the control structure and the effi-
ciency in computation. However, it has been shown in pre-
vious studies2–4 that attenuating the acoustic sound pressure
at a single location in the enclosure often results in a rela-
tively small region of control, referred to as a localized con-
trol effect.

Recently, in an attempt to simplify the control architec-
ture, an alternative method for achieving a more global con-
trol of the sound field was developed.3–5 This method is
developed based on sensing and minimizing the energy den-
sity at discrete locations in the enclosure, so that it utilizes
the concept of controlling a local variable observed at a dis-
crete location to achieve global control. Previous work un-
dertaken in enclosures indicates that one can often achieve
improved global attenuation of deterministic signals by mini-
mizing the acoustic energy density, rather than the squared
pressure.3–5 Also, the method has the advantage of overcom-
ing the spillover problem that often leads to localized zones
of silence when controlling the measured acoustic pressure
in a field. Practical versions of such systems minimizing the

energy density so far have demonstrated substantial and re-
liable control results in the case of deterministic signals.
However, there is also a need to control broadband random
noise at low frequencies in enclosures.

The objective of this study is to present numerical re-
sults that compare the global attenuation of broadband noise
in a one-dimensional enclosure achieved by minimizing the
energy density~which consists of the sum of the potential
and kinetic energies per unit volume in the sound field!, with
the attenuation achieved by minimizing other acoustic pa-
rameters, such as squared pressure and potential energy.
Analyses reported here are undertaken in the time domain in
a manner that yields the form of the causally constrained
optimal control filter.

A theoretical approach based on a frequency domain
analysis enables one to establish the basic physical limita-
tions of active noise control systems. However, this approach
cannot necessarily be applied when controlling a broadband
random noise, since it often yields optimal control solutions
that are noncausal in the time domain,6,7 even though such a
frequency domain approach is entirely satisfactory for deter-
ministic signals.

Another issue associated with the energy density control
algorithm is that, in practical applications, multiple sensors
are required to obtain error energy quantities since the acous-
tic velocity as well as the pressure signal should be measured
to implement the algorithm.5 In general, two microphones
will be required to estimate one velocity component. Al-
though this approach has demonstrated substantial control
results, it is necessary to show that the two-microphone tech-
nique provides comparable performance to the control sys-
tem employing the ideal velocity sensor. In considering a
practical implementation, the optimal control filter imple-
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menting the energy density control algorithm using a two-
microphone sensor is presented in this paper, and its perfor-
mance is demonstrated via numerical examples.

Frequency domain optimization methods based on the
modal model are introduced in Sec. I. Section II presents
noise control filters that are optimized under the causality
constraint, and numerical results to demonstrate the perfor-
mance of the optimal control filters are presented in Sec. III.
Also, a two pressure microphone implementation of the en-
ergy density control is presented in Sec. IV. Section V out-
lines the conclusions from this work.

I. FREQUENCY DOMAIN OPTIMIZATION

The optimization of the controller in the frequency do-
main is based on the modal model of the sound field in an
enclosure.1,8 In this paper, the optimization is done for a
one-dimensional enclosure. In addition, one primary source
and one control source are considered for simplicity. To
carry out this optimization, it is assumed that the enclosure is
excited by a single frequency noise source. When the system
is in steady state, the pressure field at the locationx is given
as the sum of a number of modal components,

p~x!5 (
m50

`

~Am1BmQc!Fm~x!. ~1!

Here,m is the mode index, functionsFm(x) correspond to
the eigenfunctions of the enclosure,Qc is the complex con-
trol source strength, and the weightsAm and Bm are the
modal weights associated with the primary field and the sec-
ondary control field, respectively.

The objective of the optimal control design is to com-
pute the source strength,Qc , so as to minimize a chosen
performance function. The coefficients of the controller are
optimized by using several different cost functions, such as
potential energy, squared pressure, and energy density.
These three performance functions can be expressed as3
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Here, the subscripts PE, SP, and ED indicate cost functions
corresponding to the potential energy, squared pressure, and
energy density, respectively. Also,L is the length of the
one-dimensional enclosure,r is the ambient fluid density,c
is the acoustic phase speed,k is the acoustic wave number,
and* denotes the complex conjugate.

Although the method corresponding to the potential en-
ergy is attractive for analytical work, its experimental imple-
mentation is limited by the lack of appropriate sensors to
obtain a global measure of the potential energy.2 The ap-
proach most often used in practice is the method correspond-
ing to the cost function in Eq.~3!. Since this method involves
the pressure magnitude at discrete locations, it can be easily
implemented. However, this approach often produces local-
ized zones of silence instead of the desired global attenua-
tion. The third approach, corresponding to the cost function
in Eq. ~4!, also utilizes a local measurement, but the energy
density at a discrete location yields more global information
than the squared pressure control.

The results of the optimization can be expressed as3

Qc,PE52
(m50

` Bm*Am

(m50
` Bm*Bm

, ~6!

Qc,SP52
(m50
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(m50
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Qc,ED52
(m50

` (n50
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` (n50

` BmBn*Fm,n~x!
. ~8!

The method of minimizing the potential energy has been
suggested as the optimal theoretical solution,2 since it pro-
vides a global measure of the energy in the enclosure. The
model and the optimization routines listed above are imple-
mented in a simulation program, and results are presented in
Sec. III.

II. TIME DOMAIN OPTIMIZATION

As a result of the frequency domain optimization over
the whole frequency range, the optimal complex secondary
source strengths are derived. However, the well-known dis-
advantage of this approach is that it often leads to highly
noncausal impulse response functions in the time domain.
Therefore, it is necessary to carry out the optimization in the
time domain under the causality constraint to obtain optimal
control filters that are causal in time.

A. Minimization of squared pressure

A digital model of the optimal noise control system is
schematically illustrated in Fig. 1. A noise signalx(k) is
measured at the location of the noise source with a local

FIG. 1. A schematic diagram of the optimal noise control system.
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sensor. The same noise signal propagates both acoustically
and structurally to the location of the error sensor, at which
point it is desirable to remove the components due to the
noise source. The controller drives the actuator to minimize
certain parameters at the location of the error sensor. Hence,
the error sensor measures the combined control actuator and
the primary noise outputs as propagated to the error sensor
location.

In Fig. 1, subscriptsp andv indicate pressure and veloc-
ity parameters, respectively. The blocksPp andPv in Fig. 1
represent the transfer functions from the noise source to the
acoustic pressure sensor and to the acoustic velocity sensor,
respectively, and the blocksHp andHv denote the transfer
functions from the adaptive filter output to the pressure and
to the velocity sensors, respectively. Letx(k),x(k
21),...,x(k2N), andw0 ,w1 ,...,wN represent reference in-
put samples and tap coefficients of theNth-order control
filter implemented in a tapped-delay-line~TDL! structure,
respectively. Also, lethp,m , 0<m<M , denote the weights
of theM th-order finite impulse response~FIR! filter repre-
senting the impulse response from the filter output to the
pressure error sensor. The sampled acoustic pressure signal
detected by the pressure sensor is then equal to the sum of
the primary pressure signal,dp(k), due to the primary noise
source, and the control pressure signal due to the output of
the actuator, so that

ep~k!5dp~k!1 (
n50

N

wn (
m50

M

hp,mx~k2n2m!. ~9!

Here, it was assumed that the filter weights,wn , 0<n<N,
are only slowly varying relative to the timescale of the re-
sponse of the system to be controlled.9 To simplify the equa-
tion, let w(k) and r (k) denote the~N11!31 weight vector
and filtered reference input vector, respectively,

w5@w0 w1 ••• wN#T,
~10!

r p~k!5@r p~k! r p~k21! ••• r p~k2N!#T,

whereT denotes the matrix transpose, and the elements of the
filtered reference input vector are defined as8
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With the definitions in Eqs.~10!, the pressure error signal
can be rewritten as

ep~k!5dp~k!1wTr p~k!. ~12!

An optimal weight vector can be obtained by minimizing the
expectation of the square of the pressure error signal with
respect to the weight vectorw. Thus, the optimal controller
is designed by solving the following quadratic optimization
problem:

find w minimizing JSP5E$ep
2~k!%. ~13!

The cost functionJSP can be expanded out into a quadratic
form:

JSP5E$dp
2~k!%12wTPp~k!1wTRp~k!w, ~14!

where Rp(k)5E$r p(k)r p
T(k)% and Pp(k)5E$dp(k)r p

T(k)%,
respectively, denote the autocorrelation matrix of the filtered
reference input and the cross correlation vector between the
primary noise signal and the filtered reference input, associ-
ated with the acoustic pressure. Since the cost functionJSP
has a unique minimum point, the gradient can be set to zero
to obtain the optimal solution, given by

wo,SP52Rp
21~k!Pp~k!. ~15!

A signal processing problem related to the squared pres-
sure control is to design an adaptive algorithm to minimize
the square of the sensor output, and eventually obtain the
optimal control signal by adjusting the weights of the control
filter. A number of different control algorithms have been
developed for implementing this active control approach.
Those algorithms mostly rely on the filtered-x LMS
algorithm9–11 or the recursive LMS algorithm12 due to the
simplicity in implementing the algorithm.

B. Minimization of energy density

The acoustic energy density at the error sensor location
in the field is expressed as

j5
ep
2~k!

2rc2
1

rev
2~k!

2
, ~16!

where ev(k) is the acoustic particle velocity signal at the
same location where the pressure sensor is placed. These
quantities specify the potential and kinetic energies per unit
volume. Similar to the pressure error signal, the velocity er-
ror signal is also given as the sum of the primary velocity
signal,dv(k), and the control velocity signal, i.e.,

ev~k!5dv~k!1wTr v~k!, ~17!

where

r v~k!5@r v~k!r v~k21!•••r v~k2N!#T ~18!

represents the filtered reference input vector associated with
the acoustic velocity, whose elements are defined as

r v~k2n!5 (
m50

M

hv,mx~k2n2m!, 0<n<N. ~19!

Here,hv,m , 0<m<M , denote the weights of theM th-order
FIR filter representing the impulse response from the filter
output to the velocity error sensor. In this case, the designing
of the optimal controller is accomplished by minimizing the
expectation of the energy density function, given by Eq.
~16!, with respect to the weight vectorw. The optimization
problem can be formulated as

find w minimizing JED5
E$ep

2~k!%

2rc2
1

rE$ev
2~k!%

2
.

~20!

Using Eqs.~12! and ~17!, the cost functionJED can be ex-
panded out into a quadratic form in the variablew:
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2rc2JED5dp
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For an input noise signal that is a broadband white noise
signal, this cost function is a positive definite quadratic func-
tion of the controller weights, so that it has a unique global
minimum point.5 The derivative of this cost function is ex-
pressed as

“~2rc2JED!52@Pp~k!1~rc!2Pv~k!#

12@Rp~k!1~rc!2Rv~k!#w. ~22!

We can set the gradient to zero to obtain the weight vector of
the optimal controller:

wo,ED52@Rp~k!1~rc!2Rv~k!#21

3@Pp~k!1~rc!2Pv~k!#, ~23!

whereRv(k)5E$r v(k)r v
T(k)% andPv(k)5E$dv(k)r v

T(k)% de-
note the autocorrelation matrix of the filtered reference input
and the cross correlation vector between the primary noise
signal and the filtered reference input, associated with the
acoustic velocity, respectively. Since the energy density is
controlled to try to achieve global attenuation of the sound
field, the adaptive algorithm associated with the energy
density-based control will involve two independent error sig-
nal components: pressure and velocity. An adaptive algo-
rithm to obtain the optimal weight vector for the energy den-
sity control filter was fully developed and tested in Ref. 5.
The algorithm in Ref. 5 was developed based on the
filtered-x LMS algorithm, using an approach similar to the
algorithm minimizing the sum of the squared pressure errors
provided by multiple error sensors.

C. Minimization of potential energy

In a practical situation, it is very difficult to measure the
acoustic potential energy, defined as the volume integral of
the time-averaged acoustic potential energy density. How-
ever, to obtain an approximate measure it might be possible
to use a number of acoustic pressure sensors evenly distrib-
uted over the entire enclosure. When an array of acoustic
pressure sensors are used to approximate the potential energy
in the one-dimensional enclosure, the cost function for the
optimization can be expressed as

ĴPE5
1

4rc2
EH (

i50

Ne21

ep
2F S i1 1

2D dxe ,kGdxeJ , ~24!

whereNe represents total number of sensors,dxe is distance
between sensors which is equal to 1/Ne , and
ep[( i1

1
2)dxe ,k] is the output of the pressure error sensor

located at (i1 1
2)dxe .

The optimal control filter can be obtained by minimizing
the cost functionĴPE. This cost function is also a quadratic
function of the controller weight vector. Furthermore, it has a
unique global minimum value for the weight vector, so that
the solution forw minimizing the potential energy in the
enclosure estimated using a microphone array can be found

by setting the gradient of the functionĴPE to zero. The opti-
mal weight vector of the control filter is given by

ŵo,PE52F (
i50

Ne21

Rp,i~k!G21F (
i50

Ne21

Pp,i~k!G . ~25!

Here,Rp,i(k) andPp,i(k), respectively, represent the auto-
correlation matrix and cross correlation vector corresponding
to the i th sensor.

III. NUMERICAL RESULTS

The weight vectors of optimal controllers are derived
from ensemble averageswith the result that one filter opti-
mum is obtained in a probabilistic sense for all realizations
of the operational environment, assumed to be wide-sense
stationary. However, in practical applications a nonadaptive
and optimum control design involves the use of time aver-
ages, with the result that the filter depends on the number of
samples used in the computation. When it is assumed that the
control system is not time varying and there are sufficient
input samples available, the optimal controllers are designed
by minimizing time-averaged acoustic parameters, such as
squared pressure, energy density, and potential energy. In
this section, results from computer simulations used to test
the performance of the optimal controllers are shown. In the
computer simulations, the time average was used to form the
cost functions being minimized.

Simulations are conducted for a one-dimensional enclo-
sure with lengthL55.6 m. The simulation model considered
here is presented in Fig. 2. For convenience the length of the
enclosure is normalized to 1.

The model and the optimization process were imple-
mented in simulation programs running on a PC. Based on
the enclosure configuration, the frequency responses of the
primary and control paths associated with the acoustic pres-
sure and velocity were calculated using the modal model of
the sound field,1,8 with an assumed modal damping coeffi-
cient of 0.05. Impulse response estimates, i.e.,pp , pv , hp ,
andhv , were then computed from the frequency responses.
Each path was modeled as a 256-tap FIR digital filter. Prior
to using the impulse response estimates in the simulation, a
comparison was made between the frequency responses of
the modal model and the 256-tap FIR model to establish that
256 taps was sufficient to model the primary and control
paths to the accuracy required. The broadband noise signal
x(k) was taken to be white noise filtered through a bandpass
filter with a pass band from 50 to 350 Hz, and the sampling
frequency was set to 1000 Hz. Measurement noises which

FIG. 2. System configuration considered for the computer simulation.
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are uncorrelated with the signal were added to the noise sig-
nal. The level of the measurement noise was set at240 dB
below the signal level.

Using the signal model and the impulse response esti-
mates, 20 000 samples of the primary and the filtered refer-
ence signals were generated for both the acoustic pressure, as
well as the velocity. Then, the autocorrelation matrices
Rp(k) and Rv(k), and the cross correlation vectorsPp(k)
andPv(k), were estimated using the time average over the
entire input samples. Finally, the weight vectors of the opti-
mal controllers were computed using Eqs.~15!, ~23!, and
~25!.

The global control of the control filter optimized in the
time domain under the causality constraint was measured
with the averaged power spectral density~PSD!. The PSD
was computed in three steps. First, frequency responses of
the noise and control signal paths were calculated using the
256-tap FIR model described above. Residual signals at each
of the discrete locations used were then computed using the
FIR models and the noise samples. Finally, the PSD of each
residual signal was computed and averaged using the equa-
tion given by

S̄~ f !5
1

No
(
i50

No21

SF S i1 1

2D dxo , f G , ~26!

whereNo denotes the total number of observation points,
S(x, f ) is the PSD of the acoustic pressure at positionx, and
dxo is the distance between adjacent observation points
which is equal to 1/No .

In the first configuration, denoted by~a! in Fig. 2, the
primary source is positioned at one end~xp50! and the con-
trol source is placed at the other end~xc51.0!. The error
sensor location (xe) is 0.7. Since the location of the error
sensor is closer to the controller location than the primary
source location, this configuration constitutes a causal situa-
tion for the control filter. With this configuration and FIR
control filters having 64 taps, performances of the different
optimization schemes were evaluated and compared with
each other. Throughout the simulations, 50 microphones
evenly distributed along the enclosure were used to estimate
the potential energy, i.e.,Ne550, and the same number of
microphones were used to compute the averaged PSD, i.e.,
No550.

A global measure of the control that results from the
frequency domain optimization is given by the potential en-
ergy in the enclosure both before and after the control is
applied. In computing the optimal control strength and the
potential energy, the infinite sum in Eqs.~2!, ~6!, ~7!, and~8!
were truncated to include the first 1500 modes. The potential
energy in the enclosure as a function of frequency is shown
in Fig. 3~a!, and the averaged PSD achieved by using the
time domain optimization is shown in Fig. 3~b!, also as a
function of frequency. In the figures, results obtained by
minimizing the three acoustic parameters of squared pres-
sure, energy density, and potential energy, are indicated by
squared pressure control, energy density control, and poten-
tial energy control, respectively. From the results in Fig. 3~a!
it can be seen that the minimization of the potential energy
yields the lowest global energy, as is to be expected. How-

ever, minimizing the energy density at the single discrete
location leads to results that are comparable to the results
obtained by minimizing the potential energy. In fact, little
difference can be found between the results indicated by en-
ergy density control and potential energy control over the
entire frequency band, so that one curve is almost covered by
another. On the other hand, minimizing the squared pressure
actually increases the global potential energy in the enclo-
sure at some frequencies. Furthermore, minimizing the
squared pressure yields higher potential energy than mini-
mizing the energy density as well as the potential energy at
most frequencies.

Similar trends can be observed in the time domain opti-
mization results. It should be remembered that the input sig-
nal was bandlimited from 50 to 350 Hz. Thus, the compari-
son between the frequency domain and time domain
optimizations can be made only in that frequency range. As
can be seen from Fig. 3~b!, minimizing the potential energy

FIG. 3. Global measure of noise fields before and after the controller is
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50, xc51.0, xe50.7!.
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yields the lowest averaged PSD results, and minimizing the
energy density at a single discrete location provides results
that are similar to the case of minimizing the potential en-
ergy. However, minimizing the squared pressure increases
the PSD level at some frequencies, and shows poor perfor-
mance at most frequencies compared to the case of minimiz-
ing the energy density as well as potential energy. Additional
insight into the control effect achieved with each of the con-
trol approaches can be gained by looking at the impulse re-
sponses of the optimized controllers. Figure 4 shows the im-
pulse responses of the FIR optimal controllers. It is clearly
indicated in Fig. 4 that the energy density control provides
the control filter with an impulse response which is almost
identical to the one obtained by minimizing the potential
energy.

In the next simulation, the error sensors were placed at
the normalized position of 0.3. Since the error sensor loca-
tion is closer to the primary source than the controller, this
configuration would lead to a noncausal controller. Figure
5~a! shows the potential energy in the enclosure using fre-
quency domain optimization. The averaged PSD obtained by
using the time domain optimization and the corresponding
impulse responses are shown in Figs. 5~b! and 6, respec-
tively. From the results in Fig. 5~a!, it can be seen that mini-
mizing the energy density at a single discrete location leads
to global potential energy results which are comparable to
the case of minimizing the potential energy, while the poten-
tial energy is again significantly increased by minimizing the
squared pressure at some frequencies.

However, since the configuration being tested can be
considered a noncausal situation in terms of the error sensor
location, the results in Fig. 5~a! cannot necessarily be used to
predict the performance of the control filter being imple-
mented in the time domain. Using the time domain optimi-
zation technique, on the other hand, one can predict the exact
performance of the control filter since the optimization is
undertaken in a manner that satisfies the causality constraint.
Also, the control results obtained by using the time domain

optimization can differ from the results obtained by using the
frequency-domain approach. As can be seen from Fig. 5, the
case of minimizing the squared pressure demonstrates a dif-
ference in control results between the frequency-domain op-
timization and the time domain optimization. However,
minimizing the squared pressure still increases the PSD lev-
els significantly at some frequencies, the 0–100 Hz and 300–
450 Hz regions in particular. However, minimizing the en-
ergy density shows the results which are similar to the case
of minimizing the potential energy. Figure 6 shows the im-
pulse responses of the optimal controllers. It is clearly shown
from Fig. 6 that minimizing the energy density provides the
control filter with a consistent impulse response. On the
other hand, the control filter designed to minimize the
squared pressure does not show the same impulse response
that was obtained in the causal configuration. As a result, the
algorithm yields an inconsistency in the performance as can
be seen from Figs. 3~b! and 5~b!. These results imply that the

FIG. 4. Impulse responses of the optimal control filters~xp50, xc51.0,
xe50.7!.

FIG. 5. Global measure of noise fields before and after the controller is
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50, xc51.0, xe50.3!.
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performance of the controller designed to minimize the
squared pressure is sensitive to the error sensor location,
which imposes a limitation on practical implementations of
the algorithm.

For further investigation of the inconsistency problem
which may happen to the control filters in a noncausal situ-
ation, impulse responses of the optimal control filters de-
signed to minimize the energy density and the squared pres-
sure at several error sensor locations are illustrated in Fig. 7.
The control filters were optimized for eachxe , which varies
from 0.25 to 0.75. The energy density control method results
in consistent control filter weights for the entire range of
error sensor locations considered, while controlling the
squared pressure provides highly inconsistent control filters
for the error sensor locationsxe<0.5, which constitute non-
causal situations. The results in Fig. 7 indicate that the place-

ment of the error sensor is not a critical issue when using
energy density control, which is a significant advantage in
practical applications.

The performance of the optimization schemes was
evaluated for a different configuration of the enclosures,
which is indicated by~b! in Fig. 2. In this case, the primary
source is located at 0.2 and the controller is placed at 0.8.
The controller position was chosen to avoid the nodal points
of resonance frequencies of the enclosure, such as 30.6 Hz,
61.25 Hz, 91.8 Hz, and so on. However, it should be stated
that the optimum location for the controller is not the issue
investigated in this study.

Simulations were performed for two different error sen-
sor locations: 0.7 and 0.3. Figures 8 and 9 show the results
obtained with the error sensor located at 0.7. This error sen-
sor location constitutes the configuration which provides a
causal solution. Both the frequency domain optimization as
well as the time domain optimization show results which are

FIG. 6. Impulse responses of the optimal control filters~xp50, xc51.0,
xe50.3!.

FIG. 7. Impulse responses of the control filter optimized with error sensor
locations varying from 0.25 to 0.75:~a! energy density control,~b! squared
pressure control~xp50, xc51.0!.

FIG. 8. Global measure of noise fields before and after the controller is
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50.2, xc50.8, xe50.7!.
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similar to the previous ones obtained with the configuration
xp50, xc51.0, andxe50.7, i.e., the energy density control
shows global attenuation results which are better than the
case of minimizing the squared pressure for most frequencies
and comparable to the case of minimizing the potential en-
ergy.

Figures 10 and 11 show the results obtained with the
error sensor located at 0.3. Minimizing the squared pressure
in the time domain produces an impulse response which is
different from the one obtained with the configuration
xp50.2,xc50.8, andxe50.7. It also increases the PSD level
at most frequencies. The energy density control, on the other
hand, provides the control filter that is similar to the potential
energy control. Figure 12 shows impulse responses of the
optimal control filter designed to minimize the energy den-
sity and the squared pressure at several error sensor loca-
tions. These results again prove that, unlike the method of
controlling the squared pressure, the performance of the en-
ergy density control does not depend on the error sensor
location. However, the same is not true for the control source
location, and, as mentioned earlier, that is not the issue of
interest in this paper.

IV. IMPLEMENTATION CONSIDERATIONS FOR
ENERGY DENSITY CONTROL

The implementation of the energy density control algo-
rithm requires measurements of the acoustic velocity as well
as the pressure at the error sensor location. The acoustic
velocity in a one-dimensional enclosure can be obtained us-
ing a particle velocity sensor, such as a laser vibrometer or
velocity microphone, or using a two-microphone technique
which is typically used to measure the acoustic intensity. In
this section, the energy density control algorithm is imple-
mented in a one-dimensional enclosure, using the two-
microphone technique, and its performance is evaluated.

It is generally assumed that two highly phase-matched
microphones are required to obtain energy quantities when a
two-microphone technique is used. However, it has been

shown in previous research4,5 that low cost microphones of-
fered by some manufacturers are sufficiently stable so that
two reasonably well phase-matched microphones can be
found without too much difficulty. Also, it should be men-
tioned that since the control system will be sensitive to all
modes associated with the field in the enclosure, small mea-
surement errors caused by the phase mismatch of the micro-
phones are tolerable to maintain the performance desired. To
conduct the analysis here, it is assumed that the magnitude
and phase responses of two pressure microphones are exactly
matched.

When the two sensor approach is used, the pressure and
velocity in a one-dimensional enclosure are estimated using
the equations, given by

êp~k!5
ep1~k!1ep2~k!

2
, ~27!

FIG. 9. Impulse responses of the optimal control filters~xp50.2, xc50.8,
xe50.7!.

FIG. 10. Global measure of noise fields before and after the controller is
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50.2, xc50.8, xe50.3!.
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êv~k!52
1

r
JH E

t

ep2~ t !2ep1~ t !

Dx
dtJ , ~28!

where ep1(k) and ep2(k) are the pressure measurements
from two closely spaced microphones,Dx is the spacing
between them, andJ$.% denotes the continuous-to-discrete
time transformation. The integration can be done using an
analog integrator. However, more reliable and accurate re-
sults can be obtained by using a digital integrator. There are
several possible ways of designing the digital integrators. An
example of designing the digital integrator can be found in
Ref. 13. Using the digital integrator, the velocity estimate
can be expressed in a simple recursive form:

êv~k!5êv~k21!1a@ep2~k!2ep1~k!#exp~21/f s!,
~29!

where a521/(rDx fs) and f s denotes the sampling fre-
quency.

Figure 13 shows the schematic diagram of the energy

density control system being implemented using the two-
sensor technique. Outputs of two pressure sensors are used to
estimate the acoustic pressure and velocity at the position.
The estimated signals are applied to the control filter. The
control filter is optimized based on the error estimates and
the filtered reference inputs. To compute the filtered refer-
ence inputs, denoted byr̂ p(k), and r̂ v(k) in Fig. 13, the
control path between the controller output and error esti-
mates are copied to the control algorithm. In this case the
control path comprises the error estimation process including
the digital integrator.

Using the pressure and velocity error estimates, the
weight vector of the optimal controller minimizing the en-
ergy density is expressed as

ŵ0,ED52@R̂p~k!1~rc!2R̂v~k!#21

3@P̂p~k!1~rc!2P̂v~k!#, ~30!

FIG. 11. Impulse responses of the optimal control filters~xp50.2, xc50.8,
xe50.3!.

FIG. 12. Impulse responses of the control filter optimized with error sensor
locations varying from 0.25 to 0.75:~a! energy density control,~b! squared
pressure control~xp50.2, xc50.8!.

FIG. 13. Schematic diagram of the energy density control system implemented using two pressure microphones.
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whereR̂p(k), R̂v(k), P̂p(k), and P̂v(k) are the autocorrela-
tion matrices and cross correlation matrices estimated using
r̂ p(k), r̂ v(k).

Simulations were conducted for the casexp50, xc51.0,
and xe50.7 to evaluate the performance of the two-sensor
implementation. Two pressure microphones were spaced a
distance of 5.0 cm~0.009 in the normalized scale!. Figure
14~a! and ~b! shows the averaged PSD and the impulse re-
sponse. For comparison purposes, the results obtained by
using the energy density control system employing the ideal
velocity signal are reproduced in Fig. 14. There are several
discrepancies in the results. However, overall it can be seen
that the two-sensor approach yields performance which is
comparable to that of the ideal energy density control. Based
on these results, it can be concluded that the energy density
control can be implemented using a two sensor technique
without significant degradation in the performance of the
original algorithm.

V. CONCLUSIONS

In this paper the performance of the energy density con-
trol method for global attenuation of broadband noise in a
one-dimensional enclosure was evaluated. Numerical results
were presented to compare the global attenuation achieved
by minimizing the energy density with the attenuation
achieved by minimizing the squared pressure or the potential
energy. Optimal control filters were designed in the time
domain to yield solutions that are causal in the time domain.

Numerical results have indicated that greater global con-
trol of the sound field can be achieved by minimizing the
energy density, rather than the squared pressure. It has also
been shown that minimizing energy density at a single loca-
tion in a one-dimensional enclosure produces the global con-
trol that one would achieve by minimizing the potential en-
ergy. Another significant advantage of energy density control
is that, unlike the case of minimizing the squared pressure,
this control method does not demonstrate any dependence on
the error sensor location. Thus, by controlling the energy
density, one can overcome the limitations of the possible
locations for the error sensors which exist in practical situa-
tions.

A two microphone implementation of the energy-based
control algorithm was presented. Simulation results indicate
that the energy density control can be implemented using the
two-sensor technique with a tolerable margin of performance
degradation.
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A one-parameter model (j) for stop-and-go noise is developed. The physics of the phenomenon is
based on the idea of thelinear density of radiated energy. The methodology ofj determination has
been worked out and illustrated. The noise interaction with the surface of the ground is considered
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constant speed model of traffic noise. ©1997 Acoustical Society of America.
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INTRODUCTION

Noise from a restricted flow of the road traffic stream
has been studied by many authors.1–7 The most complete
summary of the previous results can be found in the report
by Bowlby et al.3 Our approach is based on the new concept
of radiation energy density. Like the others, we make use of
the time-average sound level,LAT , and calculate an adjust-
ment to the noise coming from the constant speed traffic
~Sec. III!. The ground effect is incorporated using an expres-
sion with one parameter that can be determined by noise
measurement~Sec. IV!. Calculating the total radiated energy
we answer the question, whether the point of stop increases
noise or not~Secs. VII, VIII!.

The model of noise generation by interrupted traffic flow
has been derived under the following assumptions:

~a! All halting vehicles that belong to the same category
are assumed to stop in the same point and operate in the
same mode.

~b! Noise emission during deceleration and acceleration
is described in terms of the radiation energy density as a
linear function of vehicles’ position. The mode of accelera-
tion is quantified by the measurable parameter,j.

Preliminary measurements of the interrupted traffic
noise indicate that the present method of noise prediction can
be used at a distance less than 200 m from the point of stop.

I. SOUND EXPOSURE LEVEL

When traffic noise consists of similar noise events,
which are produced by identical operation of vehicles be-
longing to the same category~e.g., automobiles!, then

LAT5LAE110 log$N•t0 /T%, ~1!

where t051 s, andN expresses the number of noise events
during the time periodT. The sound exposure level,LAE ,
characterizes the single noise event,

LAE510 log$E/p0
2t0%, ~2!

wherep05231025 Pa. The sound exposure,E, can be cal-
culated by the integration of the A-weighted squared sound
pressure,

E5E
2`

`

pA
2~ t !dt. ~3!

In this study we consider a one-way road, which is composed
of two cruise segments, where a vehicle is moving with con-
stant speedV0 ~Fig. 1!. The deceleration and acceleration
segments are joined by the point of stop, i.e., starting point,
x50. All halting vehicles are assumed to operate in the same
way. From x52` to x52 l 1 they move with the cruise
speed,V0. Then, atx52 l 1 the deceleration begins. Next, at
x50 they start the acceleration, which finally, at the point
x5 l 2, converts again into the cruise speed. If a fraction of
vehicles,k•N (0<k<1), cruise through the site with con-
stant speed,V0 and the rest of vehicles, (12k)•N, are
stopped, then the time-average sound level,LAT , of the in-
terrupted traffic is given by

LAT5L̃AT1DLAT , ~4!

where

L̃AT5L̃AE110 log$N•t0 /T% ~5!

expresses the cruise time-average sound level for constant
speed traffic, i.e., as if there is no stopped traffic at all~see
Sec. III!. The cruise sound exposure level is given by

L̃AE510 log$Ẽ/p0
2t0%, ~6!

and the correction term~see Sec. VI!,

DLAT510 log$k1~12k!~E/Ẽ!%, ~7!

tells us how much the time-average sound level of the con-
stant speed traffic,L̃AT , is affected by the stop-and-go mo-
tion of (12k)•N vehicles. Note, that fork51 ~green light
all the time! we getDLAT50. The sound exposures,E and
Ẽ express the noise contribution of a single vehicle:E for the
stop-and-go mode of motion andẼ for the cruising condi-
tions. Far away from the stop point we haveEA→ẼA ~seea!On leave from the Institute of Acoustics, UAM, Poznan˜, Poland.
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Sec. VII! and Eq.~7! yieldsDLAT50. To predict the value
of DLAT , both sound exposures,E andẼ, have to be known.
However, according to definition~3!, the time history of the
A-weighted squared sound pressure,pA

2(t), is needed to
computeE.

II. GROUND EFFECT

Above a plain surface of the ground, without buildings
or any other intervening structures, the geometrical spread-
ing of noise is affected by

~i! ground effect,
~ii ! scattering due to atmospheric turbulence,
~iii ! air absorption, and
~iv! refraction.

Close to the source, within 200 m, the ground effect is the
most important factor. When the road is horizontal and the
receivers height,H0, is small compared to the perpendicular
distanceD ~Fig. 2!, the A-weighted squared sound pressure
of the nondirectional point source is

pA
2'

PA•rc

4pd2
GA~d!, ~8!

wherePA denotes the A-weighted power,rc expresses the
characteristic impedance of air, and

d5@~x2x0!
21D2#1/2, ~9!

is the horizontal distance between the source,S(x,0), and
receiverO(x0 ,D) ~Fig. 3!. Making use of the definition of
the A-weighted sound-pressure level, we obtain the attenua-
tion in excess of geometrical spreading@Eq. ~8!#,

DLA510 logGA~d!. ~10!

Here,DLA can be seen as the measure of the ground influ-
ence on noise produced by the point source. The exact solu-
tion to that problem is known as the Weyl–Van der Pol
formula.8 Its far field approximation yields

DLA→220 log$d/d0%, for d→`, ~11!

whered051 m. Unfortunately, the near-field approximation
of the Weyl–Van der Pol solution (d→0) is useless in the
case under consideration, because the vehicle on a road can-
not be considered as an infinitely small point source. In field
measurements ofDLA close to the vehicle performed by
Yamamoto and Yamashita9 it was found that

DLA→3 dB, for d→0. ~12!

Both ‘‘boundary conditions’’@Eqs. ~11! and ~12!# are met
when the excess attenuation is approximated by

DLA53210 log$11d2/dg
2%, ~13!

where dg denotes thecritical distance. Figure 4 shows
DLA for the point source as a function of the horizontal
distance,d, for different values of the critical distance,dg .
Note, that withdg51000 m, instead of attenuation we get
the noise increase:DLA'3dB. The increase results from al-
most perfect reflection from the ‘‘hard ground’’ such as as-
phalt or concrete pavement. Fordg5140 m anddg520 m
we obtain 3 and 6 dB decrease of excess attenuation per
doubling of the distance, respectively.~Considering a road as
the line source, we will obtain different characteristics of
noise attenuation—see Sec. III!. In this paper the critical dis-
tance,dg , is estimated by the matching of the measured

FIG. 1. A road consisting of the deceleration segment (2 l 1 ,0), acceleration
segment (0,l 2), and two cruise segments, (2`,2 l 2), (l 1 ,`).

FIG. 2. A horizontal road at the perpendicular distanceD from the receiver
O(x0 ,D).

FIG. 3. Horizontal distance,d, between the vehicleS and the receiverO.

FIG. 4. Excess attenuationDLA @Eq. ~13!# for the critical distances
dg520,140, and 1000 m, with 6, 3, and 0 dB decrease per doubling of the
distance.~Noise is generated by a point source.!
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values with the parametrized theoretical predictions~see Sec.
IV !.

Using Eqs. ~8! and ~13! it then follows that the
A-weighted squared sound pressure above the ground sur-
face is

pA
25

PA•rc

4pd2
•

2

11d2/dg
2 . ~14!

When a vehicle is cruising, the variations ofpA
2(t) are caused

only by the changes of the horizontal distanced @Eq. ~9!,
Fig. 3#. In the case of stop-and-go motion, not only the dis-
tance,d, but the A-weighted power,PA , vary with time.
Thus the noise contribution coming from the road segment
(x1 ,x2) can be calculated from the integral@Eqs. ~3! and
~14!#,

E~x1 ,x2!5
rc

2pEx1
x2 PA•dx

d2•V•@11~d/dg!
2#
, ~15!

whereV@m/s# is the vehicle’s speed at the pointx. Changing
the variable of integration~Fig. 5!,

x5x01D•tanF, ~16!

we get@Eqs.~9! and ~15!#,

E~x1 ,x2!5
rc

2pDEF1

F2 PA•dF

V•@11~D/dg cosF!2#
. ~17!

Now we consider two types of vehicle motion: constant
speed and stop-and-go.

III. CONSTANT SPEED NOISE

Constant speed motion means that a vehicle is cruising
with steady speedV0 from x52` to x51`, without stop-
ping at x50 ~green light!. Under such conditions the
A-weighted power,PA(V0), remains constant, so we can re-
write the integral~17! in the form

Ẽ5Eo•F̃~2p/2,p/2!. ~18!

Here

Eo5
PA~V0!•rc

4V0D
, ~19!

expresses the cruise sound exposure in open space~far above
the ground surface!, and the factor

F̃~2p/2,p/2!52F12
D

AD21dg
2G , ~20!

determines the excess attenuation in terms of the sound ex-
posure. Making use of the definition~2!, we get the cruise
sound exposure level,

L̃AE5LWA~V0!110 logH d0
2

2DV0t0
F12

D

AD21dg
2G J ,

~21!

whereLWA(V0) is the cruise A-weighted power level. The
results of many noise measurements show that

LWA5a1m log~V0•t0 /d0!. ~22!

For example, small vehicles and large vehicles on Japanese
roads are described bya1576.2,m1520 and a2582.6,
m2520.10 Now we show how to use Eq.~21! for LWA and
dg determination.

IV. LWA AND dg DETERMINATION

A. Method I

From Eq.~21! we obtain a theoretical prediction of the
cruise sound exposure level for two distances,D0 and
2D0:

LAE~D0!5LWA110 logH d0
2

2D0V0•t0
F12

D0

AD0
21dg

2G J , ~23!

LAE~2D0!5LWA110 logH d0
2

4D0V0•t0
F12

2D0

A4D0
21dg

2G J .
~24!

To estimate the critical distance,dg , we perform simulta-
neous measurements ofL̃AE(D0) and L̃AE(2D0), and rear-
range Eqs.~23!, ~24! into the transcendental equation:

M ~D0 /dg!5L̃AE~D0!2L̃AE~2D0!23dB. ~25!

The function

M S D0

dg
D 510 logH 12

D0 /dg
A11~D0 /dg!

2 J
210 logH 12

2D0 /dg
A114~D0 /dg!

2 J ~26!

is plotted in Fig. 6. Field measurements provide the right-
hand side~rhs! of Eq. ~25!. Thus numerical value of the ratio

FIG. 5. Noise reaches the receiver,O, when the vehicle,S, moves between
F1(x1) andF2(x2).

FIG. 6. Dependence ofM @Eq. ~26!# upon the relative distance,D0 /dg .
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D0 /dg , can be obtained from Fig. 6 by entering the abscissa
with appropriate value of rhs. Finally, for a given distance
D0 between the microphone and the line of motion, one can
calculate the critical distance,dg . If the valuedg is known,
LWA can be found either from Eq.~23! or Eq. ~24!.

B. Experiment no. 1

Two simultaneous measurements ofL̃AE , at two dis-
tancesD057.5 m and 2D0515 m, have been carried out.
The microphones were at heightsH051.2 m above the very
soft ground and 43 automobiles~typical of European roads!
have taken part in the experiment. The cruise of each vehicle
was repeated five times. The vehicles were moving with
steady speedV0'15.3 m/s. The average values of
L̃AE(D0) and L̃AE(2D0) for 215 measurements are

L̃AE~7.5!575.4 dB, L̃AE~15!571.4 dB,

so rhs of Eq.~25! equals 1.0 dB. From Fig. 6 it is seen that
it corresponds to the ratioD0 /dg50.5. Because the first mi-
crophone was at the distanceD057.5 m from the line of
vehicle’s motion, thereforedg515 m.

Substitution of LAE(7.5)575.4 dB, D057.5 m, V0

515.3 m/s, anddg515 m into Eq. ~23! yields the cruise
A-weighted power level:LWA5101.6 dB.

C. Method II

Now we show how to determineLWA anddg from mea-
surements of the cruise time-average sound level,L̃AT , at
two distances,D0 and 2D0. AssumingD expresses the dis-
tance from the center line of the road, we adopt Eqs.~1!, ~2!,
~18!, ~19!, ~20! for the i th category of vehicles,

L̃AT
~ i ! 5L̃AE

~ i ! 110 log$Ni•t0 /T%, ~27!

where

L̃AE
~ i ! 510 logH PA

~ i !
•rc

2DV0t0•p0
2 F12

D

AD21dg
2G J . ~28!

The logarithmic combination ofL̃AT
( i )

L̃AT510 logH( 10L̃AT
~ i ! /10J , ~29!

gives the cruise time-average sound level of the noise com-
ing from all vehicles, which pass by the site during the time
periodT. For two categories of vehicles we arrive at

L̃AT510 logHN1

PA
~1!

P0
1N2

PA
~2!

P0
J

110 logH d0
2

2DV0T
F12

D0

AD21dg
2G J , ~30!

whereP0510212 W, andd051 m. Making use of the simul-
taneous measurements,L̃AT(D0) and L̃AT(2D0), we obtain
again Eq.~25!. Its solution~see experiment no. 1! yields the
critical distancedg . The question of how to findPA

(1) and
PA
(2) , and finally, the A-weighted power levels,LWA

(1) and
LWA
(2) arises. To solve this problem, an additional measure-

ment is required of the cruise time-average sound level,
L̃AT8 for flows N18 andN28 for the two categories of vehicle.
Suppose that the results of measurements,L̃AT(D0) and
L̃AT8 (D0), are already known. In view of Eq.~30! we obtain
the system of two linear equations with two unknowns,
PA
(1) andPA

(2)

N1PA
~1!1N2PA

~2!5P0•10
[ L̃AT2dLAT]/10,

~31!
N18PA

~1!1N28PA
~2!5P0•10

[ L̃AT8 2dLAT]/10,

where the numerical value of

dLAT510 logH d0
2D0V0T

F12
D0

AD0
21dg

2G J ~32!

is given. For example, measuring the 1-h average sound level
(T53600 s) of noise generated by constant speed traffic
(V0515.3 m/s with a soft ground (dg515 m), for
D057.5 m we obtain:dLAT5262 dB.

Now, assuming that the numbers of passing vehicles
during the time period T are available, (N1 , N2 ,
N18 , N28), as well as the results of measurements (L̃AT ,
L̃AT8 ), Eq. ~31! yield the A-weighted powers,PA

(1) PA
(2) . Fi-

nally, the A-weighted power levels,LWA
(1) and LWA

(2) can be
calculated. To decrease the error ofLWA determination, the
number of passing vehicles,N, must be equal a few hundreds
or more.

We will now make some comments on the ground at-
tenuation. Field measurements indicate that on a ‘‘hard
ground’’ ~asphalt, concrete, etc.!, the time-average level of
traffic noise,L̃AT , decreases at a rate of 3 dB per doubling of
the distance from the road center line.11 To get such decrease
within the range, 100,D,200 m, we have to set a very
large critical distance, e.g.,dg'1000 m@Eq. ~30!, Fig. 6#. To
obtain 4.5 dB decrease per doubling of the distance~within
the same distance range! which characterizes a ‘‘soft
ground,’’ we have to usedg5140 m.~Such a ground is suit-
able for the growth of any vegetation, e.g., grass.! The criti-
cal distancedg515 m may be ascribed to a ‘‘very soft
ground,’’ which yields 6 dB decrease of the time-average
sound level per doubling of the distance.

We now return to Eq.~4!, which plays a key role in this
paper. At this point we have found a method for calculating
the cruise time-average sound level,L̃AT @Eqs. ~21!, ~27!,
and ~29!#. In the following section we will show how to
calculate the correction term,DLAT @Eq. ~7!#.

V. STOP AND GO NOISE

A. Cruise

To determine the correctionDLAT @Eq. ~4!# caused by
the interruption of continuous flow of vehicles, we start with
the sound exposure,E, for the stop-and-go mode of motion.
According to Fig.1, a vehicle moves with the cruise speed,
V0, along two road segments: (2`,2 l 1) and (l 2 ,`). At
x52 l 1 the deceleration begins. After the halt atx50, the
vehicle accelerates and achieves again the cruise velocity
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V0 at the pointx5 l 2. Thus the sound exposure of the stop-
and-go motion, calculated for the receiverO(x0 ,D), can be
broken down into five parts

E~x0 ,D !5E~2`,2 l 1!1E~2 l 1 ,0!1E~0,0!1E~0,l 2!

1E~ l 2 ,`!. ~33!

We assume the idle noise, which is produced during the halt
at x50, can be neglected,

E~0,0!!E~2`,2 l 1!1E~2 l 1 ,0!1E~0,l 2!1E~ l 2 ,`!.
~34!

Introducing the angles as in Fig. 7 we obtain the accounts of
noise coming from both cruise segments of the road@Eq.
~17!#,

E~2`,2 l 1!5Eo•F~2p/2,2a!,
~35!

E~ l 2 ,`!5Eo•F~b,p/2!,

whereEo is the cruise sound exposure for an open space@Eq.
~19!#, and

F~2p/2,2a!512
2

p
arctan

l 11x0
D

2
D

AD21dg
2

3F12
2

p
arctan

l 11x0

AD21dg
2G ,

~36!

F~b,p/2!512
2

p
arctan

l 22x0
D

2
D

AD21dg
2

3F12
2

p
arctan

l 22x0

AD21dg
2G .

We are now prepared to discuss the process of noise genera-
tion during the deceleration and acceleration.

B. Deceleration

The model of the constant speed noise is relatively
simple, because the A-weighted power,PA , and the cruise
velocity,V0, remain constant. Therefore the ratio@Eqs.~18!,
~19!#,

S05
PA~V0!

V0
~37!

remains unchanged. Note, that the unit is in joules~unit of
energy! per meter~unit of length!. However, the length can-
not be attributed to the point source, which has no geometri-
cal dimensions at all. ThusS0 describes the road, i.e., the
straight line which radiates sound energy, while a point
source moves along with the constant velocityV0. The unit
@joule/meter# justifies the name ofS0: density of radiated
energy. Now we can say that the cruise mode emission of
noise is characterized by the uniform density of radiated en-
ergy, which is independent of the vehicle’s position,x. Dur-
ing deceleration, both the A-weighted power and the velocity
change along the road segment (2 l 1 ,0). Therefore we have
to introduceS as a function of the vehicle’s location,x,

S1~x!5
PA~x!

V~x!
. ~38!

The distribution of the radiated energy need not be uniform.
What do we know about the functionS1(x)? The beginning
of deceleration,x52 l 1, belongs to the cruise segment
(2`,2 l 1), therefore@Eqs.~37!, ~38!#,

S1~2 l 1!5S0 . ~39!

Later, both speed and the A-weighted power tends to zero:
V(x)→0 and PA(x)→0. This effect is caused by two
mechanisms: The decrease of propulsion noise due to re-
duced engine speed and a decrease in tire noise due to a
reduction in the vehicle’s speed. Although, the A-weighted
power is not exactly equal to zero~idle! at the point of stop,
x50, we assume,

S1~0!'0. ~40!

Because we do not know anything about the function
PA(x), we cannot directly infer the explicit form ofS1(x)
between the pointsx52 l 1 and x50. Therefore, a simple
approximation suffices: letS1(x) decrease linearly fromS0
to 0 @Eqs.~39!, ~40!#,

S1~x!52S0•x/ l 1 , 2 l 1,x,0. ~41!

In due course, the consequences of this assumption will ap-
pear~Figs. 12–18!, so we will be able to assess its correct-
ness.

By applying Eqs.~16!, ~17!, ~41! the sound exposure of
deceleration can be computed from,

E~2 l 1 ,0!5Eo•F~2a,g!, ~42!

whereEo is defined by Eq.~19! and the integral~Fig. 7!

F~2a,g!52
2

p l 1
E

2a

g x01D•tanF

11~D/dg cosF!2
dF, ~43!

represents the result of deceleration and the ground effect.
After some calculation one can show,

FIG. 7. Angles (2a,g) and (g,b) determine the location of the decelera-
tion and acceleration segments.
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F~2a,g!5
2x0
p l 1

H arctanx0D 2arctan
x01 l 1
D

1
D

AD21dg
2

3Farctan l 11x0

AD21dg
2

2arctan
x0

AD21dg
2G J

2
D

p l 1
lnH ~ l 12x0!

21D21dg
2

x0
21D21dg

2

•

x0
21D2

~ l 11x0!
21D2 J . ~44!

C. Acceleration

During acceleration, which occurs along the road seg-
ment (0,l 2), the density of radiated energy need not be uni-
form. Therefore we write,

S2~x!5
PA~x!

V~x!
. ~45!

At x5 l 2 ~Fig. 1!, the acceleration mode reverts back to
cruise mode, hence@Eqs.~37!, ~45!#,

S2~ l 2!5S0 .

Usually, at the starting point,x50, a rapid increase in engine
speed makes the A-weighted power,PA(0), relatively
large.12 Due to the relatively small velocityV(0), we can
expect,

S2~0!.S0 . ~46!

Similar to the case of deceleration, assume a linear change of
S2,

S2~x!5S0•@11j•~12x/ l 2!#, 0,x, l 2 . ~47!

The length l 2 is a function of j. Its explicit form is not
important for further analysis of the problem under consid-
eration.

Condition ~46! is met when the parameter of accelera-
tion j is positive. However, we cannot exclude the ‘‘careful’’
mode of acceleration. During a slow increase in engine speed
we could expectS2(0),S0. This agrees with Eq.~47! when
the parameter of acceleration,j, is negative. Figure 8 shows
the plot of S2(x) for careful (21<j<1), normal
(1,j,2), and aggressive (j>2) acceleration. In most fa-

vorable conditions,j521, the density of radiated energy,
S2(x), grows linearly from zero~at x50) to S0(at x5 l 2).

Like the cruise A-weighted power level,L̃WA(V0), and
the critical distance,dg , the parameter of acceleration,j,
will be adjusted empirically.

Next we find a formula for the sound exposure of the
acceleration part of the stop-and-go motion. By applying
Eqs.~16!, ~17!, ~47! we arrive at

EA~0,l 2!5Eo•F~g,b!, ~48!

whereE0 @Eq. ~19!# quantifies the cruise noise in open space
and ~Fig. 7!,

F~g,b!5
2

pEg

b11j•~ l 22x02D•tanF!/ l 2
11~D/dg cosF!2

dF ~49!

takes account of the vehicle’s acceleration and ground effect.
After some calculation we get

F~g,b!5F1~g,b!1j•F2~g,b!, ~50!

where

F15
2

p H arctan l 22x0
D

1arctan
x0
D

2
D

AD21dg
2

3Farctan l 22x0

AD21dg
2

1arctan
x0

AD21dg
2G J , ~51!

F25S 12
x0
l 2

DF11
D

p l 2

3 lnH ~ l 22x0!
21D21dg

2

x0
21D21dg

2 •

x0
21D2

~ l 22x0!
21D2 J . ~52!

Note that on the extremely soft ground (dg→0) we get
F1→0 and F2→0: no noise reaches the receiver. If the
ground is very hard (dg→`), then Eqs.~51!, ~52! simplify
to the form,

F15
2

p H arctanl 22x0
D

1arctan
x0
D J , ~53!

F25
2

p S 12
x0
l 2

D H arctanl 22x0
D

1arctan
x0
D J

1
D

p l 2
lnH x0

21D2

~ l 22x0!
21D2 J . ~54!

VI. DETERMINATION OF j

A. Method I

We assume thatLAE* (0,l 2) is a measure of the accelerat-
ing noise for the receiver exactly opposite to the starting
point, x5x050 ~Fig. 9!. By virtue of Eqs.~2!, ~19!, ~48!,
and ~50!–~52! we obtain the formula forLAE* ,

LAE* ~0,l 2!5LWA~V0!110 logH d0
2

4DV0•t0
@F11j•F2#J ,

~55!

where

FIG. 8. The density of radiated energy,S2(x) @Eq. ~47!#, for careful
(21<j<1), normal (1,j,2), and aggressive (j>2) acceleration.
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F1~0,D,l 2!5
2

p H arctanl 2D 2
D

AD21dg
2
arctan

l 2

AD21dg
2 J ,

~56!

F2~0,D,l 2!5F1~0,D,l 2!1
D

p l 2
lnH l 221D21dg

2

D21dg
2 •

D2

l 2
21D2 J .

~57!

Assuming thatLAE* is the measurement output, we are able to
determine the parameter of acceleration,

j5
4DV0•t0

d0
2
•F2~0,D,l 2!

•10[LAE* 2LWA]/102
F1~0,D,l 2!

F2~0,D,l 2!
, ~58!

whered051 m, t051 s.

B. Experiment no. 2

At the same site as in experiment no. 1, the same 43
automobiles were used forj determination. Each of them
started from the pointx50, opposite to the microphone,
which wasD57.5 m away from the line of motion, and
H051.2 m above a very soft ground (dg515 m). The ac-
celeration distance wasl 2590 m, i.e., at the positionx590
the vehicle achieved the cruise velocityV0515.3 m/s. Mea-
surements ofLAE* were repeated five times. The average of
215 measurements is:LAE* 575.9 dB.

Putting the values ofD57.5 m, l 2590 m, and
dg515 m into Eqs. ~56!, ~57! we get, F150.55 and
F250.51. Because the A-weighted power level~with
V0515.3 m/s) equalsLWA5101.6 dB~see experiment no.
1!, thus Eq.~58! yields the positive acceleration parameter:
j51.3.

C. Method II

Method I requires special conditions: The sound expo-
sure level,LAE* has to be measured while the single vehicle
accelerates. To be more realistic, imagine that we measure
the time-average sound level,LAT* , of noise which comes
from many vehicles of the same category. Whenk•N ve-
hicles drive freely through the site, and (12k)•N vehicles
are stopped at the red light~during the time of measurement
T), then@Eqs.~4!–~7!#,

LAT* 510 logH kẼ

p0
2t0

1
~12k!•E

p0
2t0

J 110 logH N•t0T J ,
~59!

whereẼ @Eq. ~18!# expresses the cruise sound exposure, and
@Eqs.~19!, ~33!–~35!, ~42!, ~48!, ~50!#,

E5EO•@F~2p/2,2a!1F~2a,g!1F1~g,b!

1jF2~g,b!1F~b,p/2!#, ~60!

is the sound exposure for the stop-and-go motion of a single
vehicle. A brief calculation yields the parameter of accelera-
tion

j5
A2B

F2~g,b!
, ~61!

where

A5
4DV0T

~12k!Nd0
2 10

[LAT2LWA~V0!]/10,

~62!

B5
k

12k
.F̃~2p/2,p/2!1F~2p/2,2a!1F1~g,b!

1F~b,p/2!.

The above expression can be used forNk>1, i.e., when at
least one vehicle undergoes the stop-and-go motion during
the time periodT.

D. Example

Assume that along both cruise segments vehicles are
moving with the average speedV0515.3 m/s. In such a
case, the A-weighted power level equalsLWA5101.6 dB
~see experiment no. 1!. Now supposeLAT* is measured at the
perpendicular distance from the road center,D550 m, at the
point x05 l 2/2 m away from the starting point,x50. As-
suming l 15 l 2590 m, and the grassy ground with
dg5140 m, we get@Eqs.~20!, ~36!, ~44!, ~51!, ~52!#:

F̃~2p/2,p/2!5133, F~2p/2,2a!50.047,

F~b,p/2!50.26, F~2a,g!50.072,

F1~g,b!50.81, F2~g,b!50.41.

Substitution of the above values into Eqs.~61!, ~62! yields,

j54.7•
T

~12k!•N•t0
•10[LAT* 270]/1023.2•

k

12k
22.9,

~63!

wheret051 s.LAT* is the measured time-average sound level
for T@s#, so the ratio (N•t0 /T) expresses traffic flow during
the measurement, and 0<k,1 denotes the fraction of ve-
hicles which moves freely without stopping.

VII. DOES THE POINT OF STOP INCREASE NOISE?

A. Total radiated energy

The change in total energy output for a flow restriction
may be an important parameter when comparing overall ef-
fects of different traffic control schemes. Figure 10 depicts
an example ofS(x) variations along the road, while a vehicle
decelerates from the cruise velocity,V(2 l 1)5V0, to the
zero velocity,V(0)50, and then accelerates back to the

FIG. 9. Scenario ofj measurements: the receiverO(x050) opposite the
point of start (x50).

366 366J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 P. Kokowski and R. Makarewicz: Interrupted traffic noise



cruise velocity,V( l 2)5V0. It is rather a crude simplification,
so the final conclusions of this and the next sections have to
be seen as the first approximation of reality.

Under the definition Eq.~37!, the density of radiated
energy,S(x), expresses the amount of energy per unit length
of the road. Therefore the integral,

e5E
2 l1

l2
S~x!dx ~64!

gives the total energy radiated by the road segment
(2 l 1 ,l 2). During a red light, the acceleration follows the
deceleration, thus the total energy equals@Eqs. ~41!, ~47!,
~64!#,

e5S0•F l 12 1 l 21j
l 2
2 G . ~65!

The numerical value ofe is represented by the shaded
area in Fig. 10. When the vehicle cruises freely through the
site~green light!, then the total energy emitted from the same
segment (2 l 1 ,l 2) is represented by the area of the rectangle
~Fig. 11!,

ẽ5e0•@ l 11 l 2#. ~66!

If the area ofe ~Fig. 10! exceeds the area ofẽ ~Fig. 11!, we
could say that the vehicle’s stop increases the noise,e.ẽ. In
view of Eqs.~65!, ~66! we obtain the following condition of
the noise increase for a single passage:

j
l 2
l 1

.1. ~67!

In general, the distancesl 1 and l 2 depend upon the cruise
velocity V0, i.e., the initial velocity at the onset of decelera-
tion and the final velocity following acceleration. If the value
V0 is relatively low, then we can writel 1' l 2. Thus the de-
crease or increase of noise depends mainly upon the param-

eter of acceleration,j. For the normal (1,j,2) and ag-
gressive acceleration (j>2), the noise of stop-and-go
motion dominates the cruise noise, so condition~67! is met.
On the contrary, careful acceleration (21<j<1) brings
about the decrease of noise,e,ẽ,

j
l 2
l 1

,1. ~68!

The inequalities~67!, ~68! are not the only criteria of the
noise increase. More illustrative is the idea of the zone of
influence, which we introduce in the next section.

B. Zone of influence

1. Sound exposure level, L AE

Expression~7! contains the ratio of the sound exposures
for the stop-and-go motion,E, and the constant speed mo-
tion, Ẽ. Introducing the corresponding sound exposure lev-
els, we can write@Eq. ~2!#,

E/Ẽ510DLAE/10, ~69!

where the difference

FIG. 10. The density of radiated energy for the stop-and-go mode of motion
S5S(x) @Eqs.~41!, ~47!#.

FIG. 11. The density of radiated energy for the cruise mode of motion:
S5S0.

FIG. 12. Difference of the sound exposure levels,DLAE @Eq. ~72! with
dg5140 m, l 15 l 2590 m, j51.5# at the distancesD57.5 m, and
D525 m from the road.

FIG. 13. Difference of the sound exposure levels,DLAE @Eq. ~72! with
dg5140 m, l 15 l 2590 m,D57.5 m# for normal,j51.5, and aggressive,
j54.0, acceleration.
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DLAE~x0 ,D !5LAE~x0 ,D !2L̃AE~D ! ~70!

will be examined later. The expression for the cruise sound
exposure level,L̃AE , has been already derived@Eq. ~21!#.
The sound exposure level of noise which comes from the
stop-and-go motion can be calculated by the following for-
mula @Eqs.~2!, ~19!, ~50!–~52!, ~60!#,

LAE5LWA~V0!110 logH d0
2

4DV0•t0
@F~p/2,2a!

1F~2a,g!1F~g,b!1F~b,p/2!#J . ~71!

Combination of Eqs.~21!, ~70!, ~71! yields the difference
between the sound exposure levels,

DLAE~x0 ,D !510 logH F~2p/2,2a!1F~2a,g!1F~g,b!1F~b,p/2!

F̃~2p/2,p/2!
J , ~72!

where the functionsF(•••) are defined by Eqs.~20!, ~36!,
~44!, ~50!–~52!. The differenceDLAE , as the function of the
longitudinal distancex0 from the point of start (x50), is
plotted in Fig. 12. It will be noted thatDLAE is lessened
when the perpendicular distanceD is increased. Let’s exam-
ine the bahavior ofDLAE(x0) when the receiver is close to a
road,D57.5 m. In the proximity of the deceleration seg-
ment (2 l 1,0) the cruise noise,L̃AE , is higher than the de-
celeration noise:DLAE,0. Ten meters before the point of
stop (x05210) the differenceDLAE @Eq. ~72!# achieves
23.5 dB. As expected, close to the acceleration segment
(0,l 2), the cruise noise,L̃AE , is less than the acceleration
noise:DLAE.0. Its maximum appears 10 m after the start-
ing point (x05110).

The changes ofDLAE along the road are strongly corre-
lated with the variations of the density of radiated energy,
S(x) ~compare Figs. 10 and 12! and dependent upon the
parameter of acceleration,j ~Fig. 13!.

Does the quality of the ground surface significantly af-
fect the value ofDLAE? Figure 14 shows the answer: no. The
variations ofDLAE for soft ground (dg520 m) and hard
ground (dg51000 m) are almost identical. We could say,
that the influence of the stop-and-go motion on the cruise
traffic noise,DLAE , is independent of the ground covering.

Let’s agree to disregard the influence of the stop-and-go
motion on the total noise, when the absolute value ofDLAE

is less than 2 dB. Thus the points on the (x,y) plane, which
meet condition

uDLAE~x0 ,D !u52 dB ~73!

define the borders of the influence zone. Particularly, the
solution of the equation,

DLAE~x0 ,D !522 dB ~74!

determines the deceleration zone, and the equation

DLAE~x0 ,D !52 dB ~75!

determines the acceleration zone. In the former case, there is
an improvement of noise condition:DLAE,22 dB. In the
latter case, there is deterioration of noise condition:
DLAE.2 dB.

Figure 15 shows the location of both zones on a grassy
ground (dg5140 m) for normal acceleration (j51.5), while
the distances of deceleration and acceleration are equal to
each other,l 15 l 2590 m. Note that the area of the accelera-
tion zone is only ‘‘a little’’ larger than the area of the decel-
eration zone. It is in accordance with the criterion given by
Eq. ~67!: for l 15 l 2 one could say thatj51.5 is ‘‘a little’’
larger than 1.

The situation changes completely when the acceleration
is more aggressive:j54. Figure 16 shows that the area of

FIG. 14. Difference of the sound exposure levels,DLAE @Eq. ~72! with
dg5140 m,l 15 l 2590 m,D57.5 m,j51.5) for very soft,dg520 m, and
hard ground,dg51000 m.

FIG. 15. The deceleration zone,DLAE,22 dB, and the acceleration zone,
DLAE.2 dB, for normal acceleration,j51.5 @Eq. ~72! with dg5140 m,
l 15 l 2590 m#.
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the acceleration zone is about 15 times larger than the area of
the deceleration zone. Without any doubts, forj54 the stop-
and-go motion increases noise.

So far the idea of the influence zones has been founded
on the assumption that the noise is measured by the sound
exposure level,LAE . It is correct when the traffic flow is so
low that a single passages occur. Otherwise, when two, three,
or more vehicles approach the receiver at the same time, we
have to use the time-average sound level,LAT , instead of
LAE .

2. Time-average sound level, L AT

Similar to the difference of the sound exposure levels,
DLAE @Eq. ~70!#, we introduce the difference between the
time-average sound level for the interrupted traffic,LAT , and
the time-average sound level for the constant speed traffic,
L̃AT ,

DLAT5LAT~x0 ,D !2L̃AT~D !. ~76!

DLAT , as the function of the ratioE/Ẽ and the fraction of
cruising vehiclesk, is given by Eq.~7!. Making use of Eq.
~69! we obtain,

DLAT510 log$k1~12k!•10DLAE/10%. ~77!

If during the time periodT all vehicles halt (k50) at the
point of stop (x50), then the difference of the time-average
sound levels is the same as the difference of the sound ex-
posure levels@Eq. ~77!#,

DLAT~x0 ,D ![DLAE~x0 ,D !. ~78!

This is true when the traffic flow is so low that no congestion
takes place.

Under such condition, all conclusions regarding the ef-
fects of perpendicular distance,D ~Fig. 12!, mode of accel-
eration,j ~Fig. 13!, and ground covering,dg ~Fig. 14!, are
valid now, when we use the time-average sound level,
LAT . In particular, for all stopping vehicles (k50), Figs. 15,
16 show the deceleration zone and the acceleration zone
which borders are defined byuDLATu52 dB.

Now assuming that during the time intervalT,k•N ve-
hicles cruise through the site, the increase ofk makes the

variations ofDLAT(x0) more smooth. It is seen at Fig. 17:
for a low number of cruising vehicles (k50.2), the constant
speed noise (L̃AT) is strongly affected by the vehicles stop-
ping atx50. The curveDLAT(x0) indicates a dip of about 2
dB (x0'230) and a maximum, which exceeds 4
dB (x0'20). For a larger number of cruising vehicles
(k50.8), the dip is no longer noticeable and the maximum
falls down below 2 dB. The conclusion is that fork.0.8, the
effect of traffic interruption can be neglected, and no correc-
tions to the constant speed model~Sec. III! are needed.

Now let’s find the zones of influence for any percentage
of cruising vehicles (0,k,1). Making use of the difference
of the time-average sound levels@Eq. ~76!# we introduce the
definition of the influence zone border:

uDLAT~x0 ,D !u52 dB. ~79!

Proceeding along the lines analogous to those above@see
Eqs.~73!–~75!# we obtain the deceleration zone and the ac-
celeration zone in terms of the time-average sound level.
Figure 18 shows the borders of both zones, which were cal-
culated for k50.2 with dg5140 m, l 15 l 2590 m, and
j54. The same parameters have been used to determine the
zones of influence shown in Fig. 16, whereDLAT may be
replaced byDLAE . However, fork50 ~no cruising vehicles!
identity ~78! holds, so Figs. 16 and 18 can be used for deter-

FIG. 16. The deceleration zone,DLAE,22 dB, and the acceleration zone,
DLAE.2 dB, for aggressive acceleration,j54.0 @Eq. ~72! with
dg5140 m, l 15 l 2590 m#.

FIG. 17. Difference of the time-average sound levels,DLAT @Eq. ~77! with
dg5140 m, l 15 l 2590 m, j54.0,D57.5 m# for a low (k50.2) and high
(k50.8) content of cruising vehicles.

FIG. 18. The deceleration zone,DLAE,22 dB, and the acceleration zone,
DLAE.2 dB, for a low content of cruising vehicles,k50.2 @Eqs.~72!, ~77!
with dg5140 m, l 15 l 2590 m, j54.0#.
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mining the dependency of the content of cruising vehicles
(k) on the area of the influence zones. The increase of cruis-
ing vehicles decreases the area of the acceleration zone. The
decrease of the deceleration zone area is less distinct.

When the area of the acceleration zone is larger than the
area of the deceleration zone, the stop-and-go behavior of
(12k)•N vehicles deteriorates the noise condition. Using
the concept of the total radiated energy, those vehicles pro-
duce energy@Eq. ~65!#,

en5~12k!•N•S0•F l 12 1 l 21j
l 2
2 G . ~80!

The contribution of cruising vehicles is@Eq. ~66!#,

ẽn5k•N•S0•@ l 11 l 2#. ~81!

Thus the traffic interruption increases the total noise energy
when the following inequality is fulfilled:

en1ẽn.N•S0•@ l 11 l 2#. ~82!

The right-hand side expresses the total radiated energy under
the assumption that all vehicles are cruising. Surprisingly,
solution to this inequality appears again to be expression
~67!. Thus using either the sound exposure level,LAE , or the
time-average sound level,LAT , we arrive at the conclusion:
the total increase of noise is related to the kinematics of the
stop-and-go motion (l 1 ,l 2) and its dynamics (j). Remember
that deceleration distance,l 1, is a function of the initial ve-
locity, V0, and acceleration distance,l 2, is related to the
same ultimate velocity,V0.

VIII. SUMMARY

The noise coming from constant speed traffic can be
assesed by the cruise time average of sound level,L̃AT @Eq.
~29!#, where the contribution of the vehicles belonging to the
i th category is@Eqs.~5!, ~21!#,

LAT
~ i ! 5LWA

~ i ! ~V0!110 logH Ni•d0
2

2DV0T
F12

D

AD21dg
2G J ,

D,200 m. ~83!

The A-weighted power level,LWA, is determined by the
cruise velocity,V0 @Eq. ~22!#. The quantityN expresses the
number of vehicles, which pass the receiver during the time
periodT. The definition of the perpendicular distance from
the road center is given in Fig. 2. Settingdg520, 140, and
1000 m, we get attenuation which is typical for the ‘‘very
soft ground’’ with 6 dB per doubling of the distance, the
‘‘soft ground’’ with 4.5 dB per doubling of the distance, and
the ‘‘hard ground’’ with geometrical divergence of 3 dB per
doubling of the distance, whileD,200 m.

When constant speed traffic is disturbed by a point of
stop ~Fig. 1!, then the cruise time-average sound level,
L̃AT , has to be adjusted@Eqs.~4!, ~7!#. The correction term,
DLAT @Eq. ~77!#, contains the percentage of the cruising ve-

hicles, k, and the difference of sound exposure levels,
DLAE @Eqs.~20!, ~36!, ~44!, ~50!–~52!, ~71!#. The latter ac-
counts for the stop-and-go noise of a single vehicle.

The generation of that type of noise was discussed with
the concept of the density of radiated energy,S @Eqs. ~37!,
~38!, ~45!#. Because the scarcity of data regarding the pro-
cess of noise generation during the stop-and-go motion, we
were forced to make simplified assumptions:S(x) varies lin-
early with the location of source,x, during the deceleration
@Eq. ~41!, Fig. 10# and acceleration@Eq. ~47!, Fig. 10#. The
slope ofS(x) during the acceleration, i.e., dynamics of ac-
celeration, is quantified by the parameter of accelerationj. It
appears in the formulae forDLAT calculation~see above!,
and in the expressions which portray the energy changes
which are caused by a traffic interruption@Eqs. ~80!–~82!#.
For any percentage of cruising vehicles, i.e., for any value of
0,k,1, the point of stop increases the total radiated noise
when @Eq. ~67!#,

j
l 2~V0!

l 1~V0!
.1. ~84!

Here the distances of deceleration,l 1, and acceleration,l 2,
are functions of the cruise velocity,V0. This remark regards
all equations of this paper which containl 1 and l 2.

To make the method ofDLAT prediction effective, the
numerical value ofj has to be known. Therefore the meth-
odology of j determination has been worked out and illus-
trated~Sec. V!. Our results indicate that the acceleration of
automobiles within a town area~from V50 to
V0555 km/h) can be characterized byj51.3 ~experiment
no. 2!. One may expect larger values ofj for trucks. This is
the first task for additional measurements that can be easily
fulfilled.

Measurements ofLAT of noise coming from interrupted
automobile traffic have already been done. However, they
are few in number and of partial nature. So far, general
agreement between the measured and calculated results of
LAT have been obtained.

The problem of noise generation from congested flow
situations, multistream roads and junction will be considered
in the next papers.
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Noise interaction with the surface of the ground is considered to be the only wave phenomenon that
disturbs geometrical spreading. A two-parameter model of the ground effect is developed and
adjusted to account for industrial, road-traffic, and railroad noise. The model is founded on the
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INTRODUCTION

The geometrical spreading of noise above a plane
ground surface, without buildings and any other interfering
structures, is affected by air absorption, refraction, atmo-
spheric turbulence, and ground effect. When studying prob-
lems close to the noise source, ground effect is the most
important factor.

A number of computer programs are available for pre-
dicting industrial, road-traffic, and railroad noise. Although
some of these programs generate precise prediction of the
ground effect values, a tremendous expense in computing
time is incurred. Subsequently, a need has arisen for methods
that are practical for everyday use despite limited
accuracy.1–3

A simple model of the ground effect is derived in Sec. I
of this paper. The model appears simple because the esti-
mates of free parameters are based on routine noise measure-
ments. Additionally, the estimation procedure requires a rela-
tively short computing time. The model presented here is
valid for distances less than 150 m, since noise propagation
is essentially independent of air absorption, refraction, and
turbulence.1

Section II describes a procedure to predict the
A-weighted sound-pressure level,LA ,

4 of industrial noise
due to a stationary source. Section III A describes a predic-
tion of the time-average sound level,LAT , which is used to
assess road-traffic noise. Noise generated by railroad trains is
measured either byLAT , or by the sound exposure level,
LAE . The procedure forLAE prediction is developed in Sec.
III B.

I. GROUND EFFECT

Under free-field conditions high above the ground sur-
face, the squared A-weighted sound pressure may be written
as

pA
25

PA•Q~ n̄!rc

r 2
, ~1!

wherePA is the A-frequency weighted sound power,rc ex-
presses the characteristic impedance of air,r denotes the
source–receiver distance, andQ(n̄) describes the noise ra-
diation in the direction determined by the unit vectorn̄ ~Fig.
1!.

The law of energy conservation yields

E E
4p
Q~ n̄!dV51, ~2!

wheredV represents the differential of a solid angle. Con-
sidering a nondirectional source, we findQ51/4p. Thus
close to a uniform and locally reacting surface~Fig. 2!,

Hs!d, H0!d, ~3!

we can write,5

pA
25

PArc

4pd2
G~d,Hs ,H0 ,Pn ,Zn!. ~4!

The ground factorG results from the Weyl–Van der Pol
solution. The ground factor is influenced by the source–
receiver location (d,Hs ,H0), the sound power (Pn), and the
ground impedance in thenth frequency band (Zn). The
ground impedance is a continuous function of frequencyf
with four parameters,6

Zn5Z~ f n ,s,n8,sp ,V!. ~5!

To estimateG @Eq. ~4!#, numerical values ofPn andZn must
first be determined. In some cases, such as fan noise,Pn can
be established from anechoic or semianechoic data. Estimat-
ing G for a moving source~e.g., a moving truck! is not as
simple.

A great deal of progress has been made in the determi-
nation of the impedance parameters,s, n8, sp , V.6 If
these parameters are not available for a specific ground sur-
face, we propose to replace the ‘‘exact’’G from Eq. ~4! by
its approximation,

G̃5
b

11g cot2 C
, C.0, ~6!

where the grazing angle,C, shown in Fig. 2, is defined bya!On leave from the Institute of Acoustics~UAM !, Poznan, Poland.
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cot C5d/~Hs1H0!. ~7!

As the ground coefficientg approaches infinity above a very
soft ground, i.e.,g→`, the G̃ approaches zero. As the
ground coefficient approaches zero above a very hard
ground, i.e.,g→0, we obtainG̃→b, for any angleC.0.

Results by Liet al.7 indicate that the exact ground factor
G is a function of the grazing angle,C. Taking into account
the asymptotic behavior of the exact ground factor,5

lim
d→`

G5 lim
d→`

G̃}d22, ~8!

we propose the explicit form ofG(C) @Eqs.~6! and ~7!#.
Close to the noise source, the approximation given by

Eq. ~6! yields

lim
d→0

G̃5b. ~9!

A sound-pressure level increase of 3 dB may be observed
due to noise reflection from a hard ground. This increase
corresponds tob52.

Using Eqs.~1!, ~6!, and ~7! for the source and receiver
close to the ground@Eq. ~3!#, the approximated value of the
squared A-weighted sound pressure can be calculated from

pA
25

bPA•Q~F!rc

d2 F11g•S d

Hs1H0
D 2G21

, ~10!

where the angleF remains in thex,y plane~Fig. 3!.

II. STATIONARY NOISE SOURCES

For a stationary and nondirectional source with
Q51/4p, the A-weighted sound-pressure level is@Eqs. ~3!,
~10!#,

LA5LWA110 logH s0
4pd2 J 1A~Ag•d!, ~11!

wheres051 m2 and

LWA510 logH bPA

P0
J with P0510212W, ~12!

denotes the effective sound power level, that is modified by
the ground effect (bPA). The ground attenuation is given by

A~Ag•d!5210 logH 11g•S d

Hs1H0
D 2J . ~13!

For very soft (g→`) and very hard ground (g→0), the
value ofA approaches2` and 0, respectively.

Equation~11! may now be considered a theoretical pre-
diction with two adjustable parameters,LWA and g. If two
measurements,@LA1 andLA2], are performed at two different
locations@(d1 ,H01) and (d2 ,H02)], then the ground coeffi-
cient can be calculated from Eqs.~11! and ~13! as follows:

g5~m21!/~@d2 /~Hs1H02!#
22m@d1 /~Hs1H01!#

2!,
~14!

where the quantity

m5S d1d2D
2

•10~LA12LA2!/10 ~15!

is fully determined. By substituting the ground coefficient
g into Eq. ~11!, the effective sound power level,LWA , is
obtained.

Example 1

Noise was produced by a fan with an outlet opening at
the heightHs'3 m above the ground surface. Two micro-
phones were installed at heightH051 m and at distances
d1550 m andd25100 m, from the noise source. During a
sunny day with no wind, ten measurements were taken and
their averages were:LA1556 dB andLA2549 dB.

Using Eqs. ~11!, ~14!, and ~15!, the values
g5631024 andLWA5101 dB were obtained.

FIG. 1. Source~S! and receiver~O! high above the ground surface, i.e., the
x,y plane.

FIG. 2. Source~S! and receiver~O! close to the ground@Eqs. ~3!#, with
grazing angle,C @Eq. ~7!#.

FIG. 3. Noise emitted by the source S(Vt,0,Hs) reaches the receiver
O(0,D,H0).
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III. MOVING NOISE SOURCES

A. Road-traffic noise

The time-average sound levelLAT ~Ref. 4! is widely
used as a measure of road-traffic noise. For simplicity, a road
with vehicles of one type~e.g., automobiles!, is considered.
In such a case, one can write

LAT5LAE110 logH Nt0T J , ~16!

where t051 s and the quotientN/T expresses the vehicle
flow rate. The sound exposure level is defined by4

LAE510 logH E

p0
2 t0

J , ~17!

wherep05231025 Pa and the integral

E5E
2`

1`

pA
2~ t !dt, ~18!

defines the sound exposure.
Suppose the vehicleS(x5Vt,y50,z5Hs) is moving

with steady speed,V, along a straight and horizontal road at
a perpendicular distance D from the receiver
O(x50,y5D,z5H0) ~see Fig. 3!. Introducing the new vari-
able,F5atan(Vt/d), the source–receiver distance can be
approximated by,d'D/ cosF, and the definition~18! takes
the following form:

E5
D

VE2p/2

1p/2 pA
2~F!

cos2 F
dF. ~19!

A moving vehicle may be modeled by a nondirectional point
source, so using Eqs.~10!, ~16!, ~17!, and~19! we obtain

LAT5LWA110 logH Ns0
4DVT J 1B~Ag•D !, ~20!

where LWA denotes the effective sound power level@Eq.
~12!# of a single vehicle that is moving with the steady
speed,V. The ground attenuation is determined by

B~Ag•D !510 logH 12
Ag•D

Ag•D21~Hs1H0!
2 J . ~21!

Note, that very soft (g→`) and very hard ground (g→0)
are characterized byB→2` andB→0, respectively.

Equation~20! may be used for traffic noise prediction
when the width of the road is small as compared with the
perpendicular distanceD ~Fig. 3!.

To estimate the effective sound power level of a single
vehicle, LWA , and the ground coefficient,g, two simulta-
neous measurements ofLAT , at perpendicular distances,
D* and 2D* , are needed. Equations~20! and ~21! give the
transcendental equation in respect tog,

Mb~j!5LAT~D* !2LAT~2D* !23. ~22!

The function

Mb510 logH A11j221

A11j2/421
•

A11j2/4

A11j2
J , ~23!

vs

j5
HS1H0

Ag•D*
~24!

is shown in Fig. 4. Field measurements ofLAT(D* ) and
LAT(2D* ) provide the right-hand side~rhs! of Eq. ~22!. The
numerical value ofj can then be obtained from Fig. 4 by
assigning the appropriate value of the rhs to the abscissa. For
the given values ofD* , Hs ~height of the vehicle!, andH0

~height of the microphone!, the ground coefficientg @Eq.
~24!# is obtained. Finally, by substitutingg into Eq.~20!, the
effective sound power level,LWA , may be calculated.

Example 2

Simultaneous measurements of the 1-average sound
level, L1h , during a clear day with no wind, were made at
distancesD*525 m and 2D*550 m, both at the height
H051.2 m above grass. Traffic noise was produced by
N5523 automobiles that passed the microphones during the
1-h period (T53600 s) with the average speedV516 m/s.
The results of the measurements are as follows:

L1h~25!562 dB and L1h~50!558 dB.

Thus the right-hand side of Eq.~22! equals 1 dB, and Fig. 4
yields j55.2. SinceHs50 ~height of the automobile!,
H051.2 m, andD*525 m, the ground coefficient is found
to be g5831025, and Eq.~20! yields the effective sound
power level,LWA5103 dB.

Road traffic normally consists of automobiles, medium
trucks, and heavy trucks, so the total time-average sound
level, LAT , can be expressed as a logarithmic combination

LAT510 logH (
i51

3

10LAT
~ i ! J , ~25!

whereLAT
(1) , LAT

(2) , andLAT
(3) correspond to the noise generated

by automobiles, medium trucks, and heavy trucks, respec-
tively. Vehicle types are distinguishable by the effective
sound power level,LWA

( i ) , and the height,Hs
( i ), therefore Eq.

~20! takes the form

FIG. 4. Dependence ofMb uponj @Eq. ~23!#.
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LAT
~ i ! 5LWA

~ i ! 110 logH Ni•s0
4DViT

J
110 logH 12

Ag•D

Ag•D21~Hs
~ i !1H0!

2 J , ~26!

whereNi /T andVi characterize the traffic of each vehicle
type.

The Federal Highway Administration~FHWA! has de-
veloped a highway traffic noise prediction model that is
based on the maximum passby level,L0, measured at a ref-
erence distanceD0.

8 For D0515 m ~i.e., close to the road!,
Eq. ~11! simplifies to the form,

L05LWA110 logH s0
4pD0

2 J , ~27!

and Eqs.~20! and~21! allow the modification of the formula
for LAT calculation,

LAT5L01D traffic1Ddistance, D,150 m. ~28!

Here, the flow traffic adjustment and the distance adjustment
are given by

D traffic510 logH pND0

VT J , ~29!

and

Ddistance510 logH D0

D F12
Ag•D

Ag•D21~Hs1H0!
2G J . ~30!

Similar to the procedure discussed above, Eq.~27! may
be considered a theoretical prediction with two adjustable
parameters,L0 and g. On a hard surface, such as a paved
parking lot, the ground coefficient has a value ofg,1025. A
soft surface, such as grass, is characterized byg.1025.

C. Railroad noise

The time history of noise from a passing train indicates
that the model of a homogeneous and finite line of incoher-
ent point sources, with directivity proportional to cos2 F, can
be used.9–12 If the convection and Doppler effect are
neglected13 then the radiation pattern is given by
Q53cos2 F/4p @Eq. ~2!#. Thus high above the ground, the
squared A-weighted sound pressure due to a line source of
unit length,l 051 m, may be written as@Eq. ~1!, Fig. 5#,

p̃A
253

PAl 0
4p•r 2

cos2 F. ~31!

Close to the ground@Eq. ~3!# the angleF remains in the
x,y plane~Fig. 3!, and from Eqs.~10! and ~31! we get

p̃A
253

bPAl 0•rc

4pd2
cos2 F•F11g•S d

Hs1H0
D 2G21

. ~32!

Similar to the equations described above we obtain the sound
exposure as

E5
Dl

Vl0
E

2p/2

1p/2 p̃ A
2~F!

cos2 F
dF, ~33!

where l expresses the train’s length. Substitutingp̃ A
2 with

Eq. ~32!, we arrive at the sound exposure level of noise that
is emitted by a single train:

LAE5LWA110 logH 3l l 0
8DVt0

J 1C~Ag•D !. ~34!

Here, t051 s, D denotes the perpendicular distance to the
track, the quantity

LWA510 logH bPAl 0
P0

J , P0510212 W, ~35!

expresses the effective sound power level of the unit length
source, and

C~Ag•D !510 logH 122 F Ag•D

Hs1H0
G2

•F12
Ag•D

Ag•D21~HS1H0!
2G J ~36!

accounts for the ground attenuation.
Field measurements14,15 indicate that the derived model

can be applied at distancesD,150 m.
In order to estimate the ground coefficient,g, and the

effective sound power level of the unit length source,LWA ,
we have to perform two simultaneous measurements,
LAE(D* ) andLAE(2D* ). Using Eq.~34! we obtain

Mc~j!5LAE~D* !2LAE~2D* !23, ~37!

where

Mc510 logH ~j222!A11j212

~j228!A11j2/418
•

A11j2/4

A11j2
J ,

~38!

with j defined by Eq.~24!. The functionMc(j) is plotted in
Fig. 6.

FIG. 5. Radiation pattern of the unit length line source@Eq. ~31!#.
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Proceeding as in the case of road-traffic noise~Sec. III
A!, we determine the ground coefficient,g, and the effective
sound power level of unit length source,LWA .

Example 3

At a height ofH051 m above very soft ground, two
simultaneous measurements of the sound exposure level,
LAE , at distancesD*525 m and 2D*550 m, have been
made. The day was cloudy with no wind. The train of length
l5200 m was moving with the steady speedV529 m/s. The
outcome of the measurements,

LAE~25!590 dB and LAE~50!583 dB

yields j51.05 @Eq. ~37!, Fig. 6#. SinceHs'1 m ~top of a
rail! from Eqs. ~24!, ~34!, and ~36! it follows that
g5731023 andLWA5101 dB.

IV. SUMMARY

Simplified models of propagation of noise generated by
a stationary source@Eqs. ~11!, ~13!#, moving vehicles@Eqs.
~20!, ~21!#, and railroad trains@Eqs.~34!, ~36!#, respectively,
have been derived under following assumptions:

~1! the ground surface is plane, homogeneous, and uni-
terrupted by buildings or any other obstacles,

~2! the ground effect is the only factor affecting geo-
metrical spreading,

~3! the Weyl–Van der Pol solution provides an exact
theory of the ground effect,

~4! vehicles and trains are moving at steady speeds along
straight lines.

The proposed models contain two empirically based pa-
rameters, the ground coefficientg, and the effective sound
power levelLWA , which require two simultaneous measure-
ments ofLA ~stationary source!, LAT ~road traffic!, andLAE
~railroad! for their determination.

Field measurements indicate that the models can be ap-
plied at distancesD,150 m from the noise source.
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Wavelet-based denoising of underwater acoustic signals
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Underwater environmental measurements of the ocean require signals that are free from unwanted
backscatter and clutter. Removing these unwanted signal components usually amounts to applying
some form of filtering technique such as a high pass filter, a bandpass filter, a Wiener filter, etc.
These approaches however are limited in their abilities to remove acoustic returns that vary
spectrally. This paper presents a multiresolution approach to removing unwanted backscatter from
high-frequency underwater acoustic signals and compares it to high pass filtering of the same
signals. The filtering approach presented applies wavelet transforms for signal recovery and
denoising of high-frequency acoustic signals. It is shown that by computing a wavelet transform of
the returned signals, applying a denoising technique, and then reconstructing the signal, additional
unwanted backscatter can be removed. ©1997 Acoustical Society of America.
@S0001-4966~97!03612-6#

PACS numbers: 43.60.Bf, 43.30.Sf, 43.30.Vh, 43.60.Cg@JLK#

INTRODUCTION

Accurate environmental acoustic measurements in the
ocean are often difficult to accomplish because of unwanted
backscattering in the acoustic return. Unidentified scatterers
such as zooplankton often clutter the desired signal, while
the density and compressibility of these biologics alter the
distribution of inhomogeneities from location to location.
Their scattering effects in acoustic returns have a varying
effect on the signal. Removal of signal returns caused by
dominant unwanted scatterers is therefore of significant im-
portance when conducting underwater environmental mea-
surements. See Fig. 1.

For high-frequency acoustic scattering, the dominant
scatterers are often zooplankton such as euphasiids, copep-
ods, pteropods, etc. that range in size from 0.1 mm to 1 cm.
Goodman~1990! has reviewed the theory and applications of
acoustic scattering from ocean variability and identifies one
area of acoustic applications to oceanography that remains
largely unexploited is the use of high-frequency~>20 kHz,
usually 100’s of kHz! acoustic scattering for environmental
oceanographic measurements.

The most well known problems with operating at higher
frequencies underwater are signal attenuation and transmis-
sion loss, so that long range measurements become difficult
~Urick, 1983!. If transmission loss and attenuation are ac-
ceptable for ranges of interest, operating at higher frequen-
cies is desirable since higher frequencies offer the advantage
of improved resolution. The problem with high-frequency
acoustics when making environmental measurements is that
large scatterers such as certain types of zooplankton may
dominate the return and prevent an accurate acoustic envi-
ronmental measurement~Holliday and Piper, 1980!. Various
filtering approaches have been applied to remove the domi-
nant scattering, but with limited effectiveness. For example,
high pass filtering approaches have been applied to the re-
ceived signals to remove the unwanted backscattering since
the backscattering typically concentrates in the low frequen-

cies. However, it turns out that some of the backscattering
appears across several frequencies so that a more flexible
filtering approach is needed.

The filtering approach presented applies wavelet trans-
forms for signal recovery and denoising of these high fre-
quency acoustic signals. Wavelet transforms are applied
since they perform a multiresolution decomposition in time
and frequency and therefore are well suited to removing spe-
cific unwanted signal components. It is shown that by com-
puting a wavelet transform of the returned signals, applying
a denoising filtering technique, and then reconstructing the
signal, some additional unwanted backscatter can be re-
moved. This wavelet transform approach to noise reduction
in high-frequency underwater acoustic signals is then com-
pared to the standard high pass filter approach to removing
unwanted backscatter.

The techniques presented are based on experience with
in-water data. However, the results presented are from simu-
lated data. Simulated data offers the advantage of providing
ground truth to the analysis. In addition, simulated data of-
fers the option of controlling the severity of the unwanted
backscattering. This allows for evaluating the limits of the
denoising algorithm.

This paper shows that signal recovery and noise reduc-
tion using wavelet transforms can be accomplished while
retaining a significant amount of the signal energy and with-
out significantly degrading performance. It is shown that this
approach to wavelet based denoising of signals offers prom-
ise to the problem of signal recovery of acoustic signals con-
taminated with unwanted backscatter.

I. THE SIGNAL MODELS

The water column is insonified by a pulse with center
frequency,f c , and bandwidth,B. For the data in this paper,
the received pressure waves are monitored in time at two
~nonoverlapping! linear arrays orthogonal to each other.
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There are several variables that affect the return signal: back-
scatter strength, type of scatterers, distribution of scatterers,
platform motion, etc.

In any small range increment,Dr , the medium contains
many scatterers moving with the same radial velocity whose
superposed reflection can be characterized as a random vari-
able. See Fig. 2. The medium response at timet to a scatter-
ing increment at ranger 05ct0/2 is given by~Ziomek, 1985!

AEb~t0! f ~ t2t0!e
2 jvd~t0!tDt, ~1!

whereE is the energy of the transmitted signal,f (t), b(t0)
is a zero mean Gaussian random variable describing the re-
flection at time t0 and satisfying E[b(t)b(t0)* ]
5sb

2d(t2t0), and vd~t0! is the Doppler shift associated
with this increment. Reflections at different ranges are as-
sumed to be statistically uncorrelated.

By superposition, the medium’s response,s(t), to the
transmitted signal is~Ziomek, 1985!

s~ t !5AEE
2`

`

b~t! f ~ t2t!ejvd~t!tdt. ~2!

The signal received at the array also contains a noise
component,n(t), that models the noise sources present in the
system and the environment. The received signal,r (t), is
then given by

r ~ t !5s~ t !1n~ t !, 0<t<T. ~3!

whereT is the length of the observation interval andn(t) is
a zero mean, stationary, white Gaussian process with
E[n(t)n* (t)]5N0d(t2t). It is also assumed that the noise
componentn(t) is uncorrelated with the signal component
s(t) so thatE[s(t)n* (t)]50.

II. NOISE CORRELATED ACROSS AN ARRAY

For a linear array withM elements, the acoustic returns
at each element can be expressed as

r i~ t !5si~ t !1ni~ t !, 0<t<T, i51,...,M . ~4!

In the absence of a dominant scatterer, the noise at any two
array elements is uncorrelated:

E@ni~ t !nj* ~ t !#5N0 , if i5 j

50, if iÞ j . ~5!

If a dominant scatterer is present, it may appear in several
~but not necessarily all! of the returns at the array, depending
on the scatterer’s size and location relative to the array. In
this case, the noise may correlate across the array. The noise
term at elementi then becomes

Ni~ t !5ni~ t !1di~ t !, ~6!

so that

r i~ t !5si~ t !1Ni~ t !. ~7!

Here,di(t) is the acoustic return from the dominant scatterer.
It is separated from the signal componentsi(t) since it may
not appear in all the acoustic returns at each element of the
array, yet it is common to the elements in which it does
appear. The size and properties of the dominant scatterer
relative to the array size and location determine which ele-
ments of the array will receive the dominant component.

If two distinct array elements,i5k,l , receive a return
from the same dominant scatterer, then the noise is correlated
and can be characterized by

E@Nk~ t !Nl* ~ t !#5E@nk~ t !nl* ~ t !#1E@d~ t2tk!d* ~ t2t l !#

5E@d~ t2tk!d* ~ t2t l !#, ~8!

wheretk and tl denote the delay in the arrival time of the
dominant scatterer’s return at elementsk and l of the array,
and the dominant scatterer’s return at elementk is uncorre-
lated with the noisenk(t). By cross correlating each array
element with each of the other array elements, one can de-
termine if a dominant scatterer is present. This leads to the
hypotheses at each array element being

H0 :r i~ t !5si~ t !1ni~ t !, no dominant scatterer
~9!

H1 :r i~ t !5si~ t !1ni~ t !1di~ t !,

dominant scatterer present.

If two linear arrays are used, then correlations can be
computed between elements of each array. By correlating
each element in one array with each element of the other
array, a correlation matrix results.

Denote one array byx̄ whose returns at each element at
time t arexi(t), i51,...,M , and denote the other array byȳ
whose returns at each element areyj (t), j51,...,P. To cre-
ate a correlation matrix, the received signals at each of the
elements ofx̄ are correlated with the received signals at each
of the elements ofȳ, with the correlation denoted byri j ,
i51,...,M , j51,...,P. See Fig. 3.

The value ofri j is computed using

r i j5
*0
Txi~ t !yj* ~ t !dt

@*0
Tuxi~ t !u2dt*0

Tuyj~ t !u2dt#1/2
, 0<ur i j u<1, ~10!

FIG. 1. Dominant scatterers often mask desired signal components.

FIG. 2. An increment,Dr , of scatterers relative to the platform.
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whereT is the pulse length of the signals,xi(t) and yj (t),
i51,...,M , j51,...,P andxi(t) andyj (t) are assumed to be
mean zero. To display the resulting correlations, a color
coded correlation matrix is generated with red denoting the
highest correlation value~1! and blue the lowest. If an un-
wanted dominant scatterer is illuminated, its return generally
appears in several of the array elements and increases the
cross correlation values in those cells of the correlation ma-
trix.

For our application, the array elements are omnidirec-
tional and arranged in a ‘‘'’’ shape ~but do not overlap at
their intersection!. They are then time adjusted~with a signal
time delay! to correspond to a ‘‘1’’ shape. The time adjust-
ment affects which elements a scatterer appears in, only in
the sense that the peak has been moved from being at the
bottom of the matrix to the center. With the1 configuration,
uncorrupted signals have a solid background with one central
red peak whose value is nominally 1. Since the two arrays do
not actually intersect, signal differences cause this peak am-
plitude to decrease. Received signals containing unwanted
backscatter have correlation matrices saturated with red and
yellow striations. These striations are indicative of a domi-
nant unwanted scatterer corrupting the received signals. Fig-
ure 4 shows correlation matrices for two sets of actual in-
water data collected at ranges from 5 to 80 m from the array.

The goal is to identify returns that contain dominant
scattering and filter those signals so that further environmen-
tal measurements can be obtained from these returns. The
correlation matrix is used to evaluate the level of corruption
in the acoustic returns at the array.

III. APPROACH

In this paper, correlation matrices of corrupted signals
are computed both before and after a wavelet denoising
scheme is applied. Correlation matrices created after high
pass filtering of the signal are also presented for comparison.
The wavelet transform filtering is shown to reduce the domi-
nant scattering effects while retaining a significant amount of
the signal energy. The two features of the correlation matrix
that are of interest in determining the improvements of the

denoising algorithms on the reconstructed~filtered! signals
are the amplitude of the correlation peak and the location of
the peak

A. High pass filtering

A signal acquired by a sensing device is usually de-
graded by the environment through which it passes. The sig-
nal is often recovered by inverting the convolution integral

y~ t !5E
a

b

h~ t2t!x~t!dt1n~ t !, ~11!

wherex(t) is the original signal,y(t) is the degraded signal,
n(t) is zero mean white Gaussian noise, andh(t) is the
convolution kernel.

The convolution kernelh(t) can be designed to take one
of several forms: a low pass filter, a bandpass filter, a high
pass filter, etc. For the data in this paper, the unwanted cor-
ruption concentrates in the low frequencies so that we wish
to retain the high-frequency acoustic data. Such data is often
filtered with a high pass filter, and consequently, we apply a
high pass filter to the data so that a comparison can be made
to the wavelet denoising algorithm.

For our application, the received signal is basebanded
and normalized to a sampling rate off s51 Hz. The high pass
filter applied has a hard cutoff at 0.125 Hz, i.e., rectangular
in frequency.

B. Denoising with wavelet transforms

The idea behind denoising signals with wavelet trans-
forms is to compute a wavelet transform of a noisy signal
and apply a soft threshold that is SNR dependent~DeVore
and Lucier, 1992; Weaveret al., 1991!. The soft threshold
has two cutoffs. The first is a frequency cutoff chosen to
agree with the cutoff frequency of the high pass filter so that
a fair comparison can be made. The second cutoff is in the
wavelet transform domain where wavelet coefficients ex-
ceeding a specific value are filtered. Both criteria must be
met in the denoising algorithm for a coefficient to be re-
moved prior to signal reconstruction.

This approach usually outperforms linear smoothing
techniques such as high pass filtering since the multiscale
nature of wavelets analyzes a signal with a pair of high pass
and low pass filters. See, for example, Mallat~1989!. This
approach also avoids inversion of the convolution integral.

Thewavelet transform, Wgf (s,t), of a signalfPL2(R)
with respect to the mother waveletg(t) is ~Grossmann and
Morlet, 1984!

Wgf ~s,t!5
def 1

Ausu
E

2`

`

f ~ t !g* S t2t

s Ddt, ~12!

where* denotes complex conjugation, andg(t) is assumed
to be admissible@i.e.,

cg5
defE

2`

` uG~v!u2

uvu
dv,`,

whereG~v! is the Fourier transform ofg(t)#.

FIG. 3. Correlation matrix for two linear arrays.
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Recovery of the signalf (t) from its wavelet transform
Wgf is given by the inversion formula for wavelets:

f ~ t !5
1

cg
E

2`

` E
2`

`

Wgf ~a,b!
1

Auau
gS t2b

a D da db

a2
.

~13!

The wavelet denoising scheme amounts to selecting an
appropriate mother wavelet computing the wavelet transform
of the received signal with respect to this mother wavelet,
applying a soft threshold~one that depends on time location,
frequency location, and level of the wavelet coefficients!,
removing the threshold crossing coefficients, and recon-

structing the signal using the wavelet inversion formula. By
doing this, a spectrally varying signal can be appropriately
denoised and filtered.

C. The correlation matrix

To measure the amount of corruption in the received
signals, a color correlation matrix scheme for signal analysis
is generated. A correlation matrix is computed from thex̄
andȳ channels of the array for each range bin of interest. An
example of a severely corrupted in-water correlation matrix
is shown in Fig. 4 in range bin 4 of pulse pair 19. An ex-

FIG. 4. Correlation matrices for two in-water data sets.

FIG. 5. Correlation matrix of simulated data with no unwanted backscatter.
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ample of a correlation matrix with no unwanted backscatter
is shown in Fig. 5. This matrix was computed from simu-
lated data with no noise. The plot on the left is a 3-D view of
the matrix while the plot on the right shows an overhead
view. The central peak’s amplitude is less than one because
of signal differences in the' configuration of the two arrays.
Since the arrays do not actually intersect, no two elements
receive identical signals.

To measure the effectiveness of wavelet denoising for
removal of unwanted backscatter from the signals, several
simulated data sets were analyzed, two of which are pre-
sented to demonstrate the method. The data consists of cor-
rupting the signals used to generate the matrix in Fig. 5. Two
fairly high levels of corruption are processed. In particular,
the amounts of red and yellow striations are severe when
compared to the levels of corruption that usually occur with
in-water data. These extreme levels allow us to evaluate the
limits of the denoising technique. The results are presented
below.

IV. RESULTS

Two pulse pairs of corrupted data are now presented to
exemplify the denoising process. For each range bin, over-
head views of the unfiltered and filtered correlation matrices
are shown. Figure 5 is the original uncorrupted matrix. Its
peak is located at (x,y)5~10,12!, and its amplitude is
0.6793. The data simulates returns from signals scattered off
zooplankton at ranges from 5–80 m withf c5300 kHz. This
figure is used as a basis to compare the results from wavelet
denoising and high pass filtering of the corrupted data.

The mother wavelet used for the analysis is a
Daubechies-4~Daubechies, 1992!. Selection of this mother
wavelet was not optimized in any way. Additional perfor-
mance gains are likely to be achieved if one optimizes the
mother wavelet selection. In particular, matching character-
istics of the mother wavelet with expected characteristics of
the signal usually yields improved performance.

The unfiltered correlation matrix in Fig. 6 has a false

FIG. 6. Simulated data: correlation matrix, denoised matrix, and HPF matrix.

FIG. 7. Simulated data: correlation matrix, denoised matrix, and HPF matrix.
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peak at~11,16! as well as several other high amplitude re-
gions. After wavelet filtering, these amplitudes are greatly
reduced. More or less backscatter can be removed depending
on how much of the received signal energy must be retained.
Wavelet denoising is able to remove several high amplitude
regions, but it does not remove the false peak. The second
largest peak is at~10,12!.

The high pass filter is also unable to remove the false
peak. In addition, it suffers from removing too much of the
signal energy to render it useful for processing. As seen in
the correlation matrix, nearly all remnants of the signal are
removed. If less signal energy were filtered~the cutoff fre-
quency were lowered!, the corruption in the correlation ma-
trix would not be reduced enough.

Figure 7 shows a second correlation matrix. Here, the
wavelet denoised correlation matrix closely resembles that in
Fig. 5. High pass filtering of this data removes too much of
the signal energy, and the peak amplitude is significantly
decreased. Important signal information is lost along with the
noise.

Tables I and II summarize the results. The column la-
beled ‘‘Signal energy retained’’ is the amount of energy re-
tained in the corrupted signal after filtering, where the cutoff
frequency for the high pass filter is chosen to agree with the
cutoff frequency of the soft threshold in the denoising tech-
nique. In Table I Fig. 6, for example, the remaining 82.54%
of the signal energy still contains unwanted backscatter en-
ergy as evidenced by the level of the peak amplitude. The
column labeled ‘‘Peak amplitude relative error’’ is the per-
cent difference between the level of the peak after filtering
and the level of the peak in Fig. 5. These values are dis-
cussed in the next section.

V. ANALYSIS

Both high pass filtering and wavelet denoising remove
several unwanted components of the corrupted signal. How-
ever, the high pass filter suffers since it removes too much of

the signal energy to be rendered useful. For it, less filtering is
required to retain the peak amplitude, but at the expense of
not removing enough signal corruption. In addition, the peak
value is often filtered out with the high pass filter while
amplitude errors with wavelet denoising remain less than
10%. As shown in Table II, 16%–32% of the peak amplitude
is lost with the high pass filter. Wavelet denoising therefore
allows for a more accurate estimate of the peak, which is
crucial to environmental measurements.

VI. CONCLUSIONS

This paper presents a multiresolution approach to re-
moving unwanted backscatter from high-frequency underwa-
ter acoustic signals and compares it to high pass filtering of
the same signals. Since the unwanted backscatter typically
concentrates in the low frequencies, high pass filters are of-
ten applied but with limited effectiveness. It turns out that
some of the backscattering actually appears across several
frequencies, and so a more flexible filtering approach is
needed.

The wavelet denoising approach presented applies
wavelet transforms for signal recovery and denoising of
high-frequency acoustic signals. Wavelet transforms are ap-
plied since they perform a multiresolution decomposition in
time and frequency and therefore are well suited for remov-
ing specific unwanted signal components that may vary spec-
trally. It is shown that by computing a wavelet transform of
the returned signals, applying a denoising technique, and
then reconstructing the signals, additional unwanted back-
scatter can be removed while preserving important aspects of
the signal. In particular, after wavelet denoising, the peak
amplitude is within 10% of the actual value while high pass
filtering causes errors of 16%–32%.

TABLE I. Wavelet denoising.

Data set

Before wavelet
denoising

After wavelet
denoising

Signal energy
retained

Peak amplitude
relative error

Peak
amplitude

Peak
location

Peak
amplitude

Peak
location

Fig. 5
~no corruption!

0.6793 ~10,12! ••• ••• ••• •••

Fig. 6 0.9175 ~11,16! 0.7435 ~11,16! 82.54% 9.451%
Fig. 7 0.8146 ~10,12! 0.6188 ~10,12! 81.35% 8.906%

TABLE II. High pass filter.

Data set

Before HPF After HPF

Signal energy
retained

Peak amplitude
relative error

Peak
amplitude

Peak
location

Peak
amplitude

Peak
location

Fig. 5
~no corruption!

0.6793 ~10,12! ••• ••• ••• •••

Fig. 6 0.9175 ~11,16! 0.5678 ~11,16! 61.41% 16.41%
Fig. 7 0.8146 ~10,12! 0.4645 ~10,12! 62.07% 31.62%
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Shallow water beamforming with small aperture, horizontal,
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This paper shows that the performance of plane-wave beamformers is significantly degraded in
shallow water for horizontal arrays, even for short aperture arrays. Horizontal towed arrays must
have short apertures for practical reasons, and the plane-wave beamformer needs to be augmented
to optimize performance in shallow water. Matched-field processing~MFP! is a beamforming
technique which allows for the detection and localization of an acoustic source in range and depth
using passive sonar. The performance of MFP to augment plane-wave beamforming in shallow
water environments using a short aperture horizontal line array is investigated. It is realized that
MFP performance is enhanced when vertical arrays are used in deep water, or large aperture
horizontal arrays are available in shallow water. However, this paper addresses the realistic case of
operational, tactical horizontal arrays which are practical to deploy in shallow water. This paper
attempts to integrate inverse beamforming~IBF! @A. H. Nuttall and J. H. Wilson, J. Acoust. Soc.
Am. 90, 2004–2019~1991!; J. H. Wilson, J. Acoust. Soc. Am.98, 3250–3261~1995!#, a
plane-wave beamformer, with MFP so that the strengths of each are utilized. Results of test cases
using synthetic data are presented to evaluate the effects of frequency, bottom type, relative target
bearing, and sound-speed profile on MFP and IBF performance. IBF consists of three algorithms:
the Fourier integral method~FIM! beamformer; the eight nearest neighbor peak picker~ENNPP!;
and a sophisticated M of N tracker. It is shown that MFP performance is significantly better than
plane-wave beamforming for higher frequencies, for more reflective bottom types in shallow water,
and for relative target bearings away from the broadside beams. IBF, or plane-wave beamforming,
performs well at very low frequencies~VLF!, in mud/silt-clay bottoms, and at beams near
broadside. It is also shown that the performance of any plane-wave beamformer, including IBF, is
severely degraded in shallow water for relative bearings away from the broadside beams,
particularly at higher frequencies. Finally, the MFP algorithm in conjunction with the ENNPP and
M of N tracker are shown to perform well in the real, deep water ocean environment. No appropriate
shallow water measured data is available to evaluate the integrated IBF/MFP algorithm in shallow
water. © 1997 Acoustical Society of America.@S0001-4966~97!03701-6#

PACS numbers: 43.60.Gk, 43.30.Wi@JLK#

INTRODUCTION

The original intent of this research was to investigate the
feasibility of utilizing matched field processing~MFP!1–15as
a range and depth estimation technique for sonars with short
aperture horizontal arrays operating in shallow water. As
such, MFP supplements plane-wave beamforming’s detec-
tion and tracking capability with single heading target range
and depth estimations using a short aperture horizontal line
array. However, the results of the analyses showed that in
shallow water environments, plane-wave beamformers for
horizontal line arrays suffer a significant fundamental perfor-
mance degradation. Since all of the Navy’s operational so-
nars for horizontal line arrays use plane-wave beamforming,
this is considered a significant problem for anticipated shal-

low water operations. MFP should therefore be regarded as
not just a supplement to plane-wave beamforming, but as an
absolutely necessary complement to conventional plane-
wave beamformers with horizontal line arrays in shallow wa-
ter. The use of MFP in deep water at tactical ranges is also
addressed.

The performance of a plane-wave beamformer is de-
graded simply because propagation in shallow water envi-
ronments produces a received signal that is not estimated
well by a single plane wave in those cases where the acoustic
frequency is near design frequency or when the signal arrival
is off broadside. The problem is illustrated in Fig. 1 for a
48-element, equally spaced horizontal line array with design
frequencyf 0, where beamformer output is plotted as a func-
tion of range for a range independent, isospeed medium with
a hard, reflective bottom and a water depth of 100 m. The
magnitude of the beamformer output for this plot is normal-
ized to unity for a single plane wave. Figure 1~a! shows that
for a relative target bearing of 90°~i.e., broadside!, the
plane-wave approximation is very good. This is

a!Work performed while occupying ONR sponsored Arctic Chair in Marine
Sciences, Naval Postgraduate School, Department of Oceanography.

b!Currently stationed at the Naval Oceanographic Office~NAVOCEANO!,
Code N22, Stennis Space Center, MS 39522-5001.

384 384J. Acoust. Soc. Am. 101 (1), January 1997 0001-4966/97/101(1)/384/11/$10.00 © 1997 Acoustical Society of America



because the distance from the source to each hydrophone is
very nearly the same for all of the array hydrophones when
the array is broadside to the source, thus causing the acoustic
signal to be in phase over the entire array aperture. In terms
of normal mode modeling, the modal wavefront at equal
range is approximated well by a plane wave. However, as the
target relative bearings get closer to 0°~i.e., forward end-
fire! as shown in plots~b!–~d!, the coherence between the
signal and plane-wave model decreases significantly. This is
consistent with the fact that the propagation modeled by the
normal mode solution to the wave equation is significantly
different from a plane wave when the range from each hy-
drophone to the source varies across the array. The phase of
the interfering mode functions is not approximated well by a
plane wave when the range changes significantly relative to
the acoustic wavelength~thus the degradation near array de-
sign frequency and off broadside beams!. Based on this re-
sult, the performance of plane-wave beamformers in shallow
water is expected to be fundamentally degraded, thereby pro-
moting research into alternative beamforming methods to
augment plane-wave beamforming for shallow water envi-
ronments. Mismatch is the term normally used to describe
the difference between modeled and measured environments
for MFP applications, but is not used in this paper because
the modeled signal is simply a plane wave.

Target motion analysis~TMA ! with passive sonar has
traditionally been accomplished by conducting a series of
maneuvers while measuring the target’s bearings and bearing
rates, and then estimating the target’s course, speed, and
range by utilizing Eklund Ranging and other algorithms.
TMA has been highly successful against targets operating in
the open ocean where the ray theory assumption is valid,
thereby facilitating the use of plane-wave beamformers.
However, the end of the cold war and the increased threat of
diesel submarines in shallow water from third world coun-
tries has stimulated interest in passive ranging methods on a

single heading. As was previously discussed, this is a com-
plex acoustic problem due to the propagation characteristics
of shallow water environments, which severely and funda-
mentally degrade the performance of plane-wave beamform-
ers. Also, restricted maneuverability in shallow water makes
conventional TMA difficult, particularly when a towed array
is utilized.

Matched-field processing~MFP! is a promising solution
to this problem because the MFP algorithm requires no
course changes and it utilizes the multiple acoustic arrival
paths of shallow water environments to estimate target bear-
ing, range, and depth. Although the intensive computer pro-
cessing requirements made this method impractical when it
was first developed, recent improvements in computer hard-
ware and software technology have made MFP both possible
and relatively easy to perform in real time. A microprocessor
is fast enough to perform the MFP calculations in real time,
and is also sufficiently compact and portable for at-sea tests.
These advancements in technology have made MFP a visible
beamforming method to supplement IBF for shallow and
deep water environments.

The objective of this paper is to assess the performance
of the IBF version of MFP with a short aperture horizontal
line array in deep and shallow water as a necessary supple-
ment to plane-wave beamforming. The MFP/IBF algorithm
will be evaluated in a variety of shallow water environments
and in a typical deep water environment. The shallow water
test cases allow for an evaluation of MFP performance in the
absence of measured shallowed water data. MFP/IBF is
evaluated with simulated and measured data in a typical deep
water environment.

I. ACOUSTIC PROPAGATION CHARACTERISTICS

A. Deep water acoustic propagation

In deep water environments signal transmission loss
~TL! and horizontal signal coherence are measured, ana-
lyzed, and modeled as separate acoustic parameters. In the
1970s and 1980s, horizontal signal coherence proved to be
sufficient to support the use of very long arrays, as evidenced
by a successful experiment with a towed array having an
aperture of over one mile. Array signal gain~ASG! can usu-
ally be assumed as ideal~20 logM ! in deep water near
broadside, where ‘‘M ’’ is the number of elements in an
equally spaced line array.

TL modeling has received a great deal of attention in
deep water, with the development of very sophisticated and
successful TL models such as the parabolic equation~PE!,
ASTRAL, and the finite element parabolic equation~FEPE!.
The bottom interacting energy is of relatively minor impor-
tance for long horizontal arrays in deep water because this
energy is dominant only at ranges between the direct path
and first convergence zone~CZ! and also between successive
CZs. The TL from bottom interacting paths is very large
beyond the first CZ and is most often significantly greater
than figure of merits ~FOM! for typical threats of

FIG. 1. Normalized plane-wave beamformer output versus target range.~a!
90°; ~b! 60°; ~c! 30°; ~d! 0° 5 end fire.* 5 design frequency; 05 21% of
design frequency.
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interest. Therefore, the bottom interacting paths do not gen-
erally impact sonar performance significantly in deep water.
Sonar systems could still benefit from the MFP’s range and
depth prediction, especially if the array has a vertical aper-
ture. However, short aperture horizontal tactical arrays are
impacted by bottom and other multipath energy at tactical
ranges~0–40 km!.

B. Shallow water acoustic propagation

In shallow water the previous discussion does not apply.
Bottom interacting energy dominates signal propagation be-
low 1 kHz in most shallow water areas, and may impact
propagation well above 1 kHz. Both TL and horizontal sig-
nal coherence show high spatial variability and are impacted
greatly by the geoacoustic properties of the bottom and sub-
bottom in shallow water.16–18 Recent shallow water
analyses19 have shown that TL amplitude fluctuations and
signal coherence phase fluctuations are highly correlated as a
function of range, and closely related to the bottom and sub-
bottom geoacoustic properties. Furthermore, for ranges up to
25 km, TL amplitude fluctuations occur in the interval of
current FOMs for shallow water diesel threats. The test cases
in this paper will show that signal coherence phase fluctua-
tions significantly impact ASG for plane-wave beamformers,
thus degrading the performance of plane-wave beamformers
in shallow water. As a result, signal coherence and TL must
be evaluated jointly in diverse shallow water environments,
unlike the deep water case. Although MFP/IBF does not pro-
vide the solution in all circumstances, this paper will show
that it is a promising method of shallow water beamforming
in certain frequency intervals and geoacoustic environments
where plane-wave beamformers are fundamentally degraded.
Conversely, plane-wave beamformers, such as IBF, have en-
hanced performance where MFP/IBF performance is de-
graded. Therefore, it is natural to integrate IBF and MFP/IBF
into a signal beamformer and to use each in frequency inter-
vals and acoustic environments where their performance is
not degraded. Plane-wave beamforming is covered in detail
elsewhere20–22and is not described in general in this paper.

II. INVERSE BEAMFORMING (IBF)/PLANE-WAVE
BEAMFORMING

In this paper, IBF23–28 is a processing method which
consists of three separate algorithms: a beamforming algo-
rithm known as the Fourier integral method~FIM!, a data
thresholding algorithm called the eight nearest neighbor peak

picker ~ENNPP!, and a post-processing algorithm called the
M of N tracker. The Fourier integral method~FIM! is a
beamforming method with 3 dB less area under its beam
pattern than conventional beamforming~CBF! and thus has 3
dB more array gain than CBF for a line array. IBF is de-
scribed in many recent references23–28and its performance as
a plane-wave beamformer has shown over 10 dB of detection
and tracking gain with respect to CBF. The ENNPP and M
of N tracker provide the remainder of the 10 dB when used
in frequency/azimuth~FRAZ! space as a plane-wave post-
processing algorithm. In addition, they are described in the
next section since they are used in the MFP/IBF algorithm in
range/depth space in the same way they are used in FRAZ
space for IBF plane-wave beamforming.

Conventional beamforming methods were developed for
acoustic fields consisting of perfectly coherent plane wave
signals in totally incoherent noise. These plane-wave beam-
formers are the ideal choice for this simplistic acoustic envi-
ronment, and in general, they perform well in those environ-
mental conditions and array configurations where the plane-
wave approximation is accurate.

However, in shallow water environments, the plane-
wave approximation may be poor, since correlated multiple
signals~multipaths! from different normal mode arrivals are
present, and the ambient noise field is far from being spa-
tially incoherent. Plane-wave beamforming algorithms, in-
cluding FIM, multiple signal classification~MUSIC!,29 and
the minimum variance method,30 have shown improved per-
formance over conventional~CBF! time delay and phase de-
lay beamformers. But to estimate range on a single heading
in shallow water, the preferred method is one which takes
advantage of these multiple arrival paths and also eliminates
the need for course changes. MFP/IBF is discussed in the
next section.

III. MATCHED-FIELD PROCESSING

A. Introduction

MFP determines target location by ‘‘8matching’’ the
measured acoustic pressure field at the hydrophone outputs
to a predicted pressure field based on an assumed source
location.1–15 The predicted acoustic field at the hydrophones
is determined by using a suitable acoustic propagation
model, such as the generic sonar model~GSM! for deep
water, or a fully coupled, normal mode model for shallow
water. These predictions, which vary with source location,
are compared to the measured signal and noise coherence

FIG. 2. IBF/MFP processing schematic.
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measurements to find the highest correlation. The basic pro-
cessing schematic for the integrated MFP/IBF beamformer is
shown in Fig. 2 . For optimum performance over the entire
frequency range, IBF plane-wave beamforming is performed
in conjunction with MFP/IBF. The target location is resolved
by correlating the measured hydrophone outputs to a series
of predicted values at several different range/depth cells. The
correlation coefficient~or beamformer output! is calculated
for each cell and plotted on a correlation surface. A spike in
the correlation surface indicates the most probable target lo-
cation. This method is similar to covariance matrix plane-
wave beamforming, except that instead of using plane-wave
steering vectors, MFP uses predicted complex pressure vec-
tors obtained from an appropriate propagation model of the
environment with an assumed source location. These pre-
dicted fields are more realistic than the plane-wave fields
assumed by plane-wave beamformers which, among other
things, assume a source at infinite range.

B. MFP/IBF algorithm

1. MFP/IBF beamforming

MFP utilizes steering vectors which are generated from
a model with the source located at a specified range/depth
cell instead of at infinite range, as is the case with plane-
wave beamforming. The MFP beam pattern~or correlation
output! is determined by

B~u, f ,R,D,t !5
1

M2 @SVt#•@COV~ f !#•@SV#, ~1!

whereB(u, f ,R,D,t) is the MFP beamformer output as a
function of azimuth, frequency, range, depth and time,
COV( f ) is the covariance matrix which can be convention-
ally weighted or FIM weighted,26 and SV is the steering
vector. The steering vectors are determined from the acoustic
propagation model. The correlation output is controlled by
the array geometry~which affects the covariance matrix! and
the sound propagation environment~which affects the steer-
ing vectors and the covariance matrix!.

2. Eight nearest neighbor peak picker (ENNPP)

As correlation coefficients are generated, the output is
evaluated for the presence of relative maxima on the corre-
lation surface. However, location of a true source is some-
times ambiguous due to high range/depth sidelobes, and
when the signal level is very weak. To overcome this prob-
lem, an eight nearest neighbor peak picker~ENNPP!
algorithm23–25 is used to identify relative peaks in the corre-
lation surface. This algorithm, which is illustrated in Fig. 3
compares each correlation coefficient with those in the eight
adjacent range/depth cells, and defines a ‘‘peak’’ as a corre-

lation coefficient which is greater than all eight of the corre-
lation coefficients in the surrounding range/depth cells. The
example in Fig. 3 shows a correlation peak located in range/
depth cell~2,2!.

3. M of N tracker

The M of N tracker23–25 is a three-dimensional tracker
~beam level versus range, depth, and time! which operates in
conjunction with the ENNPP to track persistent peaks~or
relative maxima! on the FRAZ surface and reduce false tar-
get detections that do not satisfy the M of N tracker criteria.
The tracker parameters include range and depth tolerances
which establish a neighborhood of range/depth cells within
which a correlation peak is allowed to move in a set of N
time epochs. If the peak falls within the preset tolerances in
‘‘M’’ of ‘‘N’’ epochs, the successive peaks are considered a
target track. There are also range and depth variation fixes
which are set ‘‘on’’ ~to fix the tolerance in space! or ‘‘off’’
~to allow the tolerance to move with time!. Table I lists the
tracker parameters. The ENNPP and M of N tracker have
performed extremely well in the IBF beamformer in tracking
very low SNR targets which had persistent peaks near the
same FRAZ cell in M of N time epochs. The same ENNPP
and M of N tracker will be used in the MFP/IBF algorithm,
except that range/depth space will replace frequency/azimuth
space.

The basic operation of the tracker is illustrated in Fig. 4.
The range tolerance (DR) is established at time zero around
the first peak validated by the ENNPP. Peaks which appear
in successive time epochs are considered as peaks in the
track only if they fall within the preset range tolerance. With
the range variation fix set ‘‘off,’’ the range tolerance moves
with each time epoch to center itself around the most recent
peak. If two peaks appear within the range tolerance, two
separate range tolerances are established in the time epoch,
one around each peak, thereby generating two possible
tracks. A track is designated as a target only if there are M
peaks in N time epochs that satisfy the tracker settings. Since
M of N is preset to 4 of 5 in Fig. 4, there must be 4 valid
peaks in 5 successive time epochs to generate a track.

While targets are expected to have opening or closing
range rates, depth is expected to be constant for significant
periods of time. The depth variation fix is therefore set ‘‘on’’
to keep the depth tolerance fixed. In general, the depth versus
time display is used as a classification tool to distinguish

FIG. 3. Eight nearest neighbor peak picker.

TABLE I. M of N tracker parameters and settings.

Parameter Setting

M of N M/N>0.67 with N matched to system
averaging time

Range tolerance To be determined
Range variation fix Normally ‘‘off’’
Depth tolerance To be determined
Depth variation fix Normally ‘‘on’’
Peak time averaging Usually set to M or less
Threshold ‘‘On’’ or ‘‘off’’
Zoom
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submerged targets from surface ships, and to alert the track-
ing party to a change in depth by the target vessel.

The thresholdsetting is available to further reduce false
target tracks. When it is set ‘‘on,’’ peak values which fall
below the preset correlation threshold are ignored by the
tracker. The threshold level is determined by the operator
based on the correlation characteristics of the acoustic envi-
ronment.

Gray shading provides video enhancement to distinguish
between ‘‘strong’’ and ‘‘weak’’ targets. Normally, tracks
with high correlation values are displayed as bright white,
while tracks with very low correlation values are displayed
as dark gray. Color enhancement is also available to aid the
operator in identifying the depth of any particular range peak
or track. For example, range tracks may be designated as
blue to indicate surface tracks, red to indicate submerged
tracks from 100 to 300 ft in depth, yellow to indicate 300 to
500 ft, etc.

There are 14 total tracker settings and the remaining
parameters not described above are used to distinguish or
classify submerged from surface targets by the stability of
their signal.

C. Acoustic propagation models

The complex steering vectors used in MFP must be cal-
culated using an acoustic model which takes into account the
propagation characteristics of the waveguide~i.e., normal
mode model for shallow water and/or low-frequency signals,
and ray theory for high-frequency signals in deep water!. In

this paper, the generic sonar model~GSM! or CASS ~no
acronym!, both of which are ray models, are used in deep
water and the source is assumed to be stationary during the
time period over which each FFT is calculated. In shallow
water, the normal mode model KRAKEN31,32 is used to pre-
dict steering vectors assuming a moving source. Such a
method was recently developed to determine the acoustic
field of a moving source in a range independent
environment.33 This theory has also been extended to esti-
mate the acoustic field from an arbitrary moving source in a
range-dependent environment.34 For the case of a slowly
moving source in the horizontal plane, these results reduce to
the well-known equation derived by Hawker.35 The solution
for the acoustic field of a source with an arbitrary velocity
and frequencyv0 in a range independent environment~ex-
pressed in retarded time! is given by

P~r ,z,t !52
1

8pr (
m51

` E
2`

1`

e2 iv0t8 dt8

3E
2`

1`Zn~z!Zn~zs!

~v2v0!
e2 iv~ t2t8!

dH0~km
0 r !

dt8
dv.

~2!

For the case of a slowly moving source, Eq.~2! simplifies to

P~r ,z,t !'
i

r~zs!A8pr ~ t8!
e2 i ~vt1p/4!

3 (
m51

`

Zm~zs!Zm~z!
eikmr

Akm
0
, ~3!

wheret8 5 t 2 r (t8)/cm is the retarded time,cm is the modal
group speed, and where the superscript ‘‘0’’ indicates func-
tions evaluated at the source frequency,v0.

Consider now the special case of a slow-moving source
with constant horizontal velocity, as in Hawker’s model. De-
fine the angle,a, as

sin a~ t ![2 v̂• r̂ ~ t !, ~4!

where v̂(t) is the unit vector in the direction of target mo-
tion, and r̂ (t) is the unit vector from the source to the re-
ceiver at timet. The expression forr (t8) now becomes

r ~ t8!'r ~ t !F12
v sin a~ t !

cm
G , ~5!

wherev is the speed of the source. The termv sina(t) gives
the velocity component in the line of sight and corrects for
the pressure wave phase shift for a moving target. Equation
~5! can be substituted into Eq.~2! to obtain the acoustic field
in contemporary time:

P~r ,z,t !'
i

r~zs!A8pr ~ t !
e2 i ~v0t1p/4!

3 (
m51

` Zm
0 ~zs!Zm

0 ~z!

Akm
0

eikm
0 r ~ t !@12~v/cmsin a~ t !#.

~6!

FIG. 4. M of N tracker and displays.
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This is Hawker’s solution35 for the acoustic field of a slowly
moving source with constant velocity. This solution will be
utilized in this paper for calculation of steering vectors, but
the fast-moving target case can easily be solved by using Eq.
~2! if a target such as a torpedo had a high range rate.

Although the previous discussion of normal mode theory
was limited to range independent environments, Lim and
Ozard34 have extended the calculations to sources moving in
weaklyrange-dependent environments~i.e., environments in
which the sound speed and bathymetry are weak functions of
the horizontal displacement!. Even though the solutions for
the acoustic field in cases of arbitrary range dependence are
unknown, the equations can be solved for some specific
ocean geometries. In addition, Lim and Ozard developed a
perturbation approach to provide a reasonably accurate
model of sound propagation over the continental shelf. The
mathematical details for these cases will not be discussed
further in this paper, but the theoretical basis exists for ex-
tending the IBF version of MFP to fast-moving targets or
weakly range-dependent environments.

D. Calculation of steering vectors

The steering vectors used for MFP in shallow water are
determined using Eq.~6! to predict the acoustic pressure at
each hydrophone location with the acoustic source at an as-
sumed position. From the law of cosines, the range from the
assumed source location to thenth hydrophone,r n(t), is
given by

r n~ t !5$r 2~ t !1@~24.52n!d#2

12r ~ t !@24.52n#d cosu r%
1/2, ~7!

wherer (t) is the range from the predicted source location to
the center of the array,u r is the relative bearing to the
source,d is the hydrophone spacing, andn is the hydrophone
number~1 to 48!. For each range/depth cell~see Fig. 3!, the
acoustic pressure at thenth hydrophone can be calculated
using Eq.~6!:

Pn~r n ,z,zs ,t !'
i

r~zs!A8pr n~ t !
e2 i ~v0t1p/4!

3 (
m51

` Zm
0 ~zs!Zm

0 ~z!

Akm
0

3eikm
0 r n~ t !@12~v/cm!sin a~ t !#,

where each value ofr n(t) is calculated from Eq.~7!, and the
normal mode values (Zm) are determined from the
SACLANTCEN normal mode acoustic propagation model
~SNAP!37 based on inputs ofc(z) and water depth. The ve-
locity of the source is assumed to be zero initially, and then
updated when range rate estimates are obtained from the
MFP algorithm. For the 48-element line array used to obtain
the data in this paper, the steering vector for each range/
depth cell is given by

SV5F P1~r 1 ,z,zs ,t !
P2~r 2 ,z,zs ,t !

A
P48~r 48,z,zs ,t !

G . ~8!

Note that the variablesr and zs represent the range and
depth, respectively, of each range/depth cell. Each value ofr
is applied to Eq.~7! to calculate the variabler n , which,
along with the values ofzs , are used to determine the acous-
tic pressures at the hydrophones.

E. Overview of CASS

In deep water, range-independent environments it is pre-
ferred to calculate the acoustic pressures using a ray model
such as CASS.38 In deep water, CASS is much more efficient
than the normal mode model w‘hich requires calculations of
hundreds of mode functions for each range/depth cell. How-
ever, it is important to remember that CASS assumes the
target to be stationary between FFT intervals. This may be of
no consequence when dealing with slow-moving targets, but
could be a significant source of error for faster targets such
as torpedoes. The selection of the appropriate acoustic propa-
gation model must therefore be based on the tradeoff of ef-
ficiency in calculations versus the accuracy of the model. To
use CASS for MFP tracking of a moving source, the follow-
ing assumptions must be made:

~i! the environment is range independent; and
~ii ! the acoustic source does not move a significant dis-

tance in one averaging time~i.e., slow-moving target!.

The principle advantage of using CASS for MFP is that
the eigenrays can be specified by amplitude, conical angle,
and relative phase within the CASS model.

As with the normal mode model, steering vectors are
determined from the complex pressures provided by the
propagation model. Figure 5 shows the geometry utilized by
CASS in calculating the pressure at each hydrophone.

For any given range/depth cell, the complex pressure is
given by

FIG. 5. Geometry for calculating complex pressures with CASS.
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pm~ f !5(
i51

Imax

Aie
i ~2p f /curmucosC i1F i !, ~9!

whereAi is the amplitude,F i is the relative phase, andf i is
the elevation angle of thei th eigenray. The conical angle,
C i is determined from the relationship

cosC i5cos~u2H !cos~f i !. ~10!

For each eigenray below a user specified threshold of the
maximum eigenray level~measured byAi!, the values of
Ai , f i , andF i are provided by CASS and utilized in Eq.~9!
to calculate the value ofpm( f ). The steering vectors for an
M-element, equally spaced line array are then determined
from Eq.~8!, and the MFP correlation, or beamformer output
is calculated using

B~ f ,R,D,t !5@SVt#•@COV~ f !#•@SV#/M2 for CBF,
~11!

or

B~ f ,R,D,t !5@SVt#•@COVFIM ~ f !#•@SV#/~2m21!

for FIM, ~12!

where the covariance matrix~COV! is measured at the hy-
drophone outputs, and the steering vector~SV! and its trans-
pose SVt! are modeled as a function of range, frequency,
source depth, receiver depth, and sound-speed profile~SSP!.
Due to the nature of the covariance matrix, the MFP beam-
former output~B! can be used to assess complex pressure
amplitude and signal coherence simultaneously. For CBF/
MFP, all elements of the covariance matrix are weighted
equally, while in FIM/MFP, all diagonal and off diagonal
averages are weighted equally. Since the complex pressure
amplitudes are determined in part by the TL, the signal co-
variance matrix contains information on both TL and signal
coherence, each of which affect the magnitude of the beam-
former output.

It is shown in the next section that certain shallow water
environments cause large increases in the covariance matrix
amplitude whether or not a signal is present and is the source
of high MFP range/depth sidelobes. The highest beamformer
outputs will therefore occur in those cases where the combi-
nation of amplitude and signal coherence is highest for a
particular shallow water environment.

The performance of MFP is tested in the following sec-
tion using simulated targets to evaluate various test cases in
shallow water. The targets are simulated by utilizing Hawk-
er’s formula @Eq. ~6!# to calculate the appropriate acoustic
pressures at the desired target range and depth, after which a
signal covariance matrix is assembled from the calculated
pressures. The performance of the IBF/MFP algorithm is
evaluated in Sec. V along with the ENNPP and M of N
tracker data.

IV. SHALLOW WATER TEST CASES

All of the test scenarios were constructed assuming a
48-element equally spaced horizontal line array. Unless oth-
erwise noted, each case assumed a hard, reflective bottom, a
constant water depth of 100 m, a source depth of 40 m, a

receiver depth of 80 m, and a target relative bearing of 45°.
The IBF/MFP beamforming algorithm was tested to evaluate
the effects of normalization, acoustic frequency, bottom
type, SSP, source and receiver depth, and target relative
bearing.

A. Normalization techniques

To effectively evaluate MFP, the MFP beamformer out-
put must be normalized to account for the effects of cylin-
drical spreading. The impact of TL on the beamforming pro-
cess is illustrated in Fig. 6~a!, which shows a typical plot of
MFP beamformer output versus range~i.e., correlation
curve! at design frequency. The target for this example has a
range of 3000 m. While this curve does show a moderate
peak at a range of 3000 m~corresponding to the target!, it
also shows some larger, secondary peaks~or side lobes! at
ranges less than 2000 m. These side lobes, which are unde-
sirable because they ‘‘mask’’ the target, are a result of the
cylindrical spreading term in Eq.~6! (1/r 1/2) which causes
the steering vectors to have high complex pressure ampli-
tudes at close ranges. To correct the beamformer output for
these TL effects, three different methods of normalization
were tested. These three methods are illustrated in Fig. 6~b!–
~d! and summarized in the following sections.

1. Method 1

Each steering vector was normalized by removing the
cylindrical spreading term from Eq.~6!, thus removing the
contribution of transmission loss to the amplitudes of the
predicted pressures. As can be seen in Fig. 6~b!, this method
greatly reduced the side lobes at close ranges while amplify-
ing the relative magnitude of the primary peak corresponding
to the target.

2. Method 2

This method was tested as a means of adjusting the scale
of the vertical axis such that changes in the beamformer out-
puts would result from changes in the measured covariance

FIG. 6. Beamformer output versus range.~a! no normalization;~b!–~d!
various normalization methods.
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matrix, thus allowing for a more objective comparison of
beamformer outputs at all depths. The steering vectors in this
case were normalized by dividing each of the complex pres-
sures by the average pressure magnitude for the entire vector.
As Fig. 6~c! shows, the scale of the vertical axis did change,
thus illustrating the power in the measured covariance ma-
trix.

3. Method 3

The scale adjustment which was desired in method 2
was finally achieved by normalizing the signal covariance
matrix in addition to the steering vector normalization of
method 2. The primary peak@see Fig. 6~d!# now has a value
of 1 ~representing perfect correlation!, while the side lobes
have values between 0 and 1. This is the preferred method of
normalization for synthetic data~constant covariance matrix!
and is used in all of the test cases discussed in the remainder
of this chapter.

B. Effects of variations from design frequency ( f 0)

MFP correlation curves were plotted for acoustic fre-
quencies off / f 051.0, 0.21, and 0.08 as shown in Fig. 7~a!–
~c!, where f 0 is design frequency. Each figure shows a cor-
relation curve with target range at 3000 m. Similar results
were obtained at ranges from 2000 m to 5000 m. Thef / f 0
5 1.0 plot in Fig. 7~a! shows a clearly defined primary peak
corresponding to the target, and much smaller side lobes.
The f / f 050.21 and 0.08 curves, however, clearly show a
progressive increase in the side lobe height with decreasing
frequency. This is not surprising, considering that at
f / f 050.08 the acoustic wavelength is 24 times the hydro-
phone spacing, while atf / f 051.0 the acoustic wavelength is
two times the hydrophone spacing. MFP is clearly most ef-
fective at f / f 051.0 and perhaps marginally effective at

f / f 050.21. At f / f 050.08, the side lobes are so high that it
is impossible to distinguish them from the peak.

The degradation of the plane-wave beamformer near de-
sign frequency in shallow water is illustrated in Fig. 8, which
shows normalized beam outputs versus target range for the
case of plane-wave steering vectors. For these curves, a
beamformer output close to 1 indicates good correlation be-
tween the signal and the plane wave, while an output close to
0 indicates poor correlation with a plane wave. As the plot
shows, thef / f 050.08 signals correlate very well with the
plane wave, but thef / f 051.0 signals correlate very poorly.
This further explains why the MFP side lobes are so high at
f / f 050.08, but much smaller at higher frequencies. At
f / f 050.08, the array aperture is acoustically very small and
‘‘sees’’ the acoustic signals as plane waves. The beamformer
is therefore unable to resolve range, since plane-wave signal
coherence does not vary as a function of range. A plane-
wave beamformer in this environment would be expected to
perform quite well atf / f 050.08, but the MFP beam former
would perform poorly at this frequency. Atf / f 051.0, the
situation is reversed. Since the acoustic wavelength is much
shorter, the arrayis able to resolve range and it no longer
sees the acoustic signals as plane waves. At this frequency,
we expect a plane-wave beamformer to perform poorly in
this environment, while the MFP beamformer would perform
quite well. Thus, the plane-wave version of IBF23–28 has
proven to perform exceptionally well at VLF and can supple-
ment MFP as a beamformer in shallow water so that either
MFP or IBF performs well over a wide range of frequencies.

C. Target relative bearing

Figures 9 and 10 show correlation curves atf / f 0 5 1.0
for target relative bearings ranging from 0°~endfire! to 90°
~broadside!. In Fig. 9, the normalized beamformer outputs
are calculated using plane-wave steering vectors. The plots
in this case show that the beamformer outputs are very high
~greater than 0.99! at a relative bearing of 90°, but the values
decrease rapidly as the relative bearings get closer to endfire.

FIG. 7. MFP beamformer output versus range.~a! f / f 051; ~b! f / f 050.21;
~c! f / f 050.08

FIG. 8. Normalized beamformer output versus range.* : f / f 051; s:
f / f 050.21;3:f / f 050.08.
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A plane-wave beamformer should therefore be expected to
perform well only if the relative bearing is at or close to
broadside. At angles closer to endfire, there is a significant
degradation in plane-wave beamformer performance.

In Fig. 10, MFP beamformer outputs are plotted, again
for target relative bearings ranging from endfire to broad
side. These plots clearly show that the MFP beamformer, in
contrast to the plane-wave beamformer, performs much bet-
ter at or near endfire than it does near broadside. For relative
bearings at or near broadside, MFP is not able to resolve
range at all, creating so many high sidelobes that the corre-
lation curve appears flat. On the other hand, for bearings at
or near endfire, the sidelobes are much smaller.

D. Bottom type

Figures 11–13 show the contrast between a hard, reflec-
tive bottom type and a softer silt-clay bottom which absorbs

much more acoustic energy. The MFP plots of Figs. 11 and
12 illustrate that for the same frequency, the MFP side lobes
are significantly larger for the soft bottom than they are for
the hard bottom. This is because the softer bottom type
‘‘strips’’ away some of the higher modes in the shallow wa-
ter waveguide, thereby reducing the complexity and unique-
ness of the modal interactions at various ranges and causing
the larger range/depth sidelobes. In the hard bottom cases,
the acoustic energy is comprised of more energy and more
modes, causing a more unique modal interference pattern
with range and thereby reducing the sidelobe level.

The effect of acoustic energy absorption by the bottom
is further illustrated in Fig. 13, which shows normalized
beam outputs atf / f 0 5 1.0 using plane-wave steering vectors.
As expected, the soft bottom plot shows higher values of
beam output on the average than the hard bottom plot, indi-
cating that the acoustic signals in the soft bottom environ-

FIG. 9. Normalized plane-wave beamformer output versus target range.~a!
0°; ~b! 30°; ~c! 60°; ~d! 90° ~broadside!.

FIG. 10. MFP beamformer output versus range.~a! 0°; ~b! 30°; ~c! 60°; ~d!
90° ~broadside!.

FIG. 11. MFP beamformer output versus range—hand bottom.~a! 0°; ~b!
30°; ~c! 60°; ~d! 90° ~broadside!.

FIG. 12. MFP beamformer output versus range—soft bottom.~a! 0°; ~b!
30°; ~c! 60°; ~d! 90° ~broadside!.

392 392J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 J. H. Wilson and R. S. Veenhuis: Shallow water beamforming



ment are more ‘‘plane wave’’ in nature. Again, this is due to
modal ‘‘stripping’’ by the soft bottom which reduces the
uniqueness of the modal interactions and causes the acoustic
signals to have characteristics more like plane waves.

It should be emphasized that the geoacoustic bottom
properties of real ocean environments would generally lie
between the two extremes discussed above. However, in
those areas where there is significant variability in geoacous-
tic bottom properties, passive sonar performance may vary
noticeably. Specifically, an MFP beamformer would be ex-
pected to perform better in hard bottom rather than soft bot-
tom environments, while a plane-wave beamformer would
be expected to perform better where the bottom is less re-
flective. It is also noteworthy that atf / f 051.0, the plane-
wave beamformer outputs are, at many ranges, quite low
even with a soft bottom, indicating that plane-wave beam-
former performance in shallow water may be questionable at
higher frequencies, regardless of the bottom type.

E. SSP and source/receiver depth

The MFP algorithm was tested for various combinations
of source and receiver depth with a variety of different SSPs.
From this series of test cases, the effect of SSP and source
and receiver depth on MFP performance is not well defined.
None of the cases show a clear advantage over the other, and
there is no discernible relationship between SSP and MFP
sidelobe height.

V. DEEP WATER TEST CASE

A deep water data set collected in the Pacific Ocean was
utilized to test the IBF version of the MFP beamforming
algorithm along with the ENNPP and M of N tracker in a
measured ocean environment. Although deep water acoustic
propagation differs significantly from shallow water propa-
gation, these measured data are nevertheless useful in testing
the effectiveness of the ENNPP and M of N tracker in dif-
ferentiating the actual acoustic source from the MFP side-
lobes. This is important because as the test cases in the pre-

vious section showed, MFP sidelobes are a significant
problem in MFP beamforming. This measured data set will
also demonstrate the potential usefulness of the M of N
tracker displays for real time shipboard applications.

The ENNPP and M of N tracker were first tested against
a simulated target in a deep water environment~water depth
5000 m! with an isospeed profile and utilizing CASS as the
acoustic propagation model. The covariance matrix was con-
structed from acoustic pressures which were calculated from
the CASS eigenrays. Figure 14 shows the range versus time
and depth versus time displays produced by the M of N
tracker for a target at a range of 6000 yd and a depth of 400
ft. Note that both plots show a single trac
e corresponding to the target’s range and depth. In this ideal
situation, the tracker values correspond exactly to the actual
target range and depth, and the operator can easily read the
displays in real time.

Figure 15 shows the tracker displays for a 26-min por-
tion of measured data from an at-sea experiment. This por-
tion of data was selected because the target relative bearing
varied by only 3°, thereby providing for a relatively constant
bearing during the calculation of FFTs. Referring first to the
range–time display, the actual target track is denoted by the
solid line, while the estimated MFP track is denoted by the
dotted line. As the plot shows, the MFP track differs from
the actual target track by approximately 1000–1500 yd. This
is an impressive result considering that CASS models the
bottom in a very simplistic fashion, treating it as a single
layer with a constant speed profile. The range information
provided by this display would be a very useful input to track
a target, especially considering the fact that range solutions
obtained by conventional methods are seldom within 1000
yd of actual target range. Furthermore, the torpedo firing

FIG. 13. Normalized beamformer output versus target range—f / f 051. ~s:
soft bottom;3: hard bottom.

FIG. 14. M of N tracker displays for a simulated target.

FIG. 15. M of N tracker displays for measure data.
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solutions used in many successful exercise torpedo launches
have had range errors of as much as 5000 yd.

The depth estimate, as expected, is not as accurate as the
range estimate for this short aperture array, as illustrated by
the depth versus time display in Fig. 15. While the actual
target depth was 400 ft, the tracker shows three traces, none
of which are any closer than 200 ft from the actual depth.
This demonstrates that for this deep water environment, the
MFP beamformer is much better at range discrimination than
at depth discrimination for a horizontal array. The poor depth
discrimination is due to poor vertical sampling by the short
aperture horizontal line array.

VI. CONCLUSIONS

~1! Plane-wave beamforming with short aperture hori-
zontal line arrays will be significantly degraded for relative
bearings near endfire and away from broadside by the
multipath/multimode acoustic environment of shallow water,
particularly at higher frequencies. Degradation is even
greater in environments with a hard, reflective bottom.

~2! MFP performance for horizontal line arrays is sig-
nificantly affected by the choice of normalization technique,
the geoacoustic properties of the bottom and subbottom, and
the acoustic frequency~below design frequency!.

~3! Range/depth sidelobes are a significant problem for
short horizontal arrays at low frequencies.

~4! The IBF ENNPP and M of N tracker show great
potential for reducing the impact of false targets due to the
high range/depth sidelobes characteristic of MFP.

~5! MFP with horizontal line arrays shows potential as a
means of single heading range solutions for shallow water
environments.
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Development of distortion product emissions in the gerbil:
‘‘Filter’’ response and signal delay
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Amplitude and phase responses of distortion product otoacoustic emissions as a function of stimulus
frequency ratio were measured for frequencies between 2 and 48 kHz, in Mongolian gerbils
~Meriones unguiculates! aged 15 to 30 days after birth. After baseline measurements, furosemide
was administered to distinguish active from passive emissions. At all ages, structure in the form of
multiple peaks was observed in the amplitude responses of specific odd-order emissions. This
structure depended on theemissionfrequency, not the stimulus frequency ratio, and did not
generally depend on the stimulus amplitude. Nor was it dependent on the functioning of the cochlear
amplifier: At moderate stimulus levels, the observed emission distribution simply shifted to lower
amplitudes when the cochlear amplifier was made temporarily dysfunctional by furosemide
injection. The center frequencies and widths of the peaks in the amplitude response did not generally
change with age, except that the relative amplitudes of the higher-frequency peaks were increased
in younger animals. At 2 kHz, however, the distribution showed other evidence of maturation, with
the frequency of maximum emission moving downward with age. The phase responses yielded
estimates of the round trip signal~group or traveling wave! delay. At a given frequency, the active
signal delay typically decreased substantially with increasing stimulus level. However, there was a
rapid variation in delay as the stimulus level passed the normal active–passive crossover level. At
stimulus levels measuredrelative to the active–passive crossover level, i.e., either 20 or 30 dB
lower, the active signal delay decreased only slightly with age. Overall, both filter response and
signal delay characteristics were found to be essentially mature near the onset of hearing. ©1997
Acoustical Society of America.@S0001-4966~97!04601-8#

PACS numbers: 43.64.Jb, 43.64.Kc@RDF#

INTRODUCTION

The variation of distortion product emissions as a func-
tion of stimulus frequency ratio has been important in the
investigation of cochlear mechanics. There have been two
main applications, one associated with the interpretation of
the amplitude response of the emissions, the other with the
interpretation of the phase angle response. Both applications
have obvious relevance to the study of the mechanics in the
developing cochlea.

It is well known that there is structure in the amplitude
response of specific odd-order emissions when the stimulus
frequency ratio is varied~Brown and Gaskill, 1990b; Gaskill
and Brown, 1990!. This structure appears to be associated
with theemissionfrequency, not with the stimulus frequency
ratio itself ~Brown and Gaskill, 1990a!. That is, for constant
stimulus levels the amplitudes of these emissions appear to
peak when the emission frequency is about one half-octave
below the higher-frequency stimulus~Brown and Gaskill,
1990b; Brownet al., 1992!. This discovery has been used to
support the idea that there is a ‘‘second filter’’ in the cochlea,
which filters the emissionsafter generation~Brown and Wil-
liams, 1993!. Specific micromechanical structures have been
proposed to account for the filtering~Allen and Fahey,
1993a, b!.

It seems useful to extend these investigations into the

developing mammalian cochlea, and to more completely
characterize the emission amplitude response as a function of
stimulus amplitude, frequency, and age of the animal. If the
filtering is due to specific micromechanical structures, the
characteristics of this filtering may change as these structures
develop. Overall, emission amplitude responses should be
related to developmental changes in the interaction of waves
of different frequencies in the cochlea. These interactions
must depend, for example, on the extent of the region of
active amplification along the basilar membrane~BM!, and
on the sharpness of the peak BM response.

Separate from the amplitude response, the phase angle
response has primarily been employed as a measure of the
round trip travel time. This time has been variously called
the group, signal, or traveling wave delay~Brown and Kemp,
1985; Kimberleyet al., 1993; Plonsey and Collin, 1961!.
Contrasted with the phase velocity, the signal velocity is the
speed associated with energy or information transmission in
a medium~Plonsey and Collin, 1961!. For distortion product
emission measurements, the signal delay specifically is the
round trip time associated with a stimulus signal passing the
microphone and going into the cochlea, traveling down the
BM, generating an emission, and the emission traveling back
out of the cochlea and being detected by the microphone.
With certain assumptions, the round trip signal delay time
can be related to the measured change in phase in the emis-
sion at the microphone location relative to that of the stimu-a!Electronic mail: dmmills@u.washington.edu
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lus, the phase changes occurring when the ratio of the stimu-
lus frequencies is changed.

The major difficulty with the interpretation of the signal
delay as measured by emissions is the fact that the derived
signal delays depend strongly on stimulus level, typically
decreasing with increasing stimulus level~Brown and Kemp,
1985!. It is difficult to know how to relate the wide span in
measured values to physical distances in the cochlea. It has
been suggested that thedifferencesbetween signal delays at
the same stimulus intensities but at different frequencies rep-
resent a valid comparison between traveling wave delays at
different frequencies~Kimberleyet al., 1993!. However, the
situation cannot be resolved so easily. Because of possible
differences in passive conduction into the cochlea at different
frequencies and ages, the equivalent stimulus levels in the
cochlea at different frequencies cannot beassumedto occur
with equal stimulus levels in the ear canal. There is, after all,
no a priori reason to chose ‘‘equal’’ stimulus levels at any
particular point and using any particular measure. That is, the
quantity to be ‘‘equalized’’ at different frequencies or ages
could equally well be stimulus pressure, displacement, vol-
ume velocity, or energy flow~Keefe et al., 1993!, and the
point of equalization could be any point along the input
transmission path to the cochlea.

This is a particularly vexing problem in interpreting
changes in signal delay during development, given the
known changes in passive conductance into the mammalian
cochlea during development~Mills et al., 1994; Mills and
Rubel, 1996!. For example, there have been two recent mea-
surements of the signal delays in humans, comparing term
infants and adults~A. M. Brown et al., 1994; D. Brown
et al., 1994!. Both measured delays at about the same, con-
stant stimulus pressure levels in the ear canal. At mid-
frequencies, the first study found a decrease in the mean
delay with age and the second study an increase; the reasons
for the difference are not known.

At this point, it seems important to establish valid pro-
cedures for the measurement of delays using experimental
animals; for these animals distortion product emissions are
much easier to measure than for human infants and the re-
sults can be compared to independent measures of cochlear
travel time.

I. METHODS

A. Animal preparation

Young gerbils~Meriones unguiculates! were obtained
from breeding pairs maintained in our colony, originally pur-
chased from a commercial supplier~Tumblebrook Farms,
Brookfield, MA!. Pairs were checked for births daily, and the
date the birth was first observed was denoted 0 days after
birth ~dab!. All animal preparation and recording were per-
formed in an I.A.C. double walled acoustic booth. Animals
were initially anesthetized with a subcutaneous injection of a
mixture of ketamine hydrochloride~Ketaset: 15 mg/kg! and
xylazine~Rompun: 5 mg/kg!. A surgical depth of anesthesia
was maintained by subsequent injections, as needed, of ei-
ther ketamine alone or the ketamine-xylazine mixture, at
about one half the initial dosage. The pinna, surrounding
skin, and outer third of the ear canal were removed on the

left side, along with much of the scalp. The skull was at-
tached to a head holder with cryanoacrylic adhesive~Bor-
den!, and a thermocouple placed in the rectum. An automatic
heating pad kept the internal temperature at 36–37 °C. Tis-
sue was removed over the bulla immediately posterior to the
ear canal, and a hole~1–2 mm diameter! drilled into the
bulla to equalize static pressure in the outer and middle ears.
The bulla hole was left open, to improve low-frequency
sound conduction through the middle ear in these young ani-
mals ~Cohenet al., 1993; Mills et al., 1994!.

B. Equipment and procedures

The equipment and basic procedures employed for the
high-frequency distortion product measurements were the
same as previously reported~Mills and Rubel, 1996!. Briefly,
a coupler was employed which incorporated two micro-
phones and two sound delivery tubes connected to a 2-mm
diameter central cavity. One microphone was a 1/4-in. high-
frequency microphone~Larson & Davis 2530! calibrated as a
probe microphone, with the probe tip located at the coupler
opening. The other was a removable ER-10B low noise mi-
crophone~Etymotic!. Using a micromanipulator and operat-
ing microscope, the coupler was joined to the ear canal open-
ing. A wide band noise signal was introduced into the ear
canal through one of the sound delivery tubes, and the output
of the probe microphone used to calibrate the sound delivery
system and the ER-10B microphone responsein situ, to 50
kHz.

A set of measurements of normal emissions, taking 1–2
h, was then completed. For each single emission measure-
ment, two tones~frequenciesf 1 and f 2! were introduced into
the ear canal through the two coupler tubes, and the ER-10B
microphone output synchronously averaged, typically for 4 s.
The lower-frequency stimulus amplitude,L1, was always 10
dB higher than the higher-frequency stimulus amplitude,L2
~Mills et al., 1993; Whiteheadet al., 1995a, b!. For this re-
port, the basic measurement sequence involved a sequence of
stimulus frequency ratios. The upper frequency,f 2, and both
amplitudes of the two stimulus tones were fixed for these
sequences, while the lower stimulus frequency,f 1, was in-
cremented after each single measurement. For the initial data
set for all animals, the basic sequence included measure-
ments at 17 frequency ratios fromf 1/ f 250.714 to 0.925.
There were additional measurements for some animals at
some frequencies, particularly including lower ratios for
f 252 kHz. The basic frequency ratio sequence was con-
ducted for a number of different stimulus levels, starting near
the noise floor for the cubic distortion tone~CDT, 2 f 12 f 2!
emission. Stimulus levels were incremented in 10-dB steps,
to a maximum of 80–100 dB SPL depending on age andf 2
frequency. This set of measurements was made for each of
the following f 2 frequencies: 2, 8, 16, 32, and 48 kHz. Note
that only for the older animals could emissions be detected
above the noise floor for the higher frequencies~Mills and
Rubel, 1996!.

After the initial data set was completed, the animal was
given an intraperitoneal~I.P.! furosemide injection to estab-
lish the ‘‘passive’’ emission response. Dosages were set on
the basis of previous experiments~Mills et al., 1993, 1994;
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Mills and Rubel, 1996! so that the cochlear amplifier would
be rendered essentially nonfunctional for a brief time, usu-
ally about 5–7 min. The required dosages varied with age as
noted in Table I. During the time that the cochlear amplifier
was nonfunctional, a brief series of frequency ratio se-
quences was taken. Because of time constraints, these were
limited to five or six different frequency ratios, and at stimu-
lus amplitudes near the upper limits. The passive measure-
ments were conducted for the samef 2 frequencies as the
initial, active measurements, and 10-dB intervals were also
used for the stimulus amplitudes. For the younger animals
~up to 20 dab! the passive emissions were so weak that ad-
ditional filtering was required to successfully detect them. A
programmable low-pass filter was employed on the ER-10B
output, to reduce the magnitude of the stimulus frequency
components in the microphone signal, as was done previ-
ously ~Mills and Rubel, 1996!. This was successful in en-
abling detection of the amplitude of the weak passive signals
but the phase response was not then usable, due to the addi-
tional phase shifts caused by the filtering.

Each animal was monitored for one half hour after in-
jection to assure that there was at least partial recovery of
emissions during this time. The total number of animals
measured in each age group is given in Table I.

Procedures for the care and use of the animals reported
on in this study were approved by the University of Wash-
ington Animal Care Committee~re: Grant No. NIH DC
00395, Ontogeny of Sensory Processes!.

C. Data analysis: Signal delay

For this report, the variation in phase angle with stimu-
lus frequency ratio (f 1/ f 2) was generally converted into an
equivalent ‘‘signal delay.’’ For an emission at the frequency
given by f mn5(mf12n f2), the round trip signal delays as-
sociated with that emission,Tmn , have been determined us-
ing the equation~Kimberley et al., 1993; Mahoney and
Kemp, 1995!

Tmn52DFmn /D f mn , ~1!

where thecorrectedemission phase angle, relative to the
stimuli phases, is given byFmn5fmn2(mf12nf2). The
quantityfmn is the measured emission phase angle, andf1
andf2 the measured phase angles of the two stimuli atf 1
and f 2. All emission phase angles reported here are corrected
emission phase angles.

The procedure employed has been to include a limited
range off 1 frequencies, typically 5–7 points, located around
the amplitude maximum and spaced closely enough that the
typical change in emission angle between neighboring ratios
was securely less than 180°. The emission angles were then
unwrapped by a computer program and the corrected, un-
wrapped phase angles were calculated and displayed. A lin-
ear, least-squares fit was then made to these points, and the
round trip signal delay was calculated from the slope of this
line, according to Eq.~1!.

II. RESULTS

A. Signal delay, active emissions

We operationally define active emissions as those emis-
sions which are emitted by a normal mammalian cochlea and
which are essentially eliminated when the endocochlear po-
tential is sharply reduced~Mills et al., 1994; Nortonet al.,
1991; Norton and Rubel, 1990!. In practice, this means that
these are certain odd-order emissions found at relatively low
stimulus levels, although care must be employed in defining
what stimulus levels are ‘‘low’’ for a given frequency, spe-
cies, and developmental stage~Mills et al., 1994!. Represen-
tative results for amplitude and phase responses of active
emissions at the cubic distortion tone~CDT, 2 f 12 f 2! fre-
quency are shown in Fig. 1, for an adult gerbil. For each
panel, thef 2 frequency and the stimulus levelsL1 and L2
were kept fixed, and thef 1 frequency stepped in small incre-
ments. The amplitude of the emission is shown in the lower
panel of each pair, and the phase angle response in the upper
panel. Note that the horizontal axis in these figures is the
ratio f 1/ f 2 . This is the most useful form for the axis for
experiments in whichf 2 is kept fixed, andf 1 varied. That is,
a simple group delay leads to a linear relationship between
phase and thef 1 frequency, or between phase and the ratio
f 1/ f 2 .

The responses shown are typical of adult gerbils at rela-
tively low stimulus levels. The amplitude responses had
maxima at f 1/ f 2 frequency ratios near 0.75–0.8, and the
phase response was approximately linear across these middle
f 1/ f 2 ratios. There appeared to be a trend for the frequency
ratio at maximum amplitude to move to lower ratios, for
lower f 2 frequencies. This trend appeared stronger in
younger animals, as the representative example of a 15 dab
gerbil in Fig. 2 illustrates. Emissions are shown in Fig. 2
only for f 252 and 8 kHz, as adequate phase responses for
stimuli with f 2516 kHz and above were not obtainable in the
15 dab neonates, due to emission amplitudes being at or
below the noise floor.

The range of frequency ratios chosen for the estimate of
the signal delay in this experiment is also illustrated in Figs.
1 and 2, by the filled-in phase data points in the upper panels,
and the horizontal bars in the lower panels. This range was
chosen, on the basis of responses such as shown in Figs. 1
and 2, to be the best compromise across the range off 2
frequencies from 2 to 32 kHz. This range, fromf 1/ f 250.746
to 0.82, includes the regions where the amplitude is maxi-
mum for nearly all ages, the exception being the younger
animals for f 252 kHz. After the phase response was un-

TABLE I. Number of animals in experimental groups. Age of each group is
given in days after birth~dab! with the furosemide dosage used for that age
group.

Age
~dab! Number

Furosemide
~mg/kg!

15 6 60
17 6 80
20 6 100
25 5 150
30 4 200

42–46 3 300
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wrapped, least-squares linear fits to the phase variation with
frequency were made, as illustrated in Figs. 1 and 2. Values
of signal delay from Eq.~1! corresponding to the slopes
shown are also listed. These values are typical of the range
found in these experiments, from 2 to 3 ms forf 252 kHz
down to 0.2 ms forf 2532 kHz. Note that, in contrast to the
results for humans~Kimberleyet al., 1993!, the phase angle
response in gerbils was not always linear with frequency

ratio, particularly outside the region of the maximum ampli-
tude for the emission~Fig. 1!.

The signal delays found varied not only withf 2 fre-
quency, but with stimulus amplitude,L13L2 , at a givenf 2
frequency. Figure 3 presents the observed variation for the
same two animals as in Figs. 1 and 2. Stimulus levels were
incremented in 10-dB steps, withL2 always 10 dB belowL1.
As in these two examples, the derived signal delay typically
decreased by a factor of 2 as the stimulus level increased

FIG. 1. Individual data: Amplitude and phase for the cubic distortion product~CDT, 2 f 12 f 2! emission are presented as a function of frequency ratio, for
representative responses in a 30-day-old animal at low stimulus levels. The parameters listed in each of the lower panels are the upper stimulus frequency,f 2,
and the stimulus levels,L13L2 ~dB SPL!. The crosses in the lower panels indicate the measured noise levels. The horizontal bars and the filled-in phase
symbols indicate the phase responses that were used to calculate the round trip signal delay to be associated with thatf 2 frequency and stimulus level pair.
These are the seven measurements taken fromf1/f250.746 to 0.820 in approximately 0.012 increments. The CDT phase angles listed here and elsewhere are
those referenced to the measured stimulus phases, that is, by subtracting the quantity~2f12f2! from the measured CDT phase, wheref1 is the measured
phase angle of thef1 stimulus at the microphone, andf2 the phase angle for thef 2 stimulus. The phase zero reference in each panel is arbitrary. The
least-squares best linear fit to the 7 phase points are shown by the lines, the figures give the derived signal delays in milliseconds~ms!. Note that the phase
angles are shown folded into a single 360° interval here, but were unwrapped before fitting the straight line shown.

FIG. 2. Individual data: Amplitude and phase of CDT emissions are plotted
versus frequency ratio, for representative responses in a 15-day-old animal
at relatively low stimulus levels. Same conventions as Fig. 1. For these
younger animals, adequate phase determinations for stimulus frequencies
f 2516 kHz and above were not obtainable.

FIG. 3. Individual data: Round trip signal delay is presented as a function of
stimulus level for the same individual animals presented in Figs. 1 and 2.
The parameter listed is the higher stimulus frequency,f 2. Signal delays
were calculated using the phase responses noted in Figs. 1 and 2. The
asterisks denote ‘‘equivalent’’ stimulus levels forf 258 kHz ~see text!.

398 398J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 D. M. Mills and E. W Rubel: Development of emissions in gerbil



from 40 to 80 dB SPL. Further, there was no obvious ten-
dency for the derived signal delay to reach an asymptote as
lower or higher stimulus levels were approached. Finally, at
higher stimulus levels were typically unexpected, systematic
variations in the derived signal delays. For example, note the
rapid variation in the derived signal delays for the 30 dab
animal in Fig. 3, occurring betweenL1560 and 80 dB SPL
for f 258 kHz, and between 70 and 90 dB SPL forf 2516
kHz. These rapid minima and maxima were quite consis-
tently found at higher stimulus levels, and the total variation
in signal delay typically spanned about an octave.

These intrinsic variations with intensity make direct de-
velopmental comparisons very difficult. For example, the 8
kHz delay was typically larger for the 15 dab animal than it
was for the 30 dab animal. This would seem to imply a
decreasein signal delay at 8 kHz during development. How-
ever, it is known that higher stimulus levels are generally
required in the ear canal at 15 dab compared to 30 dab to
provide the same, equivalent levels in the cochlea at 8 kHz
~Mills et al., 1994; Mills and Rubel, 1994!. Suppose this
were a 20-dB difference, which is typical. The delay at 15
dab for, say,L1570 dB SPL should then be compared with
the delay at 30 dab withL1550 dB SPL. These ‘‘equiva-
lent’’ locations are marked with an asterisk in Fig. 3. It can
be seen that, rather than showing a marked decrease with
maturation, the comparison of such equivalent levels would
imply that there was little change with maturation. There is a
similar potential problem in comparisons between different
f 2 frequencies at the same age, due to frequency variations in
input transmission. For example, for the individual animal in
Fig. 3, the 16-kHz delays were larger than the 8 kHz at the
same levels~SPL!. If middle ear effects accounted for a
20-dB difference at 16 kHz, however, one might correct the
16-kHz curve by shifting it to the left by 20 dB. The delays
at 16 kHz at these ‘‘equivalent’’ levels would then be
smaller than at 8 kHz.

In order to properly compare results, the stimulus levels
employed for each animal werenormalizedby referencing
them to the crossover stimulus level,LX . This has been de-
fined to be the stimulus level in the ear canal at which the
transition from primarily active response to primarily passive
response occurs in the cochlea~Mills et al., 1994; Mills and
Rubel, 1994!. Values ofLX were estimated for each animal
at eachf 2 frequency as illustrated in Fig. 4.

The pre- and post-injection growth functions were ob-
tained ~with 10-dB stimulus intervals! for the three f 1/ f 2
ratios noted, and were plotted as shown. The crossover
stimulus level,Lx ~and the shift,DC, used later! were calcu-
lated for each ratio as illustrated, and averaged over the three
f 1/ f 2 ratios.

The results in Fig. 3 can now be replotted in Fig. 5, with
the stimulus level at eachf 2 frequency now plotted relative
to its crossover level,Lx , determined for that animal andf 2
frequency. The estimated ‘‘threshold’’ crossover levels for 2
kHz changed little between the 15 and 30 dab animals. This
lack of improvement with age can be attributed to the open
bulla condition of these experiments: In closed bulla condi-
tions, the smaller bulla of younger animals typically causes
an increase in the threshold measure,Lx , for frequencies

below 4 kHz ~Mills et al., 1994!. At 8 kHz, there was a
decrease of nearly 20 dB for the older animal compared to
the 15 dab animal.

The relative maxima and minima seen in the 30 dab
animal in Fig. 3, which did not occur at the same absolute
levels, are now observed in Fig. 5 at approximately the same
levels relative to the crossover stimulus level. These rapid
variations occurred largely in the 10-dB range for which the
stimulus levelsL1 were 10 dB below the crossover level,Lx ,

FIG. 4. Individual input–output, or ‘‘growth functions,’’ i.e., variation of
cubic distortion tone~CDT, 2 f 12 f 2! emission amplitude with stimulus
level. The solid lines are the normal, pre-injection growth functions. The
post-injection responses, taken at the time of the ‘‘flat minimum’’~Mills and
Rubel, 1994!, are indicated by the open circles, with the ‘‘best-fit’’ straight
line with a slope of 2:1 shown. The three growth functions are all forf 258
kHz, but different ratios of stimulus frequencies,f 1 and f 2, as noted. Each
of these growth functions yields an estimate of the active–passive transition
level, Lx , and the shift in emission amplitude at low signal levels, labeled
DC. The shift,DC, is the difference between the CDT emissions with and
without a functional cochlear amplifier, and is therefore related to the gain
of the cochlear amplifier. For the example shown,Lx was 77 dB SPL for all
three ratios, and the average shift,DC, was 55 dB.

FIG. 5. Individual data: Round trip signal delay is plotted as a function of
relative stimulus level. This is the same data as in Fig. 3, but now the
stimulus levels are plotted relative to the active–passive transition levels,
Lx . These were determined for each animal at eachf 2 frequency using
growth function plots as illustrated in Fig. 4. The estimated values ofLx are
shown, in parentheses, forf 252 and 8 kHz. The vertical dashed lines simply
note the relative levels 20 and 30 dB belowLx .
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and equal to it~i.e., betweenL15Lx210 dB andL15Lx!. It
seems likely, therefore, that the rapid variation observed was
associated with the transition between ‘‘active’’ and ‘‘pas-
sive’’ responses. That is, the rapid variation could be attrib-
uted to a phase interaction between these two components.
This interpretation was further supported by the observation
that, among individual animals of the same age, the rapid
variation always occurred near the transition levelLx , but
the form varied, sometimes dominated by a very sharp mini-
mum, and at other times there was a more moderate maxi-
mum ~i.e., like that shown in Figs. 3 and 5!.

It seems obvious that, to study the developmental varia-
tion of the signal delay in the normal,active cochlea, this
active–passive transition region should be avoided. For this
report, we have therefore chosen to report results in signal
delay primarily for the stimulus level which is 30 dB below
Lx . This level is far enough from the active–passive transi-
tion that it seems little affected by it, yet the stimulus level is
typically still high enough to yield adequate signal to noise
ratios. The level 20 dB belowLx would work as well; we
have made all the calculations presented below for this case
as well, and the results are virtually identical.

In Fig. 6~A! and ~B! we present the variation with age
for the mean signal delay, measured at the stimulus level
estimated to be ‘‘constant’’ in the cochlea. That is, for each
individual animal the signal delay was estimated at a stimu-
lus level 30 dB below the crossover level,Lx , as in Fig. 6.
The estimated delays were then averaged across animals
within an age group. For comparison, in Fig. 6~C! we present
the mean delays measured at a constant stimulus level as
measured in the ear canal, in this case forL13L2550340
dB SPL.

The overall trend is obvious: there was a modest de-
crease in signal delay between 15 and 20 dab, at allf 2 fre-
quencies. The decrease was not as large, however, when
comparison was made with stimulus levels at a constant off-
set to characteristic levels in the cochlea@Fig. 6~A! and~B!#
compared to delays measured at the same absolute levels in
the ear canal@Fig. 6~C!#. The reason is that therelative
stimulus levels corresponded to higher ear canal stimulus
levels in the younger animals than the older~except at 2 kHz
where there was little change with age!. Note that there were
no measurable emissions available for stimulus levels of 50
dB SPL for younger animals at higher frequencies, because
of the increase in passive threshold~Mills et al., 1994!.

Note also in Fig. 6~A! that there was an interesting mini-
mum in the derived signal delay that occurred early in de-
velopment for mostf 2 frequencies. This minimum was ob-
served first at 2 kHz, at about 17 dab, and then at 8 kHz at
about 20 dab, and finally at 32 kHz at about 25 dab. In all
cases, the minimum occurred several days to a week after the
emissions first become measurable at the corresponding fre-
quency.

The dashed line in Fig. 6~A! displays the difference be-
tween the mean signal delay for stimulus frequencyf 252
kHz and that for f 258 kHz. This difference is obviously
dominated by the variations in the signal delay forf 252
kHz.

B. Variation of amplitude with f 1/f 2 : The ‘‘filter’’
response for active emissions

Measurements were made of the normal, pre-injection
emission amplitudes as a function of stimulus frequency ra-
tio for fixed frequencyf 2 of 2, 8, 16, and 32 kHz. Typical

FIG. 6. Group data, giving the variation with age of the mean signal delay.
Bars indicate standard error of the mean.~A! Delay estimated for each
individual at the stimulus levelL1 which was 30 dB below the active–
passive level,Lx , for that individual, and then averaged. The parameter is
the stimulus frequency,f 2. The dashed line shows thedifference in the
mean delay between that forf 252 kHz and that forf 258 kHz. ~B! Same
data as~A!, plotted to show the variation withf 2 frequency, with age as the
parameter in days after birth~dab!. ~C! Mean delay measured at the stimulus
level L1550 dB SPL, for all frequencies and ages. Note that emission am-
plitudes for higher frequencies at this stimulus level were not above the
noise floor in the younger animals.
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results are presented for the CDT emission for three indi-
vidual animals in Fig. 7. For clarity, only the emission dis-
tributions for stimulus levels fromL1550 to 80 dB SPL are
shown.

Over the frequency ratio covered, there were often two
main peaks in the emission amplitude. There was no obvi-
ous, consistent trend for the emission amplitude to ‘‘flatten’’
with increasing stimulus level, i.e., the amplitude did not
tend to become constant with frequency ratio at high stimu-
lus levels. There also was no consistent change with stimulus
level for the frequency ratios associated with the amplitude
maxima, i.e., the ‘‘peak center frequency.’’

This ‘‘filter’’ behavior is examined more closely in Fig.
8, where the mean CDT (2f 12 f 2) and fifth order ampli-
tudes (3f 122 f 2) are presented. For this plot, the horizontal

axis employs theemission frequencies~re: f 2! rather than the
stimulus frequency ratio. This is done to better compare
these two odd-order terms, because it is well known that at
least some of the peaks in the odd-order emission amplitudes
coincide when plotted against emission frequency, rather
than against stimulus frequency~Brown and Gaskill, 1990b;
Fahey and Allen, 1986; Gaskill and Brown, 1990!. To obtain
the mean filter responses, individual filter functions were first
defined by normalizing the emission components of each in-
dividual animal to the maximum values occurring in the in-
terval observed. The normalized values were then averaged
over the age group, and the mean results presented in Fig. 8.
For comparison between different ages, at each age we
present only the emission distribution for one stimulus level
pair, choosing in each case the stimulus level falling between

FIG. 7. Variation of cubic distortion tone~CDT, 2 f 12 f 2! emission as a function of stimulus frequency ratio (f 1/ f 2), for individual animals at three different
ages. The parameter listed is the stimulus level,L1, in dB SPL. For all data, the higher-frequency stimulus level,L2, was 10 dB belowL1. For clarity, only
results for stimulus levels forL1550 to L1580 dB SPL are shown, and the extremes are shown in heavier lines. The line in each panel which is dashed
indicates the emission for the stimulus level which falls between 20 and 30 dB below the active–passive transition level,Lx , illustrated in Fig. 4.

401 401J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 D. M. Mills and E. W Rubel: Development of emissions in gerbil



FIG. 8. A, B. Group data. Mean ‘‘filter’’ responses for emissions at 2f 12 f 2 and 3f 122 f 2 : Variation of emission amplitude when stimulus frequency ratio
is changed, for the stimulus levels~L13L2 , dB SPL! listed in the lower part of each panel. Stimulus levelsL1 were chosen which were between 20 and 30
dB below the mean active–passive level,Lx , for that age group.~See Fig. 5.! In each panel, the vertical axis is the response~in dB! relative to the maximum
emission. That is, individual amplitude responses were normalized to the maximum response for each animal over the measured frequency interval at a given
f 2, before averaging over the age group. The 0-dB reference levels are indicated: note the emission for 3f 122 f 2 is displaced 10 dB below 2f 12 f 2 for
clarity. The horizontal axis is theemissionfrequency relative to thef 2 frequency, not the stimulus frequency ratio as in Fig. 7. For the 2f 12 f 2 emission, the
horizontal axis is chosen to be equivalent to that for Fig. 7; note, however, thatdifferent values of f 1/ f 2 are associated with the responses for 3f 122 f 2
compared to 2f 12 f 2 at the same position on the horizontal axis. Vertical bars represent standard errors of the mean. For reference, the horizontal bars in the
row for the 30 day after birth~dab! animals indicate the frequency range which was employed to determine the signal delays~for all ages! from the phase
change of the 2f 12 f 2 emission, at approximately the same stimulus levels, in the previous section.
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the mean values for~Lx230 dB! and~Lx220 dB! for the age
group. That is, we display in Fig. 8 approximately the same
stimulus levels that were used in estimates of signal delays in
the previous section, so that these amplitude results can simi-
larly be considered characteristic of active processes. The
stimulus level pairs chosen are listed at the bottom of each
panel. The horizontal bar in the lowest panels indicates for
reference the frequency ratios which were employed to ob-
tain the signal delay information from the CDT emission in
the first section, for all age groups. The upper, heavier line in
each panel denotes the 2f 12 f 2 component. The lighter line
is the 3f 122 f 2 component, with its zero reference shifted
10 dB downward for clarity.

The ‘‘second filter’’ effect is dramatically displayed in

this presentation. The higher order term, 3f 122 f 2 , had
peaks at exactly the sameemissionfrequencies as did the
cubic term, 2f 12 f 2 . Further, at the stimulus levels chosen,
there was generally only one primary peak in themeanemis-
sion for the adult animals. This primary peak location and
shape was typically very consistent from animal to animal in
a given age group. This is evidenced by the very small vari-
ances typically found around the peak values. Note that if the
normalized mean amplitude at the primary peak was 0 dB,
i.e., exactly equal to the reference level with zero variance, it
means that the maximum amplitude occurred at the same
emission frequency foreveryanimal in that group. Many of
the mean primary peak values were equal to or very close to

FIG. 8. ~Continued.!
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0 dB, illustrating the remarkable consistency of the fre-
quency of maximum emission within each age group. The
‘‘center frequency’’ of the primary peak~frequency of emis-
sion maximum! was close to 0.5f 2 for all f 2 frequencies,
except forf 252 kHz.

Developmentally, there was no significant change in the
mean center frequencies for these emission peaks across age
groups from 15 dab to 30 dab. There was also no obvious
trend for the peaks to become sharper as the animal matured.

In addition to these peaks, there were other peaks ob-
served at most ages. These other peaks were most obvious
for stimulus frequencies above 2 kHz, where they were typi-
cally found with emission frequencies of 0.6f 2 to 0.7f 2.
These peaks were often relatively stronger at younger ages,
frequently strong enough to be the dominant peak.

The mean results forf 258 kHz were more complex.
There was an apparent broad maximum at 15 dab, which
became quite sharp at 17 dab, but then broadened again at 20
dab, only to change again into a sharp peak at 25 dab. The
emission frequency at the maximum amplitude also appeared
to change with age in a complex manner. Figure 9 presents
the individual observations which made up these mean dis-
tributions, for more detailed analysis.

The individual distributions show that the broad peaks in
the mean data could generally be considered to consist of the
combination of two close, partly ‘‘resolved’’ peaks, rather
than a single broad peak. These typically consisted of a
single peak at an emission frequency of 0.5f 2, and another
peak at about 0.6f 2. At most ages, the first peak was the
dominant one. At 20 dab, however, the first peak appeared to
be relatively and absolutely weaker than at other ages, to the
extent that it was not detectable in comparison to the second
peak in three of the six animals in this age group. At 25 dab,
all of the animals had very similar amplitude distributions,
having a single sharp maximum at about 0.5f 2. There were
at least some animals in every age group with a peak of
similar sharpness occurring at nearly the same frequency
~0.5f 2!. The exception was the youngest age: At 15 dab, no
single animal had a peak that sharp, although most animals
did have a peak with a relative maximum at an emission
frequency near 0.5f 2.

The overall behavior of the peak responses are summa-
rized in schematic form in Fig. 10. Here, we include the
mean peak frequencies, relative amplitudes, and peak widths
for all animals in this study. Each panel represents one
stimulus frequency,f 2, in which the age of the animal in-
creases downward. The frequencies at maximum amplitude
have been determined for individual responses and then av-
eraged over each age group. The ‘‘center’’ frequency vari-
ances were quite small, typically about 0.01f 2. The relative
mean peak amplitudes, essentially the same as in Fig. 8, are
indicated by the size of the symbol at the peak frequency
~see key!. The horizontal bars represent the widths of the
peak, measured 10 dB below the peak maximum. Because of
the interference in the response caused by neighboring peaks
~e.g., Fig. 9! the two ‘‘half-widths,’’ i.e., the distances from
the emission frequency at maximum amplitude to the fre-
quencies where the emission was 10 dB lower, were deter-
mined for each individual peak. Thesmallerhalf-width was

used to obtain the means shown. The stimulus levels were
the same as in Fig. 8, that is, between 20 and 30 dB below
the crossover level,Lx .

There was a consistent developmental trend forf 252
kHz. There was one prominent peak at relatively low emis-
sion frequencies, which shifted to even lower emission fre-
quencies as the animals matured. The peak width, however,

FIG. 9. Individual responses for all animals in each age group forf 258
kHz. The stimulus levels chosen were the same as Fig. 8~i.e., L1 was
between 20 and 30 dB belowLx! and are indicated in each panel~L13L2 ,
dB SPL!. For clarity, some individual responses are emphasized by different
line intensities. The two vertical lines, at 0.5f 2 and 0.6f 2, are for reference.
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changed little during this time. There was also a secondary
peak at about 0.60f 2 which appeared as the animals matured.
It should be noted that this peak could have been ‘‘present’’
earlier, but obscured by the much stronger, lower-frequency
peak.

For higher frequencies, there was no general trend noted
in the variation of peak frequencies or widths with develop-
ment. For f 258 kHz, for example, there was a prominent
peak near 0.50f 2 at all ages. Neither the center frequency nor
the peak width changed consistently with age. Similar results
hold for f 2516 kHz, which had a very sharp, stable peak at
0.56f 2 at all ages, and forf 2532 kHz, which consistently
had two peaks near 0.50f 2 and 0.70f 2. The observed peaks
could be quite sharp, with half widths at the 10-dB level as
small as 0.04f 2.

C. Relationship of active and passive emissions

Passive emissions are operationally defined as those
emissions measured at the time of maximum furosemide ef-
fect, when the endocochlear potential has been substantially
reduced~Mills et al., 1994; Mills and Rubel, 1994!. These
passive emissions are almost always weaker than~or equal
to! the normal emissions~e.g., see Fig. 4! and can only be
measured during a brief time. The measurement of passive
emissions is therefore more difficult than for the active emis-
sions. In particular, in this experiment, for the younger ani-
mals the passive emissions were generally so weak that the
programmable filter had to be employed, to reduce the am-
plitude of the much stronger primaries prior to A/D conver-
sion ~see Sec. I!. This resulted in the loss of accurate phase
information for the passive emissions from the younger ani-
mals, so that the passive signal delays could not generally be
calculated. Further, even with the additional filtering often
only the passive emissions near the maximum amplitude~as
a function of stimulus ratio! could be adequately measured.
While there was enough information available on all animals
to estimate cochlear amplifier gains and active–passive
stimulus levels~as in Fig. 4!, there was only sufficient infor-
mation to adequately characterize the passive emission am-
plitude distribution and the signal delay for several indi-
vidual, mostly older animals.

The question naturally arose, in seeing the sharp peaks
in the active emissions~Fig. 8!, whether the same peaks oc-
curred in the passive, post-injection response at similar
stimulus levels. This might already be concluded, since we
have already shown:~1! that the emissions at high stimulus
levels are typically little changed by furosemide intoxication
~Fig. 4!, i.e., the pre-injection and passive emissions have the
same distribution at high stimulus levels; and~2! there is
little change in the pre-injection emission amplitude distribu-
tion comparing high and low stimulus levels~Fig. 7!. One
might also like to compare the two distributions directly, by
comparing the pre-injection emissions at low stimulus levels
with the ‘‘passive,’’ post-injection emissions at the same
stimulus levels, i.e., 20–30 dB belowLx . This is not strictly
possible, because the passive emissions are simply not mea-
surable at these stimulus levels~e.g., Fig. 4!. As a compro-
minse, in Fig. 11 we have compared the active, pre-injection
emissions at low stimulus levels for several individual ani-
mals to the post-injection, passive emissions measured in
each individualat a stimulus level 30 dB higher.

Using the established slope of 2:1 for the passive emis-
sions, the passive amplitude distribution was then shifted
downward by 60 dB, so that it would represent the amplitude
expected at thesamestimulus level as the active emissions
~Mills et al., 1994; Mills and Rubel, 1996!. The amplitude
scales of the active and passive emissions are given on the
left and right sides of Fig. 11, respectively. The scales have
been set so that the active and passive emissions would over-
lap in these panelsif the difference between the active and
passive emission amplitudes at the same stimulus level was
40 dB. For the stimulus levels we are considering here, this
would generally occur if the shiftDC was 40 dB~Fig. 4!.

It is clear from Fig. 11 that the major peaks observed in
the active emissions~as a function of stimulus frequency!

FIG. 10. A schematic illustrating the development of mean peak amplitudes,
center frequencies, and half widths. Center frequencies of each peak were
determined for the individual responses, and averaged to obtain the mean
peak frequencies shown. The relative mean amplitude of each peak was
determined from Fig. 8, and is denoted by the size of the symbol, according
to the key. The horizontal bars are not the variances of the center frequen-
cies, which were much smaller. Rather, the bars represent the width of the
amplitude response at the point 10 dB down from the maximum. Strictly,
since the peaks were usually asymmetrical, often because one side was
obscured by the presence of a neighboring peak, thesmaller of the two
estimated ‘‘half’’ widths of each individual peak was used to obtain the
mean half widths. Widths are not shown for two of the peaks, because the
response was too confused by noise or by stronger neighboring peaks.
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were typically found in the passive, post-injection emissions
as well. There was sometimes a modest difference between
active and passive emission distributions in therelativepeak
amplitudes noted in individual animals. For example, in the
17 dab animal, the peak at higher frequencies~at 0.62 f 2!
was relatively larger for the active emission than for the pas-
sive. This is probably related to the similar shift in the rela-
tive amplitudes of the peaks of the normal emission as a
function of stimulus level~Fig. 7!.

Data such as that in Fig. 11 lead to the following con-
clusion: For low stimulus levels, when the cochlear amplifier

was made inoperative by furosemide, the entire emission am-
plitude pattern shifted downward. The amount of shift in
amplitude was approximately the same at all stimulus fre-
quency ratios, and was equal to the shift,DC, at that f 2
frequency.

Finally, Fig. 12 displays the signal delay found as a
function of frequency for a typical young adult animal. The
pre-injection results are shown in solid lines and filled-in
symbols, with the post-injection delays shown in shaded
lines and open symbols.

As noted earlier, the pre-injection signal delays gener-
ally decreased as the amplitude increased. That is, the delays
associated with the active process~the normal emissions at
low stimulus levels! were larger than those found at higher
stimulus levels. The signal delays for the pre-injection high
level emissions, on the other hand, were very similar to the
passive emissions as defined here. The signal delays for the
post-injection, passive emissions, on the other hand, did not
appear to change consistently with a change in stimulus
level, at least over the relatively limited range over which the
passive emissions could actually be measured.

III. SUMMARY OF RESULTS

The response of the cochlea as a function of stimulus
frequency ratio (f 1/ f 2) is complex; it is complex at a given
developmental age and the response changes with age in a
complex, often counterintuitive manner. The complexity ap-
plies both to changes in phase angle, including the derived
signal delay for a narrow range of stimulus frequency ratios,
and to changes in amplitude, including the observed multiple
peak structure. Because of this complexity, it seems useful

FIG. 11. Comparison of active and passive ‘‘filter’’ responses for individual
animals atf 258 kHz. For the active responses at each age, the stimulus
levels were the same as that in Figs. 8 and 11, i.e., wereL13L2560350 dB
SPL for the 17 dab animal, and 50340 dB SPL for the others. The passive
responses were obtained at the time of maximum furosemide effect, at the
stimulus level 30 dB higher than that for the active response. The passive
responses were then extrapolated down to the same stimulus level as the
active, using the established 2:1 slope, i.e., 60 dB was subtracted from the
observed amplitude. The scales for the active and passive amplitudes are
different, and are on the left and right sides, respectively. The scales were
set so that, if the data points overlapped, the active emission amplitude was
40 dB more than the passive amplitude~i.e., if the active and passive points
overlapped,Ac540 dB!.

FIG. 12. Comparison of signal delay pre- and post-injection for an indi-
vidual 30 dab animal. The parameter listed is thef 2 frequency. The pre-
injection data are shown in filled symbols and solid lines, the post-injection
in open symbols and light lines. Note that the symbols forf 2 frequencies of
8 and 32 kHz at a stimulus level of 80 dB SPL are displaced slightly in the
horizontal direction so that they do not overlap.
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here to summarize the data obtained in this study. The goal
here is to provide atentativesummary of the most salient
features of the results to date. Obviously, many of these
trends require confirmation.

~1! The active and passive emissions have essentially the
same signal delay and amplitude response as a function of
f 1/ f 2 ~Figs. 11 and 12!. That is, the normal signal delay
measured at high stimulus levels is about the same as that
measured at the same high levels when the cochlear amplifier
is temporarily nonfunctional. Further, the passive amplitude/
filter response is similar in form to the active filter response
at all stimulus levels. In other words, when furosemide is
injected, the emission amplitudes for low stimulus levels
shift downward by approximately the same amount, rela-
tively independent of stimulus frequency ratio. However, the
signal delay associated with the active response~i.e., the nor-
mal delay at low stimulus levels! is higher than that associ-
ated with the passive or active responses~at high stimulus
levels!. The passive signal delay at low stimulus levels is not
measurable.

~2! At a given age, the signal delay of active emissions
typically decreases with increasing stimulus level, except for
a complex response at high stimulus levels~Figs. 3 and 12!.

~3! This complex response is associated with the active–
passive transition~Figs. 4 and 5!. It seems useful to compare
responses at different frequencies and ages not on the basis
of the absolute stimulus levels, but on the basis of the stimu-
lus levelsrelative to the active–passive transition level,Lx .
The comparison seems valid for both phase and amplitude
responses. To study active emission characteristics, re-
sponses for stimuli well below the active–passive transition
should be compared.

~4! At all frequencies, the derived signal delay typically
decreasesonly slightly during maturation. However, there is
an interesting relative minimum in signal delay which oc-
curs, first at lower frequencies and subsequently at higher
frequencies@Fig. 6~A!#.

~5! The changes in signal delay with development are
relatively small and complex. Depending on the observed
frequencies and age groups, increases or decreases could be
measured@Fig. 6~B!#. In terms of its signal delay character-
istics, the cochlea in gerbils seems essentially mature near
hearing onset.

~6! The difference in signal delay between low and high
frequencies appears to be dominated by intrinsic changes in
the larger, low-frequency delay@Fig. 6~A!#.

~7! The structure in the amplitude responses, as a func-
tion of stimulus frequency, changes little with stimulus level
at any age~Fig. 7!. This includes the peak center frequencies,
which are essentially unchanged with stimulus level. The
peaks can be quite sharp, with mean half widths at 10 dB
below the peak as small as 0.04f 2.

~8! At all ages, the responses of the CDT at 2f 12 f 2 and
the fifth order term at 3f 122 f 2 are very similar when plot-
ted as a function of theemissionfrequency~Fig. 8!. The
most prominent peak in adult animals is usually at an emis-
sion frequency between 0.5f 2 and 0.6f 2.

~9! For f 252 kHz, the center frequency of the most
prominent peak decreases with age. At higher frequencies,

the center frequencies of individual peaks are quite stable,
but there may be a modest tendency for the relative ampli-
tudes of the peaks to change with age. That is, the most
prominent peaks in the younger animals tend to be those at
higher frequencies~closerf 1 and f 2 frequencies!, while those
in adult animals tend to be those at the mid-frequencies
~emission frequencies equal to 0.50f 2 to 0.60f 2!. There are
no consistent developmental trends in the peak center fre-
quencies or peak widths themselves~Fig. 10!.

~10! Overall, except for the changes noted at 2 kHz, the
cochlea appears essentially mature near hearing onset in the
characteristics which account for the variation of amplitude
and phase with stimulus frequency ratio.

IV. DISCUSSION

A. Decrease in signal delay with stimulus intensity

From simple arguments, the largest component of the
observed signal delay for distortion product emissions in the
mammalian cochlea is likely to be phase buildup in the in-
going traveling wave associated with the stimulus~Egger-
mont, 1979; Mahoney and Kemp, 1995!. Our observation
that the relative signal delays change very little with devel-
opment~Fig. 6! implies that the cochlear amplifier is mature
in this respect even at early ages. The phase changes due to
place code shifts are presumed to be comparatively small,
and so not detected in these measurements.

It is well known that the signal delay, calculated by Eq.
~1! from the observed phase changes, decreases with increas-
ing stimulus intensity~Brown and Kemp, 1985!. The ob-
served behavior apparently follows from two simple assump-
tions:

~1! The cochlear amplifier reaches nonlinear levels even
for generally small stimulus levels. For typical mammalian
ears, the saturation of the cochlear amplifier begins to pro-
duce signal compression at such low signal levels that the
existence of a linear regime cannot easily be established
~Brown, 1993; Goldstein, 1967!.

~2! The dominant odd-order emissions are generated in
areas where the cochlear amplifier operation has become
nonlinear. This assumption rests on the idea that the nonlin-
ear mechanism which produces the emission is intrinsically
related to, or is the same as, the nonlinear mechanism which
causes the saturation. This idea has support in measurements
which show that the vulnerable odd-order emissions are in-
trinsically tied to the mechanisms which produce amplifica-
tion and sharp tuning at low stimulus levels~Rübsamen
et al., 1995!. This assumption is further based on the simple
idea that the dominant distortion will be produced where the
response amplitude is sufficient to involve nonlinear me-
chanics.

The traveling wave phase buildup is very rapid as the
peak of emission is reached~Robles et al., 1986; Zweig,
1991!. As the stimulus level increases, the cochlear amplifier
saturation begins to occur more and more basally~Johnstone
et al., 1986!. If the centroid of the emission generation area
moves even slightly basally with increasing stimulus levels,
this effect could easily cause a reduction in the apparent
signal delay with increasing stimulus intensity.
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B. Interpretation of development of signal delay
characteristics

For these measurements, the frequencyf 2 was fixed and
the frequencyf 1 varied. The argument for this approach is
that the location of the site of emission generation in the
cochlea, at least for weak stimuli, is believed to be near the
f 2 place ~Brown and Kemp, 1984; Kummeret al., 1995;
Martin et al., 1987!. That is, the emission originates near the
location on the BM where a single weak tone of frequencyf 2
would have a maximum response. There is then some hope
that varyingf 1 while fixing f 2 would leave the physical site
of generation approximately unchanged, allowing for a sim-
pler interpretation of the phase changes~Mahoney and
Kemp, 1995!.

Even for constant stimulus levels andf 2 frequency, the
derived signal delay depends somewhat on the frequency
ratio. For practical and theoretical reasons, it has been usual
to determine the signal delay for a small range of stimulus
frequency ratios which span the ratio where the emission
amplitude is a maximum. For this report, we chose a single
range in stimulus frequency ratio which was a compromise,
approximately spanning the CDT emission maximum as a
function of f 2. Other possibilities exist. We could, for ex-
ample, have changed the frequency ratio for eachf 2, and
even for each age. This seems like a needless complication,
which could potentially confuse the interpretation. In any
case, the center frequencies of the peaks turned out to be
insensitive to age.

Using either the phase delay at constant stimulus levels
in the ear canal@Fig. 6~C!# or at a constant level below the
active–passive transition level@Fig. 7~A! and~B!#, we found
a modest decrease in signal delay with age. Such a decrease,
found in human infants, was used to suggest that there was
no shift of the place code after this age~Brown et al., 1994!.
However, this conclusion does not appear to be justified by
these results, for the following reasons. In gerbil, the shift in
the place code for mid- and high frequencies appears to be
primarily due to a shift in the passive cochlear response,
associated with a shift in the passive base cutoff frequency
~Mills et al., 1994!. The place code shift merely moves the
place on the BM where the cochlear amplifier begins to re-
spond at a given frequency. The phase buildup associated
with the passive, linear response of the incoming stimulus,
up to the point where the cochlear amplifier starts to re-
spond, is estimated to be relatively small compared to the
phase buildup associated with the cochlear amplifier~Egger-
mont, 1979; Zweig, 1991!. Therefore, it is expected that de-
velopmental changes in the cochlear amplifier itself would
dominate signal delay changes, masking any effects due to
place code shifts.

This expectation appears to be supported by the data
found for the gerbil. After normalizing the stimulus levels to
the active–passive transition, there was very little change in
signal delay found with age. During the same period, it is
known that there are significant changes in the place code in
the base of the gerbil cochlea~Arjmand et al., 1988; Harris
and Dallos, 1984; Millset al., 1994; Mills and Rubel, 1996!.
Unless there were fortuitous, and unlikely, compensating
changes, the known place code changes cannot have affected

the signal delay very much. We conclude that, in gerbils at
least, the place code shift cannot be determined by measure-
ment of the signal delay characteristics. In addition, we con-
clude that from the onset of hearing to adulthood in gerbils,
there are relatively small changes in the cochlear properties
which are responsible for the signal delay characteristics. In
contrast, there are other characteristics of the cochlea and
cochlear amplifier which change considerably during the
same period~Saneset al., 1989; Rubel, 1978; Rubel and Ry-
als, 1983; Walsh and Romand, 1992; Woolf and Ryan, 1984;
Woolf et al., 1986; Yancey and Dallos, 1985!.

C. Emission amplitude response as a function of
stimulus frequency ratio

We have described an amplitude response in gerbils
with multiple maxima at emission frequencies of 0.50f 2 to
0.75f 2, at f 2 frequencies of 8 kHz and higher~Figs. 8 and
12!. The relative amplitudes of the peaks seem to change
with stimulus level and with development. However, the
widths and center frequencies of the peaks seem quite stable,
both with stimulus level~Fig. 7! and with age~Figs. 8 and
10!. In contrast, Brown and colleagues have proposed that
there is a single important amplitude maximum, which oc-
curs when the emission frequency is a half-octave belowf 2,
i.e., when the emission frequency is about 0.7f 2 ~Brown,
1987; Brown and Gaskill, 1990a, b; Brownet al., 1992,
1993; Brown and Kemp, 1985; A. M. Brownet al., 1994;
Brown and Williams, 1993; Gaskill and Brown, 1990!. The
stimulus levels usually employed in their recent measure-
ments areL13L2555340 dB SPL, and they note that the
half-octave relationship is ‘‘lost’’ if higherL2 levels are al-
lowed, but only for 2f 12 f 2 ~Brown and Williams, 1993!.
While some of our gerbil data would fit with the half octave
proposal, clearly most of our observed responses are more
complicated. For example, peaks at an emission frequency a
full octave belowf 2 are found frequently and prominently, as
well as peaks near 0.60f 2. These differences appear real, and
seem relatively unchanged as a function of stimulus ampli-
tude. We certainly find these peaks forL13L2550340 dB
SPL, for example.

Some of the differences between our results and those of
Brown’s group may be species differences, in that the ma-
jority of the data supporting their conclusions are drawn
from humans and guinea pigs. In contrast, their gerbil obser-
vations~Brown and Kemp, 1985, Fig. 1! do show forf 254
kHz a prominent peak located at about 0.62f 2, which per-
sists at high stimulus levels and is joined by a lower-
frequency peak. Further, a close examination of their human
data shows that there often appear to be multiple peaks, in-
cluding peaks at frequencies lower than a half octave below
f 2 ~although not as low as a full octave below!. While it is a
useful first approximation, therefore, the observed emission
amplitude responses appear to be more complicated than the
‘‘half octave’’ rule can encompass, at least in gerbils.

D. The interpretation of the amplitude response

The structure in the amplitude response has been inter-
preted as evidence in favor of a ‘‘second filter’’ in the co-
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chlea ~Allen and Fahey, 1993a, b; Brown and Williams,
1993!. The general idea is that distortion forces are generated
in the outer hair cells~OHCs!. In this model, the force gen-
eration is presumed to be relatively insensitive to stimulus
frequency ratio, that is, insensitive on the scale of the ampli-
tude structure, which involves changes inf 1/ f 2 of 0.10 or
less. At low stimulus levels, the maximum of distortion gen-
eration is assumed to occur in the OHCs located near thef 2
place. To be observed in the ear canal, these distortion forces
must be translated into BM motion. It is in this translation
that the emissions are assumed filtered by the micromechani-
cal structure of the cochlea. One specific model has sug-
gested that the filtering occurs in the tectorial membrane–
outer hair cell stereocila system, which causes a ‘‘short-
circuit’’ for distortion frequencies a half octave belowf 2
~Allen and Fahey, 1993a!.

This specific model now seems unlikely to be adequate,
given recent results that show similar filtering in barn owls,
and in certain alligator lizards who do not even have a tec-
torial membrane in the relevant frequency range~Tashen-
bergeret al., 1995!. We may further note that the reported
responses in these two very different species are remarkably
similar to each other, and fairly similar to those in the gerbil
reported here. The shape of the amplitude response is insen-
sitive to stimulus level for both barn owl and lizard, over the
limited range reported. There are apparently multiple peaks
in both, for the barn owl at emission frequencies of 0.50f 2
and 0.66f 2 for f 257.9 kHz, and for the lizard at 0.43f 2 and
0.70f 2 for f 254 kHz. The peak frequencies noted above for
the gerbil span these values.

Hearing in the gerbil does not begin until 13–14 days
after birth ~dab!, and the endocochlear potential does not
reach adult levels until after 20 dab. There are still structural
changes involving the tectorial membrane through the early
period, as well as possible BM changes associated with the
place code shift~Schweitzeret al., 1996!. Further, there are
significant changes in cochlear amplifier operation and base
cutoff frequency through this period~Mills et al., 1994;
Mills and Rubel, 1996!. In contrast, we have found in this
study that the center frequencies and widths of the peaks in
the emissions seem to be remarkably stable through most of
this developmental period. Further, both amplitude and phase
variations are generally thesamefor the active processes and
the passive responses. This implies that, whatever the cause
of the ‘‘filtering’’ of the emissions seen here, it is insensitive
to specific details of the developing micromechanical BM
structure. In short, the filtering itself does not appear to be
associated with the operation of the amplifier operation. The
generally increased overall amplitude of the emissions at low
stimulus levels in mammals, of course, is directly attribut-
able to the cochlear amplifier operation.

These results all argue that the structure in the emission
amplitude response is unlikely to be a useful indicator of the
tuning of the BM. Indeed, studies which have attempted to
directly relate structure to tuning have so far found little or
only moderately significant correlations~Brownet al., 1993!.
The origin of the emission amplitude structure remains un-
known.

It also should be noted that the structure discussed here

is different from the ‘‘threshold microstructure’’ which is
well known in humans~e.g., Long and Tubis, 1988a, b!, and
the fine structure in distortion product emissions recently
demonstrated in humans~He and Schmiedt, 1993!. Com-
pared to the structure noted here, the threshold microstruc-
ture and emission fine structure both have a generally finer
scale, are much more variable between individuals, and gen-
erally disappear with increasing stimulus level.

In contrast to the stable location in relative frequency of
the amplitude peaks, mammals seem to have some variation
in the ‘‘envelope’’ of the amplitude response as a function of
age and frequency. That is, there is a variation in relative
peak amplitudes with age. This variation may be related to
the fact that an upper stimulus level limit for measurement of
the ‘‘half octave’’ response in mammals has been reported
for 2 f 12 f 2 ~Brown and Gaskill, 1990a; Brown and Will-
iams, 1993!, e.g., this effect could be due to another compo-
nent becoming dominant as the stimulus level increases.
Here we suggest a modest change in relative peak amplitude
in gerbils with age, stimulus level, and frequency. However,
the envelope response seems of little practical use, since the
emission amplitude response is so strongly dominated by the
multiple peak structure.

We have also found significant developmental changes
in the amplitude response at 2 kHz with age. This is in agree-
ment with earlier studies in gerbils, showing that the co-
chlear amplifier in the apex continued to mature over these
ages~Mills et al., 1994; Mills and Rubel, 1996!.

V. CONCLUSIONS

~1! Caution is indicated in interpreting signal delays
from emission measurements. Because the variation of ob-
served delay time depends strongly on stimulus level, a dif-
ference in the intrinsic passive threshold can cause an appar-
ent change in signal delay. Conceptually, it makes more
sense to base measurements on stimulus levels at a constant
level relative to cochlear function, than relative to the ampli-
tude in the ear canal. The procedure used here, to normalize
the stimulus levels to the active–passive crossover level, ap-
pears promising but its validity remains to be independently
established.

~2! Even with this correction, the round trip signal delay
measured using distortion product emissions is not an ad-
equate method of estimating physical distances in the co-
chlea, e.g., the distance to the place where the traveling wave
peaks. Instead, the signal delay appears to depend primarily
on the phase buildup of the traveling wave to the region in
the cochlea where the emissions are generated. The consid-
erable variation of the measured delay with stimulus ampli-
tude ~probably due to saturation effects in the cochlear am-
plifier! makes it impossible to accurately determine the
contribution of any other delays.

~3! The presence of multiple peaks in the active emis-
sion is remarkably stable with age in both the emission fre-
quencies at the amplitude maxima and the peak half widths,
and is similar to that reported in birds and lizards. In contrast
to these nonmammalian species, there appears to be a modest
change in the relative magnitudes of the peaks in the
2 f 12 f 2 emission with stimulus intensity. Peaks at higher
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emission frequencies~i.e., closer tof 2! appear to be rela-
tively more prominent in younger animals.

~4! The cochlear amplifier at the base of the cochlea
appears to be quite mature from the onset of hearing, in the
aspects responsible for signal delay. This is in agreement
with earlier studies~Mills et al., 1994; Mills and Rubel,
1996!, which found that the limitation on auditory function
in the base of the cochlea stemmed from immaturity in the
passive response. In contrast, significant development of co-
chlear amplifier function itself was noted forf 2 frequencies
of 1–2 kHz. This delayed apical development is supported
by the larger changes observed here with age in the ampli-
tude structure at 2 kHz.

~5! There is an interesting minimum in the derived sig-
nal velocity which occurs first at low frequencies, then later
at high frequencies, typically a few days to a week after the
emission first becomes measurable at that frequency. The
significance of this change is unknown.

~6! The pre- and post-injection emissions show the same
amplitude and phase responses at similar stimulus levels.
The simplest hypothesis to account for this observation is
that they are produced by the same mechanism, emitted at
the same place in the cochlea, and if ‘‘filtered,’’ filtered by
the same process after production. Remarkably, the active
emissions, those odd-order emissions at low stimulus levels
which are interrupted by furosemide injection, also have the
same basic structure as the high-level pre- and post-injection
emissions. The active signal delays are generally larger than
that for the passive emissions, which agrees with simple
ideas about the effect of the cochlear amplifier on the signal
delay. There is a rapid variation in the derived signal delay at
the crossover between active and passive levels.
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A frequency-modulation term has been added to the gammatone auditory filter to produce a filter
with an asymmetric amplitude spectrum. When the degree of asymmetry in this ‘‘gammachirp’’
auditory filter is associated with stimulus level, the gammachirp is found to provide an excellent fit
to 12 sets of notched-noise masking data from three different studies. The gammachirp has a
well-defined impulse response, unlike the conventional roex auditory filter, and so it is an excellent
candidate for an asymmetric, level-dependent auditory filterbank in time-domain models of auditory
processing. ©1997 Acoustical Society of America.@S0001-4966~97!02701-X#
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INTRODUCTION

In time-domain auditory models, the spectral analysis
performed by the basilar membrane is often simulated by a
bank of gammatone auditory filters~see, for example, Patter-
sonet al., 1995!. The impulse response of the gammatone is

gt~ t !5atn21 exp~22pb ERB~ f c!t !cos~2p f ct1f!

~ t.0!, ~1!

where a, b, n, f c , andf are parameters. ERB(f c) is the
equivalent rectangular bandwidth of the filter, and at moder-
ate levels ERB(f c)524.710.108f c in Hz ~Glasberg and
Moore, 1990!. The filter gets its name from the fact that the
envelope formed by the power function and the exponential
is a gamma distribution function, and the cosine carrier is a
tone when it is in the auditory range. The amplitude spec-
trum of the gammatone filter is essentially symmetric on a
linear frequency scale.

The gammatone function was introduced by Johannesma
~1972! to characterize impulse-response data gathered physi-
ologically from primary auditory fibers in the cat~see Carney
and Yin, 1988, for an overview!. The gammatone has also
been used to characterize spectral analysis in humans at
moderate levels where the amplitude characteristic of the au-
ditory filter is nearly symmetric on a linear frequency scale
~see Patterson 1994, for an overview!.

The use of the gammatone filter is limited, however, by
the repeated demonstration that, below its center frequency,
the skirt of the auditory filter broadens substantially with
increasing stimulus level, and above its center frequency the
skirt sharpens a little with increasing level~Lutfi and Patter-
son, 1984; Patterson and Moore, 1986; Moore and Glasberg,
1987!. The level dependence of the auditory filter has been
modeled using the ‘‘roex’’ function~Pattersonet al., 1982;
Glasberg and Moore, 1990; Rosen and Baker, 1994!. But the
roex auditory filter does not have a well-defined impulse

response which largely precludes its use in auditory filter-
banks. More physiological models of cochlear mechanics
~for example, Gigue`re and Woodland, 1994! do not provide
good fits to human masking data; nor do they have suffi-
ciently simple impulse responses for the traditional filterbank
architecture.

Irino ~1995, 1996! recently demonstrated that an ana-
lytic relative of the gammatone function, referred to as the
‘‘gammachirp’’ function, is a theoretically optimum auditory
filter, in the sense that it leads to minimal uncertainty in a
joint time and scale representation of auditory signal analy-
sis. The derivation of the gammachirp function is based on
operator methods~Gabor, 1946; Cohen, 1991, 1993! involv-
ing the Mellin transform~Titchmarsh, 1948!; it is summa-
rized in Appendix A. The gammachirp auditory filter is the
real part of the analytic gammachirp function, Eq.~A20!. It
has an asymmetric amplitude characteristic, and in the fol-
lowing we show that, when the asymmetry is associated with
stimulus level, the gammachirp filter provides an excellent fit
to human masking data. The gammachirp has a well-defined
impulse response and, with only one parameter more than
the gammatone, it would appear to be an excellent candidate
for an asymmetric, level-dependent auditory filterbank.

I. METHOD

A. The power spectrum model with a gammachirp
filter

The impulse response of the gammachirp auditory filter
is

gc~ t !5atn21 exp~22pb ERB~ f r !t !

3cos~2p f r t1c ln t1f! ~ t.0!. ~2!

The only difference between it and the impulse response of
the gammatone@Eq. ~1!# is the termc ln t; c is an additional
parameter, and ln is the natural logarithmic operator. The
filter has a monotonically frequency-modulated carrier~a
chirp! with an envelope that is a gamma distribution func-

a!Electronic mail: irino@nttlab.brl.ntt.co.jp; WWW: http://
www.brl.ntt.co.jp/people/irino/index.html

b!Electronic mail: roy.patterson@mrc-apu.cam.ac.uk
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tion, and hence the name ‘‘gammachirp.’’1 We use f r in-
stead of f c for the frequency parameter because the peak
frequency of the amplitude spectrum varies withc, and to a
lesser extent,b andn. The equivalent rectangular bandwidth
of the filter varies with stimulus level, but for convenience,
we associate the parameterb with stimulus level so that the
basic formula for filter width, ERB(f r)524.710.108f r , is
the same as in Eq.~1!.

The auditory filter shape is derived using the power
spectrum model of masking~Fletcher, 1940; Patterson,
1976!. In the experiment, the listener is required to detect a
brief sinusoidal signal, referred to as a ‘‘probe’’ tone, in the
presence of a masker which is a noise with a spectral notch
in the frequency region of the probe tone. This ‘‘notched
noise’’ has a constant spectrum levelN0 in a band below the
tone betweenf lmin and f lmax and in a band above the tone
betweenf umin and f umax. The level of the probe tone is varied
to determine the power required to make it just audible
~probe ‘‘threshold’’!, as a function of the width of the notch
in the noise. The details of the experiment and the criterion
for threshold are described in Patterson~1976!. If the
‘‘shape’’ of the auditory filter~that is, its power spectrum! is
represented by the weighting function,W( f ), then the
power spectrum model is

Ps5K1N0

110 log10S E
f lmin

f lmax
W~ f !d f1E

f umin

f umax
W~ f !d f D , ~3!

wherePs is the power of the probe tone at threshold in dB,
andK is a constant which is related to the efficiency of the
detection mechanism following the auditory filter. Following
Pattersonet al. ~1982!, a parameterr is introduced to limit
the dynamic range of the filter. The weighting function is
associated with the power spectrum of the gammachirp,
uGC( f )u

2, as follows:

W~ f !5~12r !•Wom~ f !•uGC~ f !u21r . ~4!

Here,Wom( f ) is the ‘‘ELC’’ correction recommended by
Glasberg and Moore~1990! to simulate the effects of the
outer and middle ears. The maximum absolute magnitude of
W( f ) is normalized to unity~See Appendix B for the ana-
lytic form of the amplitude spectrum of the gammachirp.!

B. Parameters and fitting procedure

We characterize the level dependence of the auditory
filter shape in terms of the level dependence of the five pa-
rameters of the gammachirp:n, b, c, K, andr . The auditory
filter becomes broader on the low side and sharper on the
high side as stimulus level increases~Moore and Glasberg,
1987!. Changes in the parametersn andb have little effect
on the asymmetry of the amplitude spectrum, andK andr do
not affect asymmetry since they are not filter parameters.
Thus, the degree of asymmetry is primarily determined byc.
Rosen and Baker~1994! showed, in an analogous fit with the
roex auditory filter, that the level dependence can be summa-

rized with a linear function. In our initial fit, then, we pro-
vide two coefficients forc and one coefficient for each ofn,
b, andK.

The parametersn andb affect bandwidth reciprocally;
the bandwidth of the filter decreases, either whenn increases
or whenb decreases, and vice versa. We are mainly con-
cerned with the filter shape around the center frequency and
in this case we can fix eithern or b and let the other vary to
match the auditory filter shape. Preliminary simulations ap-
plied to several data sets and previous work with the gam-
matone suggested that we begin by fixingn at the value 4.

The fitting procedure is broadly similar to the PolyFit
procedure of Rosen and Baker~1994!. Thresholds were cal-
culated for a range of filters with center frequencies around
the probe frequency. The value of the filter giving the highest
signal-to-noise ratio was chosen as the threshold estimatePs

~Patterson and Nimmo-Smith, 1980!. We used the
Levenberg–Marquardt method~Presset al., 1988! to mini-
mize the squared error between the data andPs ; this is a
standard procedure for a nonlinear least-mean-square prob-
lem. This fitting procedure is referred to as the ‘‘gammachirp
fit’’ in the following.

C. Data sets

We began by applying the gammachirp fit to the
notched-noise masking data of Rosen and Baker~1994! be-
cause the results can be compared directly to their results
with the roex filter and the PolyFit procedure. We will
specify the data source in the following by the initials of the
subject and the probe frequency, for example, ‘‘LM at 2000
Hz’’ for this data set which contains 78 tone-in-noise thresh-
olds. Rosen and Baker used total squared error in dB2 to
evaluate alternative fits. We will use rms~root-mean-
squared! error in dB; it is a more intuitive measure and
makes it easier to compare fits when the data sets have dif-
ferent numbers of thresholds.

The gammachirp was also fitted to subsets of the
notched-noise data reported in Lutfi and Patterson~1984!
and Mooreet al. ~1990!. The data from Lutfi and Patterson
are those of HM, RL, RM, and WW at 1000 and 4000 Hz.
Each set contains 39 data points distributed over three dif-
ferent noise levels, except for RM at 4000 Hz, where there
are 52 data points over four noise levels. The data of Moore
et al. ~1990! are those of CP at 200, 400, and 800 Hz. Each
set contains 75 data points distributed over five noise levels.

II. RESULTS

A. Rosen and Baker (1994)

Rosen and Baker~1994! fitted a wide range of roex filter
models to a set of masking data gathered with both probe-
fixed and masker-fixed conditions to maximize the range of
signal levels represented by the data. They discuss a subset
of their fits for probe-dependent models with 24, 15, 10, 8, 7,
6, and 5 variable coefficients. The rms errors for the 78
thresholds are 1.15, 1.16, 1.19, 1.19, 1.19, 1.20, and 1.42
dB.2 The rms errors for masker-dependent models are much
greater than these values, and this is why they restricted their
attention to probe-dependent models. The focus of their dis-
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cussion is the trade-off between number of free parameters
and goodness of fit, and they conclude that a roex(p,r )
model with six coefficients is the most appropriate. Specifi-
cally, their fit employed one parameter for each ofpu andk,
and two for each ofpl and r l . The auditory filter shapes
produced by this fit are shown in Fig. 1 as a function of
probe level. The lower side of the filter becomes consider-
ably broader as level increases; the upper side is invariant.

Column 7 of Table I shows rms error values~dB! ob-
tained with the gammachirp fit using probe-dependent mod-
els with various numbers of coefficients. The integers in col-
umns 2–6 show the number of coefficients used for the
gammachirp parameter in that column. Following Rosen and
Baker, we used the absolute threshold value~22.7 dB! to
limit the minimum value of Ps . We also investigated

masker-dependent models, but found, like Rosen and Baker,
that the rms errors were always much greater than those with
the probe-dependent models. Consequently, we only con-
sider probe-dependent models in what follows. The fit with-
out the parameterc, i.e., the gammatone fit, is shown in the
last row of Table I. The rms error is about 30% greater than
that of the gammachirp fits, indicating that the gammatone
filter is not suitable as an asymmetric, level-dependent filter.

The rms errors in column 7 are the same for gam-
machirp models with between 4 and 7 variable coefficients.
This indicates that the coefficients converge even with rela-
tively few coefficients. The rms errors with the gammachirp
are greater than those for roex models with six, seven, and
eight variable coefficients~compare columns 7 and 8!, and
smaller for models with five variable coefficients. The gam-
machirp model with four variable coefficients, wheren is
fixed to 4, produces the same rms error as the model with
five variable coefficients, where the estimated value ofn is
3.89. Accordingly, the model with four variable coefficients
seems sufficient to explain the masking data. Rosen and
Baker do not report results with a four-coefficient model.
The fixed-n model also has advantages when fitting smaller
data sets and when comparing coefficients obtained with dif-
ferent data sets.

The coefficients for the four-coefficient model are listed
in row ‘‘LM 2000’’ in Table II. The auditory filter shapes
produced by this fit are shown in Fig. 2 as a function of
probe level. In the fitting process, the peak frequency of the
amplitude spectrum varies with level, as described previ-
ously; for clarity, however, the peak frequency is normalized
to 2000 Hz in the figure by adjusting the value off r in Eq.
~2!. Below its peak frequency, the skirt of the gammachirp
auditory filter broadens substantially with increasing stimu-
lus level; above its peak frequency, the skirt sharpens a little
with increasing level. These shapes are quite similar to the
roex filter shapes in Fig. 1, although there are small differ-

FIG. 1. The roex auditory filter shape as a function of probe level~30–60
dB SPL in 10-dB steps! with six variable coefficients@adapted from Rosen
and Baker~1994!#.

TABLE I. Relationship between the number of filter coefficients and rms error. Columns 7 and 8 show rms
~root-mean-squared! errors in dB obtained with the gammachirp filter and the roex filter when fitting the
probe-dependent model with various numbers of coefficients to all 78 data points in Rosen and Baker~1994!.
The rms errors in column 8 are calculated from the total squared errors in Rosen and Baker~1994!. The integers
in the first column show the total number of variable coefficients for both the gammachirp and the roex. The
integers in other columns show the number of coefficients used for the gammachirp parameter in that column:
‘‘1’’ indicates a filter parameter that is constant across signal level and ‘‘2’’ indicates a linear dependence of the
parameter on signal level. The symbol ‘‘-’’ indicates anr value of2100 dB~practically zero in linear terms!;
‘‘ * ’’ indicates ann value of 4; ‘‘—’’ indicates no model fitted at that value. The last row shows the results
without parameterc, i.e., the gammatone fit.

Number of
coefficients

Gammachirp
roex

rms errorn b c K r rms error

10 2 2 2 2 2 1.18 1.19
9 2 2 2 2 1 1.27 —
8 2 2 2 1 1 1.29 1.19

7 2 2 2 1 - 1.33 1.19
6 1 2 2 1 - 1.33 1.20
6 2 1 2 1 - 1.33 —
5 1 1 2 1 - 1.33 1.42
4 * 1 2 1 - 1.33 —

4 1 2 0 1 - 1.72 —
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ences in the flatness around the peak frequency and in the
variability of the upper skirt. Unlike the roex, the upper skirt
of the gammachirp has the ‘‘backward S’’ shape observed in
the dense threshold functions in Patterson~1976!. The gam-
machirp filter naturally introduces the physical constraints of
realistic filters into the estimation of the auditory filter shape.
The derived filter shapes are also in agreement with those
reported in previous studies~Lutfi and Patterson, 1984;
Patterson and Moore, 1986; Moore and Glasberg, 1987!.

It also appears that we do not need the parameterr when
fitting the data of LM; absolute threshold is sufficient limit to
the dynamic range of the fitting process. This is another ad-
vantage of using the gammachirp fit.

B. Other data sets

Following the results in the previous subsection, we ap-
plied several probe-dependent models to the notched-noise
masking data of Lutfi and Patterson~1984! and Mooreet al.
~1990!. The models with four, five, and six variable coeffi-
cients were fitted to each set of data. As before, the model
with four variable coefficients proved most appropriate and
so we begin with it. Given their limited size, each set of
masking data was fitted with seven different sets of initial
values; the set that produced coefficients giving minimum
mean squared error is listed with the rms error in Table II. It
is clear that the value ofb converges between 1 and 2 and
thatc is always negatively correlated with probe levelPs , as
in the previous fits for LM at 2000 Hz. The filter shapes are
similar to the shapes in Fig. 2 in terms of change in slope
with level, except for four conditions: the filter shape is al-
most level independent for CP at 200 Hz and RM at 4000
Hz; the upper slope changes as much as the lower slope does
for HM at 1000 and 4000 Hz. The last two rows in Table II
show the means and standard deviations of the parameter
values. Since the mean coefficients are close to those for LM,
a ‘‘typical’’ auditory filter set resembles those shown in Fig.
2 when the peak frequencies are normalized to unity. Thus,
the gammachirp with four variable coefficients provides a
reasonable summary to the masking data in these data sets,
although the rms errors are larger than those for the data set
of LM.

For completeness, we also performed the gammachirp fit
with five variable coefficients~1 n, 1 b, 2 c’s, and 1K! and
six variable coefficients~1 b, 2 c’s, 1 K, and 2r ’s!. Only
two of the models with five variable coefficients reduced the
rms error more than 5%, reductions that are negligible when
compared with the variance in the data sets. Since absolute
threshold values were not included in these fits, the model
with level-dependentr was also applied to each set~i.e., six

FIG. 2. The gammachirp auditory filter shape as a function of probe level
~30–60 dB SPL in 10-dB steps! with four variable coefficients when applied
to the masking data of Rosen and Baker~1994!. The peak frequency is
normalized to 2000 Hz.

TABLE II. Rms errors and coefficients obtained with the gammachirp auditory filter when fitting a probe-
dependent model with four variable coefficients. The first column specifies the data source by the initials of the
subject. CP represents data from Mooreet al. ~1990!; HM, RL, RM, and WW represent data from Lutfi and
Patterson~1984!; LM represents data from Rosen and Baker~1994!. The second column is probe frequency in
Hz. The third column shows rms error in dB. The remaining columns show the best coefficients forb, c, and
K with n54 andr52100 ~dB!. The last two rows show the means and standard deviations forb, c, andK.

Subject Frequency rms error b c K

CP 200 4.72 1.19 20.59 20.0097Ps 2.82
CP 400 2.92 1.43 2.64 20.082Ps 21.15
CP 800 2.65 1.75 2.16 20.070Ps 24.35

HM 1000 4.04 1.17 8.43 20.180Ps 23.25
RL 1000 4.46 1.59 4.98 20.146Ps 211.70
RM 1000 2.93 1.21 5.27 20.148Ps 27.25
WW 1000 3.46 1.38 3.56 20.098Ps 26.64

LM 2000 1.33 1.68 3.38 20.107Ps 26.08

HM 4000 4.14 1.85 6.31 20.153Ps 27.67
RL 4000 5.10 1.75 5.17 20.182Ps 214.39
RM 4000 4.94 1.50 0.61 20.019Ps 23.63
WW 4000 2.75 1.79 4.18 20.110Ps 25.87

mean — — 1.51 3.88 20.109Ps 25.73
s.d. — — 0.24 2.46 0.057 4.51
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variable coefficients!. All of the derived values for the pa-
rameterr were negatively correlated with probe levelPs and
were smaller than240 dB, even when the signal level was
30 dB SPL. That is, the values are less than absolute thresh-
old, and so, absolute threshold is a more suitable limit to the
dynamic range when fitting these data. Moreover, the rms
error was reduced more than 10% in only three cases. Thus,
parameterr does not seem necessary to explain the general
form of the masking data, and the model with four variable
coefficients seems sufficient to explain these masking data,
as well as those of Rosen and Baker.

III. SUMMARY

A ‘‘gammachirp’’ function derived as an optimum audi-
tory filter ~Irino, 1995, 1996! is shown to have an asymmet-
ric amplitude characteristic in frequency. Using the power
spectrum model of masking, and the assumption that the
asymmetry is associated with stimulus level, the amplitude
spectrum of the gammachirp was fitted to notched-noise
masking data from 12 data sets reported in 3 different stud-
ies. A probe-dependent model with four variable coefficients
is shown to provide an excellent fit to the masking data. The
resultant gammachirp filter shape is similar to that obtained
with a six-coefficient roex filter by Rosen and Baker~1994!.
The gammachirp has a well-defined impulse response unlike
the roex auditory filter and, thus, it is an excellent candidate
for an asymmetric, level-dependent auditory filterbank in
time-domain models of auditory processing.3
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APPENDIX A: THE DERIVATION OF THE
GAMMACHIRP FUNCTION

The gammachirp function arose from consideration of
the contrast between the traditional representation of sound,
the spectrogram, and the representation produced by auditory
filterbanks designed to mimic the spectral processing of the
cochlea. The contrast is set out in Sec. A of this Appendix. It
has led to the hypothesis that the time-frequency representa-
tion of sound observed at the output of the cochlea is an
intervening representation produced by the auditory system
to support a subsequent ‘‘scale transform,’’ and that the
function that minimizes uncertainty in the time-scale repre-
sentation is the gammachirp. The scale transform and the
gammachirp function are the subjects of Secs. B and C, re-
spectively.

A. The spectrogram and auditory filtering

The spectrogram is a typical example of a joint time-
frequency representation of sound. It is produced by convert-
ing successive segments of the sound wave into spectral

frames with a Fourier transform. There is a trade-off between
the resolution of time and the resolution of frequency in this
representation. The trade-off is known as the uncertainty
principle, and Gabor~1946! showed that the function which
satisfies minimal uncertainty in the joint time-frequency rep-
resentation is a complex sinusoidal carrier with a Gaussian
envelope. This ‘‘Gabor function’’ is symmetric in time and
symmetric in frequency; moreover, the frequency bands all
have the same width in this time-frequency representation.

The spectral analysis produced by auditory filtering dif-
fers significantly from that produced by the Fourier trans-
form: The impulse response of the auditory filter is asymmet-
ric in time with a fast rise and a slow decay~de Boer and
de Jongh, 1975; Carney and Yin, 1988!; the amplitude spec-
trum of the auditory filter is definitely not Gaussian~Patter-
son, 1976!, and at high sound levels, it is asymmetric with
the lower skirt shallower than the upper skirt~Glasberg and
Moore, 1990!. The gammatone function@Eq. ~1!# provides a
much better fit to auditory filtering data than the Gabor func-
tion. It is clear, however, that to the extent that the gamma-
tone differs from the Gabor function, it does not satisfy mini-
mum uncertainty in a joint time-frequency representation of
sound. Moreover, the bandwidth of the auditory filter in-
creases with center frequency; in the region above about 500
Hz, it is essentially a ‘‘constant-Q system,’’ that is, band-
width is proportional to center frequency~Greenwood, 1990;
Glasberg and Moore, 1990!.

It is possible that the auditory system is non-optimal
because it has to satisfy some mechanical or physiological
constraint that is not compatible with minimal uncertainty,
and which restricts the bandwidth to be a proportion of the
center frequency. On the other hand, it seemed reasonable,
on encountering the discrepancy between optimality and au-
ditory filtering, to explore the possibility that the auditory
system is optimal, but optimal for a different representation
of sound. It is this hypothesis that led to the ‘‘scale trans-
form’’ and the derivation of the gammachirp function.

B. Scale analysis

Cohen ~1991, 1993! has suggested that ‘‘scale’’ is a
physical attribute of a signal just like time and frequency,
and that a time-scale representation is more appropriate than
Fourier analysis for ‘‘scaled’’ signals. A ‘‘scaled’’ signal is
simply one that is compressed or extended in time relative to
the original, as when a tape recording is replayed at a rate
faster or slower than that at which it was recorded. Cohen
~1991! introduced a ‘‘scale transform’’ in the form of an
orthogonal Mellin transform~Titchmarsh, 1948! to produce
the scale representation. It is described in Sec. C. The Mellin
transform converts a scaled signal into~a! an invariant abso-
lute distribution in the scale representation, and~b! a value
specifying the scale value of the signal. When the speed of a
recording fluctuates on playback, it has a pronounced effect
on the pitch we hear, but the source of the sound is not
perceived to change. This suggests that the ‘‘scale’’ value
and the ‘‘invariant distribution’’ of the Mellin transform may
be analogous to pitch and timbre in the auditory system.
Thus, the time-scale representation of sound could have dis-
tinct advantages when analyzing systems where a vibrating
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source with variable rate excites a complex resonator.
‘‘Source-filter’’ models of this sort are commonly used to
explain the production of sound by the vocal tract~Fant,
1970! and musical instruments~Fletcher and Rossing, 1991!.

The scale transform can be applied to a sound wave
directly. It is clear, however, that in the auditory system, the
scale transform would have to be applied after auditory fil-
tering. The wavelet transform is similar to the auditory fil-
terbank inasmuch as it is a ‘‘constant-Q’’ system; both the
envelope and the carrier of the impulse response scale with
center frequency in these systems. The Mellin transform con-
verts the individual wavelets into an invariant distribution in
the scale representation. Thus, with a wavelet filterbank,
when a sound is scaled, its components shift to wavelet fil-
ters that have been scaled by the same amount. So, the out-
puts of the scaled filters are exactly the same as the scaled
versions of the outputs of the original filters. Both the scaled
and unscaled filter outputs are transformed into the same
distribution in the scale representation. Thus, the wavelet
filterbank is ‘‘transparent’’ to the scaling of sounds, and in
this sense, the wavelet transform is optimal as a preprocessor
for the Mellin transform. This implies that the auditory fil-
terbank would be a near optimum preprocessor for the Mel-
lin transform.

The optimal relationship between the Mellin transform
and the wavelet transform does not uniquely determine the
form of the wavelet that produces minimal uncertainty in a
joint time-scale representation; Clearly, the Gabor function
does not; After Cohen~1991, 1993! adapted Klauder’s
~1980! results on affine variables in quantum mechanics to
produce the scale representation for time domain functions,
he showed that the optimal function for minimal uncertainty
in a time-scale representation has a gamma envelope and a
monotonically frequency-modulated carrier. In Cohen’s case,
the instantaneous frequency of the carrier starts at infinity
and converges on zero as time proceeds. This solution is not
suitable for relatively narrow-band applications like auditory
filtering. This led Irino~1995, 1996! to introduce a frequency
shift term that makes it possible to model the bandwidth/
center-frequency function of the auditory system, and pro-
duce a narrow-band filter centered on a specific frequency.
This, in turn, led to the derivation of the gammachirp func-
tion through the optimality constraint. This, then, is the logic
for the time-scale representation of sound and the gam-
machirp function.

C. Mathematical derivation

a. The Mellin transform

The Mellin transform~Titchmarsh, 1948! of a signal,
s(t) ~t.0!, is defined as

S~p!5E
0

`

s~ t !tp21 dt, ~A1!

wherep is a complex argument. One of the important prop-
erties is

if s~ t !⇒S~p!, then s~at!⇒a2pS~p!, ~A2!

where the arrow~⇒! indicates ‘‘is transformed into’’ anda
is a real dilation constant. That is, the distributionS(p) is
just multiplied with a constanta2p when the functions(t) is
scaled in time. Ifp is denoted bypr1 jpi ,

a2p5a2~pr1 jpi !5a2pra2 jpi5a2pr exp~2 j ln pi !,
~A3!

wherej 5 A21, and exp and ln are the exponential and natu-
ral logarithmic operators. Sinceua2pS(p)u 5u a2pru •u S(p)u,
the absolute distributionuS(p)u is not affected by a scaling of
the signal, except for the constant that specifies the scale of
the current signal; nor is it affected when the distribution is
normalized.

b. Minimal uncertainty and operator methods

With the Mellin transform, questions concerning mini-
mal uncertainty in a joint representation are assessed with
operator methods. They were introduced into signal process-
ing from quantum mechanics by Gabor~1946! because of the
similarity in mathematical formalism. The following is a tu-
torial on operator methods based on the derivation of the
Gabor function; it is adapted from Cohen~1991, 1993!.

Time and frequency operators are defined asT 5t and
W 52j (d/dt) in the time domain. When the operatorW is
applied to the functionAejvt, the result is

W Aejvt5S 2 j
d

dtDAejvt5v Aejvt. ~A4!

Thus, for a complex exponential, the operatorW introduces
the frequency termv. This is the essence of operator meth-
ods. The commutator between these operators is again an
operator; namely,

@T ,W #5T W 2W T 5tS 2 j
d

dtD2S 2 j
d

dtD t5 j .

~A5!

It is easy to prove by applying this operator to the function
Aejvt. Since the commutator is not zero, time and frequency
do not commute. Thus, time and frequency cannot be mea-
sured independently and there is uncertainty between them,
and in this case, it is

Dt•Dv> 1
2u^@T ,W #&u5 1

2u^ j &u5
1
2, ~A6!

where~D.!, u.u, and^.& denote the standard deviation, the ab-
solute value, and the average, respectively. Functions which
satisfy minimal uncertainty are solutions to the equation

~W 2^W &!s~ t !5l~T 2^T &!s~ t !, ~A7!

where

l5^@T ,W #&/2~DT !25 j /2~Dt !2. ~A8!

Using T 5t, W 52j d/dt, ^T &5^t&, and ^W &5^v&, Eq.
~A7! is expanded as follows:

S 2 j
d

dt
2^v& D s~ t !5l~ t2^t&!s~ t !;

j
d

dt
s~ t !1lts~ t !1~^v&2l^t&!s~ t !50;
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d

dt
s~ t !1

1

2~Dt !2
ts~ t !1S 2 j ^v&2

^t&
2~Dt !2D s~ t !50.

~A9!

The nontrivial solution is

s~ t !5a expS 2
1

4~Dt !2
t21

^t&
2~Dt !2

t1 j ^v&t D
5a8 expH 2

1

4~Dt !2
~ t2^t&!2J exp~ j ^v&t !, ~A10!

wherea anda8 are constants. This is the ‘‘Gabor function,’’
and the example shows how it was derived using the con-
straint that the required function satisfy minimal uncertainty
in a joint time-frequency representation.

c. The Mellin operator

Cohen~1991, 1993! introduced the concept of a scale
operator into signal processing in the form:

C5 1
2~T W 1W T !5T W 2 1

2 j . ~A11!

Previously it had been known as the operator representing an
affine variable in quantum mechanics~Klauder, 1980!. The
corresponding transform, that is, ‘‘the scale transform’’~Co-
hen, 1993!, is

D~c!5
1

A2p
E
0

`

f ~ t !t2 jc21/2 dt. ~A12!

The correspondence between the scale transform and the
Mellin transform is revealed by settingp52 jc1 1

2 in Eq.
~A1!. Thus, Cohen’s scale transform is the Mellin transform
with a specific argument. In Eq.~A12!, the argument is re-
stricted in range; we can, however, extend it to cover the
entire complex plane by the introduction of two real con-
stantsc0 andm as follows:

p52 j ~c2c0!1~m1 1
2!. ~A13!

The corresponding Mellin operator is

C m5T W 1$c01 j ~m2 1
2!%. ~A14!

Since we are concerned with signal processing by an audi-
tory filterbank, we introduce a ‘‘frequency-shift’’ termv0
into the operator to specify the individual filters. The form of
the operator becomes

C a5T ~W 2v0!1$c01 j ~m2 1
2!%. ~A15!

The frequency-shift term can be removed later following
consideration of the fluctuation of components at the output
of the auditory filter~Irino, 1996!. The commutator between
time and this operator is

@T ,C a#5@T ,C m#5@T ,C #5 jT . ~A16!

The operators in Eqs.~A14! and ~A15! are not Hermitian
except whenm50; nevertheless, (C a2^C a&! is Hermitian
and, thus, the eigenvalue is real. The function that satisfies
minimal uncertainty between time and the quantity repre-
sented by the operator in Eq.~A14! is the solution to the
equation

~C a2^C a&!s~ t !5l~T 2^t&!s~ t !, ~A17!

where

l5^@T ,C a#/2~DT !2&5 j ^t&/2~Dt !2. ~A18!

Equation~A15! expands to

tS 2 j
d

dtD s~ t !2~v01 ja1!ts~ t !1~2c11 ja2!s~ t !50,

~A19!

wherea15^t&/2(Dt)2, a25m21
22Im^ca&1^t&2/2(Dt)2, and

c15Rê ca&2c0 , Re and Im indicate the real and imaginary
parts. The solution is

s~ t !5ata21 jc1 exp~2a1t1 jv0t !

5ata2 exp~2a1t !exp~ jv0t1 jc1 ln t !, ~A20!

where a is a constant. The envelopeta2 exp(2a1t)is a
gamma distribution functiong(t). The instantaneous fre-
quency isv01c1/t; that is, a fractional function of time.
When played as a sound, the carrier would be a chirp, and
hence the name ‘‘gammachirp’’ function. Whenc150, Eq.
~A20! becomes a gammatone function. Thus, the gammatone
function is a first order approximation to the gammachirp
function.

APPENDIX B: THE AMPLITUDE SPECTRUM OF THE
GAMMACHIRP FUNCTION

The Fourier spectrum of the gammachirp function can
be derived analytically. For convenience, we consider a sim-
plified version of the complex form of the gammachirp filter
in Eq. ~2!.

gc~ t !5atn21 exp~2b8t !exp~ jv r t1 jc ln t ! ~ t.0!

5atn211 jc exp~2b8t1 jv r t ! ~ t.0!, ~B1!

whereb852pb ERB(f r), v r52p f r , and the phase termf
is ignored. The Laplace transform of Eq.~B1! is

GC~s!5a
G~n1 jc !

$s2~2b81 jv r !%
n1 jc

5a
G~n1 jc !

us2~2b81 jv r !un1 jceju•~n1 jc !

5a
G~n1 jc !

us2~2b81 jv r !une2cu
•us2~2b81 jv r !u jcejnu ,

~B2!

whereu5arg$s2(2b81 jv r)%. Thus, the absolute value is

uGC~s!u5
uaG~n1 jc !u

us2~2b81 jv r !une2cu . ~B3!

Substitutings5 jv5 j2p f into Eq.~B3! to derive the ampli-
tude of the Fourier spectrum of the gammachirp function,

uGC~ f !u5
uaG~n1 jc !u

ub81 j2p~ f2 f r !un
•ecu, ~B4!

whereu5arg$b81 j2p( f2 f r)%.

1Several auditory filters with gamma distribution envelopes and monotoni-
cally frequency-modulated~FM! carriers have appeared recently. First,
Lyon ~1996! has reported an ‘‘all-pole gammatone filter~APGF!’’ based on
reduction of zeros from the Laplace transform of the gammatone filter in
thes plane. In this case, the intent was to simulate basilar partition motion
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‘as a function of stimulus level. Although the impulse response of the
APGF is not mathematically equivalent to the gammachirp function, it is
similar in having a monotonic FM carrier and a gamma distribution enve-
lope. Second, in an attempt to produce an asymmetric gammatone filter,
Baker ~1995! replaced the pure-tone carrier with a monotonic FM carrier.
Again, the result is not strictly a gammachirp function, but the impulse
response has an FM carrier and a gamma distribution envelope. Finally,
Laine and Ha¨rmä ~1996! have suggested similar filters for an auditory
filterbank on the Bark scale. The gammachirp function can be viewed as
providing the theoretical background to the larger family of auditory filters
with gamma distribution envelopes and chirp carriers.
2In their paper Rosen and Baker~1994! presented total-squared-error values
of 103.6, 105.0, 110.9, 110.9, 111.0, 111.9, and 158.1 dB2, respectively, for
these conditions.
3To construct such a filterbank, we would need to develop a mechanism to
measure the output level of each filter on a moment to moment basis to
specify the appropriate value ofc, and thus the filter’s asymmetry, at any
given moment. A mechanism of this sort has been developed by Lyon
~1982! for a nonlinear filterbank simulating cochlear mechanisms. Thus, it
would not appear to be an insurmountable problem to develop one for a
gammachirp filterbank. It is, however, beyond the scope of the present
paper.
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of masker bandwidth and configuration for different
signal delaysa)
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Signal detectability was measured in three temporal conditions as a function of the bandwidth and
configuration of simultaneous maskers that either did or did not spectrally overlap the signal. The
20-ms signal was 250 Hz wide and was centered at 2500 Hz (f s). Although there were marked
individual differences, performance was typically poorer when signal onset came 1 ms rather than
250 ms after the onset of a 420-ms masker, and poorest when signal onset came 1 ms after the onset
of a 23-ms masker. The results support the idea that two separate across-channel processes
contribute to temporal changes in signal detectability. One process contributes to the improvement
observed as signal onset is delayed from masker onset, and its influence is reduced by the presence
of masking components atf s only when the masker extends exclusively belowf s . The other process
is associated with the improvement observed as masker offset is delayed from signal offset, and its
influence is reduced by the presence of masking components atf s when the masker extends
exclusively above, or both below and abovef s . Both of these processes are primarily activated by
frequencies ranging from 0.6 to 0.8f s and 1.2 to 1.4f s . The data also demonstrate that the measured
critical bandwidth narrows as signal onset is delayed from masker onset. ©1997 Acoustical
Society of America.@S0001-4966~97!04901-1#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@WJ#

INTRODUCTION

The amount of signal energy required for the detection
of a brief simultaneously masked signal often decreases as
signal onset is delayed from masker onset. This phenomenon
will be referred to as a ‘‘temporal effect’’ here, but has also
been denoted by terms such as ‘‘overshoot’’~e.g., Zwicker,
1965a, b! and ‘‘enhancement’’~e.g., Viemeister, 1980!. This
paper reports how the magnitude of the temporal effect mea-
sured with maskers that do and do not spectrally overlap the
signal is influenced by the masker bandwidth and configura-
tion, the choice of reference condition, and individual differ-
ences. Experiments reported by Wright~1995a! in a compan-
ion paper employed the same subjects and addressed the
same general themes but focused on manipulations of signal
rather than masker bandwidth.

Temporal effects are particularly interesting because
they are associated with temporal changes in frequency se-
lectivity. Such dynamic changes in resolution may strongly
influence the perception of real-world sounds such as speech.
Furthermore, a deeper understanding of temporal effects in
normal-hearing listeners may aid in the diagnosis and treat-
ment of hearing disorders, because temporal effects are much
smaller in hearing-impaired than normal-hearing listeners
~e.g., Kimberleyet al., 1989!.

A. Masker bandwidth and configuration

Thirty years ago, Elliott~1965, 1967, 1969! suggested
that two distinct mechanisms each produce a temporal effect.

Supporting her idea, there are now two lines of evidence that
different processes are evoked depending upon whether the
signal and masker pass primarily through the same~within-
channel!, or separate~across-channel!, cochlear filters.

One line of evidence is that any given stimulus manipu-
lation tends to have a similar influence on the temporal ef-
fects measured with narrow-band maskers centered at the
signal frequency~on-frequency narrow-band maskers! and
wideband maskers, but a different influence with maskers
presented only at frequencies remote from the signal~off-
frequency maskers!. Thus the influence of a particular stimu-
lus manipulation on the temporal effect depends upon
whether or not there are masking components in the narrow
within-channelfrequency region surrounding the signal. For
example:~1! As the masker level is increased, the magnitude
of the temporal effect initially grows and then declines for
on-frequency narrow-band~Carlyon and Moore, 1986! and
wideband~e.g., Bacon, 1990! maskers, but steadily grows for
off-frequency maskers~Viemeister, 1980!; ~2! To reset sig-
nal detectability to its normal value at masker onset requires
that only a brief silent period be inserted before the signal in
otherwise continuous on-frequency narrow-band~Elliott,
1969! and wideband~e.g., Zwicker, 1965a! maskers, but re-
quires a much longer gap for off-frequency maskers~e.g.,
Elliott, 1969; Viemeister, 1980!; ~3! The magnitude of the
temporal effect increases with signal frequency for on-
frequency narrow-band~e.g., Carlyon and Moore, 1986! and
wideband~e.g., Zwicker, 1965a; Elliott, 1967! maskers, but
generally remains constant for off-frequency maskers~e.g.,
Bacon and Moore, 1986!; ~4! Asymptotic performance is
reached when the signal is delayed from masker onset by
100–200 ms for on-frequency narrow-band~e.g., Bacon and

a!Portions of this research were presented at the 121st Meeting of the Acous-
tical Society of America@J. Acoust. Soc. Am.89, 1914~A! ~1991!#.

b!Current address: Audiology and Hearing Sciences Program, Northwestern
University, 2299 North Campus Drive, Evanston, IL 60208-3550.
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Viemeister, 1985a! and wideband maskers~e.g., Elliott,
1965; Zwicker, 1965a!, but requires a delay greater than 250
ms for off-frequency maskers~e.g., Viemeister, 1980; Mc-
Fadden and Wright, 1990!.

The second line of evidence that both within- and
across-channel mechanisms are involved in the temporal ef-
fect is that, regardless of the influence of any particular
stimulus manipulation, the overall magnitude of the temporal
effect is generally larger for wideband and off-frequency
maskers than for on-frequency narrow-band maskers. Thus
the overall magnitude of the temporal effect depends upon
whether or not there are masking components in theacross-
channelfrequency regions remote from the signal. It appears
that these regions encompass a broad range of frequencies
above about 1.2 times, and below about 0.8 times the signal
frequency, because the largest temporal effects are obtained
when there are masking components within those regions
~for a review, see Wright, 1995b!. Both the within- and
across-channel processes are frequently proposed to involve
physiological adaptation, but it is not yet clear whether it is
excitation ~e.g., Smith and Zwislocki, 1975! or inhibition
~e.g., Viemeister and Bacon, 1982! that is adapting.

Several previous studies have shown that the temporal-
effect magnitude increases with increases in the bandwidth
of a masker centered on the signal frequency~e.g., Zwicker,
1965b; Bacon and Smith, 1991!. One other examination in-
dicated that the temporal-effect magnitude initially decreases
and then remains fairly constant as the bandwidth of the
lower and upper bands of a notched-noise masker is in-
creased, holding the masker spectrum level constant~Hicks
and Bacon, 1992!. There have also been numerous investi-
gations showing that temporal effects are larger when the
masker frequency is higher, as opposed to lower, than the
signal frequency. This dependence on the relative frequen-
cies of the masker and signal holds for tonal maskers~e.g.,
Green, 1969; Leshowitz and Cudahy, 1975; Bacon and
Viemeister, 1985b; Kimberleyet al., 1989! and for high-pass
and low-pass noise maskers that overlap the signal frequency
~Schmidt and Zwicker, 1991!. There has, however, been no
systematic investigation of the combined effect of the band-
width and relative frequency of the masker. One purpose of
this paper is to report data on the influence of masker band-
width and configuration on the magnitude of the temporal
effect measured with maskers that do and do not spectrally
overlap the signal. The results support the idea that both
within- and across-channel processes are involved in the ef-
fect, and provide information about the interaction of the two
processes. The changes in signal detectability across varia-
tions in masker bandwidth also indicate that the critical
bandwidth is wider at masker onset, consistent with the con-
clusion originally reached by Scholl~1962!.

B. The reference condition

A signal presented at the onset of a notched-noise
masker can be much easier to detect when the masker out-
lasts the signal~short-delay condition! than when it does not
~burst condition; Wright 1991, 1995a; Kidd and Wright,
1994!. These detectability differences are much larger with
wide-notched~Wright, 1995a! than with wideband maskers

~Elliott, 1965; Zwicker, 1965a; Wright, 1995a!. They thus
appear to indicate the existence of an across-channel process
that is sensitive to masker offsets in frequency regions re-
mote from the signal, especially when the masker does not
also overlap the signal~Wright, 1995a!. These detectability
differences also show that the temporal-effect magnitude can
depend strongly upon whether performance in the burst or
short-delay condition is used as the reference for calculating
the size of the effect. The second purpose of this paper is to
present additional data showing performance differences be-
tween the burst and short-delay conditions.

C. Individual differences

Wright ~1991, 1995a! reported marked and systematic
individual differences in the magnitudes of the temporal ef-
fects measured with both the burst and short-delay refer-
ences. Such variations in performance in temporal-effect
tasks have been emphasized in a number of recent papers
~McFadden and Wright, 1990, 1992; Wrightet al., 1993! and
were again revealed in an examination of 40 naive listeners
~Wright, 1996!. The third purpose of this paper is to report
that the individual differences observed with the present ma-
nipulations of masker bandwidth and configuration were
quite similar to those observed with the same subjects when
signal bandwidth was varied~Wright, 1995a!, indicating that
these differences are quite robust.

I. EXPERIMENT 1: MASKERS SPECTRALLY REMOTE
FROM THE SIGNAL

A. Method

1. Stimuli

The signal was a noise band, 250 Hz wide, centered at
2500 Hz. The masker was a noise band of variable width that
extended in frequency either below~low-pass!, above~high-
pass!, or both below and above~notched! the signal fre-
quency. The low-pass masker was 0~a tone!, 250, 500, or
1900 Hz wide, and its highest component was fixed at 2000
Hz. The high-pass masker was 0~a tone!, 250, 500, 1900, or
4900 Hz wide, and its lowest component was fixed at 3000
Hz. The notched masker was created by combining low-pass
and high-pass maskers that had the same bandwidth, yield-
ing, in each case, a masker with a 1000-Hz wide notch cen-
tered at the signal frequency. Each notched masker will be
identified by the bandwidth of its constituent components.

All waveforms were gated~Wilsonics, model BSIT! us-
ing a cosine-squared rise-decay time of 10 ms. The total
duration of the signal was always 20 ms and that of the
masker was either 23 or 420 ms. In the short-delay and long-
delay conditions, the signal was gated 1 or 250 ms, respec-
tively, after the onset of the 420-ms masker. In the burst
condition, the signal was gated 1 ms after the onset of the
23-ms masker.1 The magnitude of the short-delay temporal
effect was calculated by subtracting signal detectability in
the long-delay from that in the short-delay condition, and the
magnitude of the burst temporal effect was calculated by
subtracting signal detectability in the long-delay from that in
the burst condition.
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In most experiments in which masker bandwidth has
been manipulated, the spectrum level of the masker was held
constant, and the overall level was allowed to change~e.g.,
Fletcher, 1940!. In the present experiment, however, the
overall level of the low-pass and high-pass maskers was held
constant at about 58 dB, and the spectrum level was allowed
to decrease from about 58 dB with the 0-Hz bandwidth to 21
dB with the 4900-Hz bandwidth. The overall level of the
notched masker was fixed at 61 dB so that the spectrum level
for each particular masker bandwidth would be the same
across the asymmetrical and notched maskers. The decision
to hold overall level constant was aimed at minimizing the
confound between increases in masker bandwidth and in-
creases in overall level, because the latter are known to in-
crease the magnitudes of both the short-delay and burst tem-
poral effects obtained with notched and high-pass maskers
~e.g., Viemeister, 1980; Bacon and Viemeister, 1985b!.2

The signals and maskers were digitally synthesized and
delivered to separate 16-bit D/A converters~using a 20-kHz
sampling rate! followed by 10-kHz low-pass filters. Indi-
vidual samples of brief narrow-band sounds can have very
different sound-pressure levels. Therefore, individual wave-
form samples of the signal and masker~for each masker
width, duration and configuration! were screened until 28
were found that covered a range in overall level of less than
1.25 dB. The particular signal and masker samples to be
presented on a given observation interval were chosen at
random, with replacement, from the appropriate set of 28
waveforms. For details, see Wright~1995a!.

2. Procedure

All listening was through the left ear, over TDH-39
headphones mounted in circumaural cushions. The psycho-
physical task was two-interval forced-choice with feedback.
The signal level was adjusted adaptively, using the three-
down/one-up rule of Levitt~1971! which estimates the 79%
correct point on the psychometric function. The final esti-
mate of signal detectability in each of the temporal condi-
tions was based on the mean of a minimum of five 60-trial
blocks per subject. The mean within-subject standard error
calculated across subjects and masker configurations was
greatest in the burst condition at 1.5 dB. Mean between-
subject standard errors are plotted in the figures. For details
of the procedure, see Wright~1995a!.

3. Subjects

Seven normal-hearing subjects were paid for their par-
ticipation. These were the same subjects who had served in
the experiments described by Wright~1995a!.

B. Results

1. Partitioning of subjects

Figure 1 shows the overall signal level required for de-
tection with the low-pass~left column!, high-pass~middle
column!, and notched~right column! maskers. Mean results
are plotted separately for three subsets of the seven subjects
~top three rows! and for all seven subjects together~bottom
row!. Membership in each subject group was determined by

the magnitudes of the burst and short-delay temporal effects
shown by each subject when the signal bandwidth was ma-
nipulated in the companion experiment~Wright, 1995a!. In
that experiment, two subjects consistently showed small
burst and short-delay temporal effects. These will be called
the Small-Temporal-Effect~STE! subjects~top row!. Two
other subjects consistently showed large burst and short-
delay temporal effects. These will be called the Large-
Temporal-Effect~LTE! subjects~third row!. The remaining
three subjects showed large burst temporal effects, but small
short-delay temporal effects. These will be called the Mixed-

FIG. 1. Signal detectability in overall level plotted as a function of the
bandwidth of the low-pass~left column!, high-pass~middle column!, and
notched~right column! maskers. A schematic spectrum of the signal and
masker is shown at the top of each column. The parameter is the temporal
condition: burst~open triangles!, short-delay~open squares!, and long-delay
~filled squares!. The mean results are shown separately for the two Small-
Temporal-Effect~STE; top row!, the three Mixed-Temporal-Effect~MTE;
second row!, and the two Large-Temporal-Effect~LTE; third row! subjects,
and for all seven subjects together~MEAN; bottom row!. The error bars at
the upper right of each panel represent the mean standard error between
subjects for each of the conditions. The 20-ms signal was centered at 2500
Hz and was 250 Hz wide. The masking component nearest to the signal was
fixed at 2000 Hz for the low-pass maskers and 3000 Hz for the high-pass
maskers. The low- and high-pass maskers were combined to form the
notched maskers. Theoverall level of the masker was held constant at about
58 dB SPL for the asymmetrical maskers, and about 61 dB for the notched
maskers. The vertical lines marking some of the points in the bottom two
rows indicate values based on the performance of only one of the two LTE
subjects.
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Temporal-Effect~MTE! subjects~second row!. For clarity,
the mean between-subject standard error for each condition
is represented by a single error bar at the upper right of each
panel. In Figs. 1 and 2, the values at intermediate masker
bandwidths marked with a vertical line in the bottom two
rows of panels reflect the performance of only one of the two
LTE subjects. This is because time limitations prevented the
complete retesting of the other LTE subject following her
dramatic improvement in performance after months of prac-
tice ~see Wright, 1991, pp. 253–259!.

2. Signal levels

Three general patterns emerge from the measured signal
levels plotted in Fig. 1. First, with few exceptions, detectabil-
ity was poorest in the burst condition~open triangles!, inter-
mediate in the short-delay condition~open squares!, and best
in the long-delay condition~filled squares!. Second, within
each panel, the influence of increasing masker bandwidth on
detectability tended to be similar for the short-delay and
long-delay conditions, with the poorest performance typi-
cally occurring at the bandwidth of 250 Hz. For the burst
condition, however, performance was poorest at masker

bandwidths either narrower~low-pass maskers! or wider
~high-pass and notched maskers! than 250 Hz. Third, the
notched maskers generally produced the most masking, fol-
lowed by the high-pass and then the low-pass maskers. The
greater effectiveness of high-pass than low-pass maskers at
low masker levels has been observed previously~e.g.,
Zwicker and Jaroszewski, 1982; Patterson and Moore, 1986!.

3. Temporal effects

Figure 2 shows the group and overall mean magnitudes
of the short-delay~left column! and burst~middle column!
temporal effects calculated from the data in Fig. 1. The pa-
rameter is the masker configuration. The overall mean mag-
nitude of the short-delay temporal effect~bottom left panel!
remained relatively constant across masker bandwidths. De-
spite a 33-dB decrease in the masker spectrum level, as the
masker bandwidth was increased from 0 to 1900 Hz the
short-delay temporal effect only decreased by about 3 dB for
the high-pass maskers~open circles!, remained essentially
unchanged for the low-pass maskers~open squares!, and ac-
tually increased by about 2 dB for the notched maskers
~filled triangles!. In contrast, over the same range of masker
bandwidths, the burst temporal effect~bottom middle panel!
decreased by about 5 dB for both the high-pass and low-pass
maskers and was clearly largest at a masker bandwidth of
500 Hz for the notched maskers. Common to both reference
conditions, the overall mean magnitude of the temporal ef-
fect was nearly always largest for the notched maskers. The
subject groups differed primarily in their relative perfor-
mances across the different masker configurations and in the
magnitudes of their effects. Just as reported by Wright
~1995a!, the short-delay temporal effect was largest for the
LTE subjects~7–21 dB, 7 values.10 dB!, and was smaller
and similar for the STE~2–12 dB, 1 value.10 dB! and
MTE ~3–10 dB, 0 values.10 dB! subjects, and the burst
temporal effect was typically larger and fairly similar for the
MTE ~10–23 dB, 13 values.10 dB! and LTE~9–37 dB, 12
values.10 dB! subjects, and was smaller for the STE sub-
jects ~4–20 dB, 7 values.10 dB!.

4. Burst/short-delay differences

The differences in detectability between the burst and
short-delay conditions calculated from the data in Fig. 1 are
plotted in the right column of Fig. 2. These burst/short-delay
differences had a similar pattern to that of the burst temporal
effect, but their overall magnitudes were necessarily some-
what smaller than the burst temporal effect. The differences
ranged from about21 to 14 dB for the STE subjects~2
values.10 dB!, 5 to 18 dB for the MTE subjects~6 values
.10 dB!, and22 to 18 dB for the LTE subjects~2 values
.10 dB!. Consistent with their categorization as ‘‘mixed,’’
the MTE subjects generally showed the largest burst/short-
delay differences, particularly for the wider masker band-
widths.

5. Individual differences

In the companion experiment~Wright, 1995a!, the
marked variations across subjects in the magnitudes of their

FIG. 2. The short-delay temporal effects~left column!, burst temporal ef-
fects~middle column!, and burst/short-delay differences~right column! plot-
ted as a function of the masker bandwidth for the STE~top row!, MTE
~second row!, and LTE ~third row! subjects, and for all seven subjects to-
gether~MEAN; bottom row!. The parameter is the masker configuration:
low-pass~open squares!, high-pass~open circles!, and notched~filled tri-
angles!. The values were calculated from the data in Fig. 1 using the com-
putations listed at the top of each column.
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temporal effects arose primarily from performance differ-
ences in the two reference conditions; all subjects performed
similarly in the long-delay condition. The same pattern oc-
curred in the present experiment for the high-pass maskers.
For the low-pass and notched maskers, however, the subjects
differed in sensitivity in all three temporal conditions. Per-
formance was typically best for the STE subjects, and poorer
for the MTE and LTE subjects.

II. EXPERIMENT 2: MASKERS SPECTRALLY
OVERLAPPING THE SIGNAL

A. Method

In experiment 2, both the bandwidth and configuration
of a masker that spectrally overlapped the signal were ma-
nipulated. As in experiment 1, the signal was a noise band,
250 Hz wide, centered at 2500 Hz, and the masker band-
width was either increased below~low-pass!, above~high-
pass!, or both below and above~bandpass! the signal fre-
quency. The low-pass masker was 630, 1130, or 2530 Hz
wide, and its highest component was fixed at 2630 Hz~5 Hz
above the upper edge of the 250-Hz-wide signal!. The high-
pass masker was 630, 1130, 2530, or 5530 Hz wide, and its
lowest component was fixed at 2370 Hz~5 Hz below the
lower edge of the signal!. The bandpass masker was formed
by combining low-pass and high-pass maskers having the
same bandwidth, but without doubling the components at the
signal frequency. The bandpass masker was 260, 1000, 2000,
4800, or 7900 Hz wide.

Here, the masker spectrum level was held constant at 25
dB, and the overall level was allowed to increase from about
49 to 64 dB as the masker bandwidth was increased from
260 to 7900 Hz. This was done to be consistent with other
similar experiments~e.g., Zwicker, 1965b; Bacon and Smith,
1991!, and because the magnitude of the temporal effect ob-
tained with maskers that overlap the signal depends upon the
masker spectrum level~e.g., Keiser, 1980; Carlyon and
Moore, 1986; Bacon, 1990!. In this experiment, only the
signal and the 23-ms maskers were screened so that the in-
dividual waveform samples covered a range in overall level
of less than 1.25 dB. Otherwise, the generation of stimuli,
the procedure and the subjects were the same as for experi-
ment 1. Just as in experiment 1, the mean within-subject
standard error calculated across subjects and masker configu-
rations was greatest in the burst condition at 1.2 dB.

B. Results

1. Signal levels

The data for the low-pass~left column!, high-pass
~middle column!, and bandpass~right column! maskers are
plotted in Fig. 3, in a manner parallel to Fig. 1. Note that the
ranges on the ordinate and abscissa differ from Fig. 1. For
comparison, the results for the bandpass masker that was 260
Hz wide are plotted in every panel at the narrowest masker
bandwidth on each function. The signal was nearly always
hardest to detect in the burst condition~open triangles!. Sig-
nal detectability in the short-delay condition~open squares!
was typically poorer than in the long-delay condition~filled
squares! for the wider masker bandwidths, but that pattern

reversed at the narrower masker bandwidths for both the
STE and MTE subjects~also see Bacon and Smith, 1991!.
As masker bandwidth increased, detectability decreased rap-
idly up to a particular bandwidth, which varied across con-
ditions, and typically remained relatively constant thereafter.
As in experiment 1 in which the maskers were always spec-
trally remote from the signal, here sensitivity was generally
poorest with the bandpass maskers, intermediate with the
high-pass maskers, and best with the low-pass maskers for
all three groups of subjects.

2. Temporal effects

Plotted in Fig. 4 are the magnitudes of the short-delay
~left column! and burst~middle column! temporal effects
calculated from the data in Fig. 3. The values are displayed
above the actual bandwidths for the low-pass~open squares!
and high-pass~open circles! maskers. The values for the
bandpass masker~filled triangles! are plotted above the
bandwidths for the asymmetrical maskers that had the same
remote cutoff frequencies; for example, the results for the
bandpass masker that was 2000 Hz wide are plotted with the

FIG. 3. Plotted as in Fig. 1, but for a masker that spectrally overlapped the
signal. The upper edge of the masker was fixed at 2630 Hz for the low-pass
masker and the lower edge of the masker was fixed at 2370 Hz for the
high-pass masker. The low- and high-pass maskers were combined to form
the bandpass maskers. Thespectrumlevel of the maskers was held constant
at 25 dB SPL.
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data for the asymmetrical maskers that were 1130 Hz wide,
because the remote cutoff frequencies of the bandpass and
the asymmetrical maskers were the same~1500 and 3500
Hz!.

The magnitudes of both the short-delay and burst tem-
poral effects typically increased with increases in masker
bandwidth for all three masker configurations. The short-
delay temporal effect was actually negative at the narrowest
bandwidths for the STE and MTE subjects~also see, e.g.,
Bacon and Smith, 1991!, but the burst temporal effect was
always positive. The temporal effects obtained with both ref-
erence conditions were generally similar across all three
masker configurations at the narrower masker bandwidths.
However, at the wider masker bandwidths, the effects were
nearly always largest for the bandpass maskers, and were
smaller, and similar, for the low-pass and high-pass maskers.
Both the short-delay and burst temporal effects were largest
for the LTE subjects~2–21 dB, of bandwidths wider than
260 Hz, 17 were.5 dB! and smaller, and similar, for the
STE ~23219 dB, 7 were.5 dB! and MTE~232111 dB,
8 were.5 dB! subjects. These results are thus in good ac-
cord with those reported by Wright~1995a! for the same
subjects when the masker was a wideband noise and the
signal bandwidth was manipulated.

3. Burst/short-delay differences

The right column of Fig. 4 shows the burst/short-delay
differences calculated from the data in Fig. 3. These differ-
ences were relatively small—generally less than 6 dB—at all
masker bandwidths in all three masker configurations, just as
had been previously reported for wideband bandpass
maskers~e.g., Elliott, 1965; Zwicker, 1965a; Wright, 1995a!.

4. Individual differences

There were consistent individual differences in detect-
ability in all three temporal conditions. In all cases, sensitiv-
ity was better, and similar, for the STE and MTE subjects,
and was worse for the LTE subjects. The differences across
the groups were smaller in the long-delay than in the other
two conditions. This pattern of results resembles that ob-
tained from the same subjects by Wright~1995a! using other
maskers that spectrally overlapped the signal.

III. DISCUSSION

A. Evidence for within- and across-channel
contributions to the temporal effect and burst/short-
delay difference

One purpose of the present experiments was to deter-
mine whether the results obtained across variations in
masker bandwidth and configuration formed a pattern con-
sistent with the idea that both a within- and an across-
channel process are involved in the temporal effect. The data
support the two-mechanism hypothesis by showing that the
magnitude of the temporal effect depended upon the masker
spectrum. Maskers that presumably primarily stimulated the
within-channel process, because they only had components
at the signal frequency, consistently yielded small or even
negative temporal effects~narrow maskers in Fig. 4!. In con-
trast, maskers that presumably primarily stimulated the
across-channel process, because they only had components
remote from the signal frequency, produced temporal effects
that were larger and always positive~Fig. 2!.

The remainder of this section describes how the tempo-
ral effects and burst/short-delay differences measured when
the across-channel process was activated were influenced by
the simultaneous activation of the within-channel process.
For convenience, in this discussion, all maskers that had
components at the signal frequency~experiment 2! will be
referred to as on-frequency maskers, and all maskers that did
not will be referred to as off-frequency maskers.

Figure 5 shows the overall mean magnitudes of the
short-delay~left column! and burst~middle column! tempo-
ral effects and of the burst/short-delay differences~right col-
umn! obtained with the on-frequency~filled symbols! and
off-frequency~open symbols! maskers. The data are replot-
ted from Figs. 2 and 4. The abscissa indicates the masker
bandwidth either below 2000 Hz (0.8f s) for the low-pass
maskers~top row! or above 3000 Hz (1.2f s) for the high-
pass~middle row! and symmetrical~bottom row! maskers.
The frequencies of 2000 and 3000 Hz were the inner-most
masking components in experiment 1, and the remote edges
of the masker bandwidths of 630 and 1000 Hz in experiment
2. Hence, as the masker bandwidth was increased below

FIG. 4. Parallel to Fig. 2, but for a masker that spectrally overlapped the
signal. The parameter is the masker configuration: low-pass~open squares!,
high-pass~open circles!, and bandpass~filled triangles!. The values were
calculated from the data in Fig. 3.
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2000 Hz and/or above 3000 Hz, the same frequency regions
remote from the signal frequency were stimulated in both
experiments. The only difference was that in experiment 2
there were also masking components at the signal frequency,
while in experiment 1 there were not. The masker band-
widths listed on the abscissae of Fig. 5 therefore will be
referred to as remote-masker bandwidths. The masker overall
level was fixed in experiment 1~off-frequency maskers! and
the masker spectrum level was fixed in experiment 2~on-
frequency maskers!. Nevertheless, the spectrum levels of the
maskers in the two experiments were within 6 dB of each
other for remote-masker bandwidths of 500 Hz and greater,
and were the same for the 1900-Hz bandwidth.

For the low-pass maskers~top row!,3 the temporal ef-
fects measured with both reference conditions were always
about 6 dB larger with the off-frequency than the on-
frequency maskers at remote-masker bandwidths of 500 Hz
and greater. These data demonstrate that there is an across-
channel region below the signal frequency capable of pro-
ducing temporal effects~also see Carlyon, 1989; Hicks and
Bacon, 1992!. They also show that the ability of this across-
channel region to yield a temporal effect is considerably re-
duced when there is also masking energy in the within-
channel region. Consistent with this conclusion, Schmidt and

Zwicker ~1991! observed only small burst temporal effects
with their low-pass on-frequency masker. In contrast to the
two temporal effects, the burst/short-delay difference ob-
tained with the low-pass maskers was quite similar across the
two masker types at the wider masker bandwidths. This out-
come indicates that these burst/short-delay differences de-
pended entirely on the masking components in the across-
channel region, because adding masking energy to the
within-channel region had little influence on the effect.

A different pattern of results emerged for the high-pass
~middle row! and symmetrical~bottom row! maskers. For
these two masker configurations, the magnitudes of all three
difference scores were always larger with the off-frequency
than the on-frequency maskers. However, for remote-masker
bandwidths of 500 Hz and greater, the difference in detect-
ability across the two masker types was only about 2 dB for
the short-delay temporal effect, but was always greater than
7 dB for the burst temporal effect and burst/short-delay dif-
ference. These data suggest that the temporal effects and
burst/short-delay differences obtained with both the high-
pass and symmetrical maskers were produced by masking
components in across-channel regions located above~high-
pass maskers! or both above and below~symmetrical
maskers! the signal frequency. They also show that the burst
temporal effect and burst/short-delay difference are consid-
erably reduced when the within- and across-channel regions
are simultaneously activated. Wright~1995a, her Fig. 6! re-
ports parallel results for signals of variable width presented
in symmetrical on-frequency and off-frequency maskers.

One additional aspect of the results obtained with the
symmetrical maskers deserves mention. Unlike for the other
masker configurations, the burst temporal effects and burst/
short-delay differences obtained in the symmetrical configu-
ration differed in form as well as magnitude across the on-
frequency and off-frequency maskers~also see Wright,
1995a!. Thus the combination of the across-channel regions
below and above the signal frequency changed both the pat-
tern and size of the results. These differences support the
suggestion of Wright~1991, 1995a! and Kidd and Wright
~1994! that there may be a separate across-channel process
that is sensitive to masker offsets especially when the masker
does not also spectrally overlap the signal.

B. Masker bandwidth

Masker bandwidth influenced the magnitude of the tem-
poral effect particularly for the high-pass and symmetrical
configurations. One of the clearest examples of this was that
both the short-delay and burst temporal effects grew by ap-
proximately 10 dB as the bandwidth of the bandpass on-
frequency masker was increased to 2530 Hz~Fig. 4, filled
triangles!. This growth presumably represents the transition
into activation of the across-channel process.

Increasing the masker bandwidth within the across-
channel region generally lead first to a rapid, and then to a
slower, growth in the temporal-effect magnitude. This pat-
tern is most obvious for the on-frequency maskers for which
the masker spectrum level was held constant. The largest
growth in the size of the temporal effect usually occurred as
the remote-masker bandwidth was increased from 0 to 500

FIG. 5. A comparison of the effect of increasing the remote-masker band-
width of the low-pass~top row!, high-pass~middle row!, and symmetrical
~bottom row! maskers on the overall mean magnitude of the short-delay~left
column! and burst~middle column! temporal effects and the burst/short-
delay difference~right column!. The parameter is the masker type: off-
frequency ~open symbols; maskers from experiment 1! or on-frequency
~filled symbols; maskers from experiment 2!. The data are replotted from
Figs. 2 and 4.
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Hz ~Fig. 5, filled symbols!. The lower and upper frequency
edges of the remote maskers at these bandwidths correspond
to the ratios of 0.6 and 0.8f s and 1.2 and 1.4f s . These same
frequency ranges were previously concluded to be the most
influential within the across-channel region based upon a re-
view of the literature~Wright, 1991! and the results of a
more recent variation of the bandwidth of off-frequency
maskers~Hicks and Bacon, 1992!. As the remote-masker
bandwidth was increased beyond 500 Hz, the temporal-effect
magnitude typically continued to grow, but at a much slower
rate~Fig. 5!. A similar pattern can be seen in other data~e.g.,
Zwicker, 1965b; Bacon and Smith, 1991; Schmidt and
Zwicker, 1991!. These results indicate that although the most
influential across-channel regions range from 0.6 to 0.8f s
and 1.2 to 1.4f s , there are measurable across-channel contri-
butions from frequencies much more remote from the signal.

The most unusual result from the manipulation of
masker bandwidth was that both the burst temporal effect
and the burst/short-delay difference measured with sym-
metrical off-frequency maskers were clearly largest at a
remote-masker bandwidth of 500 Hz~Fig. 5, bottom middle
and bottom right panels!. Therefore it appears that the fre-
quency regions between 0.6 and 0.8f s and 1.2 and 1.4f s are
also the most important for the across-channel mechanism
that is sensitive to masker offsets, but that simultaneously
stimulating frequencies below 0.6f s and above 1.4f s may
actually inhibit the action of that across-channel process.
Hicks and Bacon~1992! examined the burst temporal effect
under somewhat similar circumstances. In their data, the ef-
fect at 1000 Hz initially decreased and then remained steady
as the upper frequency edge of the masker increased from
1.3 to 2.0f s . The discrepancy between their results and the
present ones may have resulted from any of a number of
differences in the stimuli or subjects.

C. Masker configuration

The masker configuration only influenced the magni-
tudes of the short-delay and burst temporal effects when the
masker bandwidth was wide enough to activate the across-
channel regions. For these wider on-frequency and off-
frequency maskers, the average temporal effects were largest
with the symmetrical maskers, and smaller and similar with
the low-pass and high-pass maskers~Figs. 2 and 4, bottom
rows!. These data thus differed from the more common re-
ports of greater temporal effects for high-pass than for low-
pass maskers~e.g., burst reference: Bacon and Viemeister,
1985b; short-delay reference: Kimberleyet al., 1989!.
Masker configuration had very little influence on the burst/
short-delay differences measured with the on-frequency
maskers~Fig. 4, bottom row!, but was largest for the notched
maskers at a bandwidth of 500 Hz for the off-frequency
maskers~Fig. 2, bottom row!.

D. Filtering

As in other experiments in which the bandwidth of a
masker centered on the signal frequency was manipulated
~Zwicker, 1965b; Bacon and Smith, 1991!, in experiment 2,
the measured critical bandwidth was wider when the signal

was presented at masker onset rather than after a delay.4

When two least-square error lines were fitted to the mean
results for the symmetrical maskers~Fig. 3, bottom right
panel! in each of the three conditions,5 the best fitting lines
intersected at a critical bandwidth of about 522 Hz in the
long-delay condition, 880 Hz in the short-delay condition,
and 1600 Hz in the burst condition. The absolute values of
these estimates are surely influenced by the use of a 250-Hz-
wide noise signal and only five masker bandwidths. Never-
theless, the tendency toward wider critical bandwidths for
signals presented at masker onset is clear. The same subjects
showed a similar trend when the critical bandwidth was mea-
sured by increasing the signal bandwidth within a wideband
masker~Wright, 1995a!. These data thus provide further evi-
dence that frequency selectivity improves over time~e.g.,
Scholl, 1962; Kimberleyet al., 1989; Carlyon, 1989; Wright,
1992!.

E. Individual differences

The individual differences in the magnitudes of the tem-
poral effects and burst/short-delay differences shown by the
seven subjects here paralleled those shown by the same sub-
jects in the companion experiment~Wright, 1995a!. The con-
sistency of these results suggests that individual differences
may provide insights into the mechanisms involved in these
effects. Supporting this idea, Wright~1996! recently reported
that the magnitude of the burst temporal effect in 40 naive
subjects was negatively correlated with the amount of psy-
chophysical two-tone suppression~e.g., Houtgast, 1974! and
with a measure of frequency selectivity in forward masking.
For these same naive subjects, a single factor appeared to
underlie detectability in all of the listening conditions used to
calculate the magnitudes of the temporal and suppression
effects. Similar results are present in the data of six highly
trained subjects~Wright et al., 1993!. It is likely that the
single factor associated with signal detectability is related to
the sharpness of frequency tuning, which, in turn, is often
proposed to increase as the amount of suppression increases
~e.g., Houtgast, 1974!. Thus these individual-difference pat-
terns indicate a link between temporal effects, suppression,
and frequency selectivity.

IV. SUMMARY

~1! Experimental conditions:Signal detectability was
measured in three temporal conditions as a function of the
bandwidth and configuration of simultaneous maskers that
either did or did not spectrally overlap the signal. In the
short-delay and long-delay conditions, the 20-ms signal was
gated 1 or 250 ms, respectively, after the onset of a 420-ms
masker. In the burst condition, the signal was gated 1 ms
after the onset of a 23-ms masker. The signal was 250 Hz
wide and was centered at 2500 Hz (f s).

~2! Performance in the short-delay versus long-delay
conditions:When the masker included components below
0.8f s and/or above 1.2f s , the signal was nearly always more
difficult to detect in the short-delay than in the long-delay
condition. The magnitude of this short-delay temporal effect
was similar across maskers that did and did not spectrally
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overlap the signal when the masker extended only above or
both below and abovef s , but was consistently smaller for
maskers that overlapped the signal when the masker ex-
tended only belowf s ~Fig. 5, left column!. These results
were taken as evidence that~a! an across-channel process
located in frequency regions below and abovef s mediates
the improvement in signal detectability as signal onset is
delayed from masker onset, and~b! the influence of this
across-channel process is reduced by the presence of mask-
ing components atf s only when the masker extends exclu-
sively below f s .

~3! Performance in the burst versus short-delay condi-
tions: When the masker included components below 0.8f s
and/or above 1.2f s , the signal was hardest to detect in the
burst condition. The pattern of the detectability difference
between the burst and short-delay conditions was the inverse
of that observed for the short-delay temporal effect. The
magnitude of the burst/short-delay difference was similar for
maskers that did and did not spectrally overlap the signal
when the masker extended only belowf s , but was smaller
for maskers that overlapped the signal when the masker ex-
tended only above or both below and abovef s ~Fig. 5, right
column!. These data were taken as evidence that~a! a second
across-channel process located in frequency regions below
and abovef s mediates the improvement in signal detectabil-
ity as masker offset is delayed from signal offset, and~b! the
influence of this across-channel process is reduced by the
presence of masking components atf s when the masker ex-
tends exclusively above, or both below and abovef s .

~4! Masker bandwidth:The results from the manipula-
tion of masker bandwidth showed that the frequency regions
ranging from 0.6 to 0.8f s and 1.2 to 1.4f s were the most
important for the production of the detectability differences
between the three temporal conditions~e.g., Fig. 4, filled
triangles!.

~5! Masker configuration:When present, the detectabil-
ity differences between the three temporal conditions tended
to be largest for maskers that extended both below and above
f s , and smaller and similar for maskers that extended either
only below or only abovef s ~Figs. 2 and 4, bottom rows!.

~6! Narrowing critical bandwidth:The critical band-
width measured by increasing the bandwidth of a masker
centered on the signal frequency narrowed as signal onset
was delayed from masker onset~Fig. 3, bottom right panel!.

~7! Individual differences:The seven subjects showed
marked individual differences that were consistent with their
performances in a companion experiment~Wright, 1995a!.
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1The frequencies of the masking components nearest to the signal and the
rise-decay time were chosen, in part, to minimize the physical spread of the
masker spectrum into the frequency region of the signal. Bacon and
Viemeister~1985b! investigated the influence of masker splatter on signal
detectability using stimuli roughly analogous to the tonal masker conditions
employed here. They reported that the splatter from a 50-ms, 1250-Hz
masker had little influence on the detectability of a 20-ms, 1000-Hz signal
presented 15 ms after masker onset, as long as the rise-decay time on the
masker was greater than 5 ms.
2It was reasoned that if the masker spectrum level were held constant,~1! an
increase in the temporal-effect magnitude with increasing masker band-
width could be due either to the increase in the masker bandwidth, or to the
corresponding increase in the overall masker level, and~2! the temporal-
effect magnitude presumably could not decrease with increases in the
masker bandwidth, because then the overall masker level would corre-
spondingly increase. On the other hand, by holding the overall masker level
constant,~1! an increase in the temporal-effect magnitude with increasing
masker bandwidth could only be attributable to the increase in the masker
bandwidth, because the masker spectrum level would correspondingly de-
crease, and~2! a decrease in the temporal-effect magnitude could be due
either to the increase in the masker bandwidth, or to the corresponding
decrease in the masker spectrum level. Thus the choice to hold the overall
level constant was admittedly an imperfect solution, but it was judged to be
the more conservative approach.
3When the masker has a lower frequency than the signal, the magnitude of
the burst temporal effect can be reduced, or even made negative, by the
addition of a continuous low-pass noise designed to mask the frequency
region of the cubic difference tone, or CDT~Leshowitz and Cudahy, 1975;
Bacon and Viemeister, 1985a, b!. Prompted by these reports, the mode of
presentation of a CDT masker was manipulated in a pilot experiment. The
results showed that the magnitudes of both the burst and short-delay tem-
poral effects could be reduced, for some subjects, by the addition of a
continuous low-pass CDT masker. However, it was also seen that the CDT
masker produced a temporal effect itself. Attempts at gating the CDT
masker to reduce its contribution to the final temporal effect frequently led
to increases in the temporal-effect magnitude, and, when the CDT masker
was gated with the signal, it even appeared to impair detectability when it
did not spectrally overlap the combination product. Because of these com-
plicated, and sometimes inconsistent results, no combination-product
masker was employed in experiment 1. This means that the magnitude of
the burst and short-delay temporal effects may have been somewhat exag-
gerated for the narrower, off-frequency, low-pass, and symmetrical maskers
~also see Hicks and Bacon, 1992!.
4The band-widening estimate of critical bandwidth was applied to the
present data for two related reasons. First, the band-widening paradigm is
accepted as providing an estimate of critical bandwidth for signals pre-
sented in long-delay conditions, so the same analysis technique should be
acceptable for signals presented in other temporal conditions. Second, the
critical bandwidth has been described as ‘‘a purely empirical phenomenon
@defined as# that bandwidth at which subjective responses rather abruptly
change~Scharf, 1970, p. 159!.’’ By that definition, if an abrupt change
occurs at different bandwidths in different conditions, theempiricalcritical
bandwidth differs. Differences in the critical bandwidth across conditions
may result from changes in both within- and across-channel contributions
to masking.
5The two best fitting lines for each condition were determined using the
technique of Bogartz~1968! for fitting two arbitrary straight lines to a set of
points. Others, such as Spiegel~1979!, have used this method to estimate
critical bandwidth. With this method, the data were iteratively divided into
two groups, corresponding to the narrower and wider masker bandwidths,
and least-square error lines fitted to the points in each group. The two best
fitting lines produced the least total squared error. This process indicated
that the division between the data should occur between the 630- and
1130-Hz masker bandwidths for the short- and long-delay conditions, but
between the 1130- and 2530-Hz masker bandwidths for the burst condition.
Note that, because only five masker bandwidths were tested, for each of the
conditions, one of the two best fitting lines encompassed only two points

428 428J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 B. A. Wright: Masker bandwidth and signal delay



and thus influenced the total squared error~and the subsequent intersection
point of the two lines! by its perfect fit.
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A comparison of detection and discrimination of temporal
asymmetry in amplitude modulation
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Two compound experiments were performed to compare the detection of amplitude modulation
with the discrimination of modulator shape when the modulators have strong temporal asymmetry.
In experiment 1, an adaptive procedure was used to measure detection and discrimination as a
function of modulation frequency from 4 to 400 Hz. In experiment 2, the method of constant stimuli
was used to measure psychometric functions for detection and discrimination at one modulation
frequency, 8 Hz. The asymmetric modulators were time-reversed pairs. Thus their envelope spectra
are identical and models based on the envelope spectrum would predict no effect of asymmetry on
detection or discrimination at any modulation depth. The detection results show, as predicted, that
the direction of asymmetry does not affect the detectability of modulation in either experiment. In
contrast, the discrimination results show that direction of asymmetry is readily discriminable for
modulation frequencies less than about 50 Hz, indicating that envelope-spectrum models will
require modification if they are to be extended to include discrimination of temporal asymmetry.
© 1997 Acoustical Society of America.@S0001-4966~97!04201-X#

PACS numbers: 43.66.Mk, 43.66.Ba@WJ#

INTRODUCTION

The ability to detect sinusoidal amplitude modulation
applied to a noise carrier depends upon the frequency of the
modulator. The sensitivity to the modulation decreases as the
modulation frequency is raised above about 20 Hz~e.g.,
Viemeister, 1979!. One popular model assumes that the
modulator is smoothed in the auditory system by a leaky
integrator and then detected using a specified decision statis-
tic, such as the standard deviation of the envelope~Viemeis-
ter, 1979! or the ratio of the maximum of the envelope to its
minimum ~Forrest and Green, 1987!.

An alternative decision statistic is based on the concept
of a modulation filterbank. To detect modulation, it is as-
sumed that a listener attends to a modulation filter centered
on the modulation frequency. This model has been used to
account for the phenomenon of modulation masking: when
sinusoids are used to modulate noise, the presence of modu-
lation at one modulation frequency can interfere with detec-
tion of modulation at a neighboring modulation frequency
~e.g., Bacon and Grantham, 1989; Houtgast, 1989!. The lis-
tener attends to the modulation filter centered on the signal
frequency, but that filter passes some of the interfering
modulator. The amount of interference is determined by the
level of the interfering modulator passed by the modulation
filter. One method for quantifying the model is to assume
that listeners perform a Fourier transform on the envelope of
the signal and base their decisions on its magnitude spec-
trum. For convenience, the magnitude spectrum of the enve-
lope is referred to as the ‘‘envelope spectrum.’’

An important restriction of the envelope-spectrum
model is that the Fourier transform is insensitive to the tem-

poral direction of the modulators; the envelope spectrum
does not change if the stimuli are played backward instead of
forward. Three sets of experiments with temporally asym-
metric modulators have been reported recently~Patterson,
1994a, b; Akeroyd and Patterson, 1995; Irino and Patterson,
1996!, and they all demonstrate that listeners can discrimi-
nate the direction of temporal asymmetry when the modula-
tion depth is 100%. Listeners were asked to discriminate
between signals having temporally asymmetric, exponential
modulators; exponentially decaying~damped! stimuli and
exponentially rising~ramped! stimuli. The only difference
between a damped stimulus and a ramped stimulus is that
one is the other played backward, and so the envelope spec-
tra of a pair of damped and ramped stimuli are identical.
Nevertheless, pairs with the same half-life can be easily dis-
criminated over a wide range of conditions.

None of the damped and ramped experiments, however,
included data on thedetectionof temporally asymmetric
modulation. In this paper, we compare detection of modula-
tion for three modulator shapes and discrimination of the
same three modulator shapes from each other. Two of the
modulators are temporally asymmetric, whereas the third is
temporally symmetric. The discrimination results are used to
test the hypothesis that listeners use the envelope spectrum
for modulation discrimination. The detection results are in-
terpreted in terms of the leaky-integrator model and possible
decision statistics.

In the discrimination experiments mentioned above, the
asymmetric modulators had an exponential shape and the
comparison was between rising and falling exponentials.
Their envelope minima are essentially zero whenever the pe-
riod of the modulator is more than about four times the half-
life of the modulator. One of the decision statistics proposed
for the leaky-integrator model, the maximum/minimum ratio,
is unstable with exponential modulators. Accordingly, to

a!Present address: MRC Institute of Hearing Research, University Park, Not-
tingham NG7 2RD, United Kingdom. Electronic mail:
michael.akeroyd@ihr.mrc.ac.uk

430 430J. Acoust. Soc. Am. 101 (1), January 1997 0001-4966/97/101(1)/430/10/$10.00 © 1997 Acoustical Society of America



avoid near-zero minima, we developed a new group of tem-
porally asymmetric sounds, based on sinusoidal amplitude
modulation~SAM! as shown in Fig. 1. The damped expo-
nential modulator was replaced by D-SAM~downward-
sloping sinusoidal amplitude modulation!, corresponding to
the downward-sloping part of a full sinusoidal function, and
the ramped exponential modulator was replaced by U-SAM
~upward-sloping sinusoidal amplitude modulation!, corre-
sponding to the upward-sloping part of a full sinusoidal func-
tion. The only difference between D-SAM and U-SAM is
that one is the other played backward. The D-SAM and
U-SAM modulators are cut from a sinusoid of frequency
f sin. The control modulator is a SAM function of frequency
2 f sin. The rate of the peaks in the modulators,fmod, is equal
to 2 f sin and is the same in D-SAM, U-SAM, and SAM. The
modulation depth ism, wherem is the ratio of the amplitude
of the modulating sinusoid to the continuous dc level
~0<m<1!.

The envelope-spectrum model makes specific predic-
tions for both detection and discrimination. The magnitude
of the fundamental component in the Fourier transform of a
D-SAM or U-SAM modulator is 1.4 dB lower than the mag-
nitude of the fundamental component in the Fourier trans-
form of a SAM modulator~Stephenson, 1973!. If it is as-
sumed that listeners base their decisions on the envelope
spectrum, then they will detect SAM at a modulation depth
1.4 dB below that at which they can detect D-SAM or
U-SAM. It is thus predicted that detection of SAM will be
easier than detection of either D-SAM or U-SAM and also
that detection of D-SAM and U-SAM will be identical.

The envelope spectra of D-SAM and U-SAM contain
higher harmonics which are not present in the envelope spec-
trum of SAM ~Fig. 2!. The second harmonic is the most
intense, at a level 8.0 dB lower than the level of the D-SAM
or U-SAM fundamental~Stephenson, 1973!. If it is assumed
that listeners base their decisions on the envelope spectrum,
then they will be able to discriminate D-SAM from SAM
when they can detect the higher harmonics of the D-SAM

modulator, and they will be able to discriminate U-SAM
from SAM when they can detect the higher harmonics of the
U-SAM modulator. It is thus predicted that discrimination of
D-SAM from SAM will occur atexactly the same modula-
tion depth as discrimination of U-SAM from SAM. It is also
predicted that listeners will be unable to discriminate
D-SAM from U-SAM, because their envelope spectra are
identical.

Experiment 1 reports measurements of threshold modu-
lation depth for detection and discrimination, as a function of
modulation frequency. Experiment 2 reports measurements
of psychometric functions for detection and discrimination,
as a function of modulation depth, for a constant modulation
frequency.

I. EXPERIMENT 1: DETECTION AND DISCRIMINATION
OF SAM, D-SAM AND U-SAM AS A FUNCTION
OF MODULATION FREQUENCY

In the first part of the experiment, the minimum modu-
lation depth at which D-SAM, U-SAM, and SAM could be
detected was measured as a function of the modulation fre-
quency. In the second part of the experiment, the minimum
modulation depth at which the modulators could be discrimi-
nated was measured for the three comparisons, D-SAM ver-
sus U-SAM, D-SAM versus SAM, and U-SAM versus SAM.

A. Method

1. Stimuli

The stimuli were amplitude-modulated wideband noises.
The modulating function was either the repeated full cycle of
a sinusoid, or the repeated down-half of a sinusoid, or the
repeated up-half of a sinusoid, referred to as SAM, D-SAM,
and U-SAM, respectively. The starting phases were always
0°, 180°, and 0°, respectively, and the finishing phases were
always 360°, 180°, and 360°, respectively. The duration of
the modulators was 500 ms. The modulators were generated
digitally at 20 000 samples per second, played through a 12-
bit, low-distortion, digital-to-analog converter~Cambridge
Electronic Design 1401! and an extremely sharp low-pass
filter set to 8 kHz~Cambridge Electronic Design 1701!. They

FIG. 1. Schematic illustration of the D-SAM, U-SAM, and SAM modula-
tors.

FIG. 2. Envelope spectra for D-SAM~solid line! and SAM ~dashed line!
modulators. The envelope spectrum for U-SAM is identical to that of
D-SAM. Note that, for clarity, the SAM envelope spectrum has been dis-
placed rightward by a small amount.

431 431J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 M. A. Akeroyd and R. D. Patterson: Modulation detection



were added to a continuous dc level by an analog adder, and
then multiplied with a wideband noise using an analog mul-
tiplier. The resulting signals were further attenuated and
filtered ~CED 1701!, then high-pass filtered at 100 Hz
~23-dB cutoff frequency, 48-dB per octave slope; Kemo
21CF30/03!, and low-pass filtered at 5 kHz~23-dB cutoff
frequency, 48-dB per octave slope; Kemo 21CF30/03!. The
signals were amplified by a Quad 303 power amplifier and
played over one channel of a Sennheiser HD-414 headset.
Listeners sat in double-walled IAC booths.

The spectrum level of the continuous noise carrier was
40 dB SPL, measured at 1 kHz using a Hewlett–Packard
3561A spectrum analyzer. In order to minimize the use of
changes in overall level among the stimuli in any of the
conditions, the spectrum level of the stimuli was roved ran-
domly by up to23 or 13 dB, in 1-dB steps using a CED
1701. The changes in modulation depth were made by at-
tenuating the level of the modulator~using a CED 1701!
before it was multiplied by the carrier noise.

2. Procedure

Thresholds were measured using a 3I-2AFC task and a
three-down, one-up adaptive method, estimating the 79.4%
point on the psychometric function~Levitt, 1971!. This point
corresponds to ad8 of 1.16. The step size was initially 4 dB,
changing to 2 dB after the first reversal. The run continued
for 15 more reversals, and threshold was defined as the mean
of the last six pairs of reversals. Each trial consisted of a
300-ms warning light, a 500-ms stimulus~interval one; the
‘‘reminder stimulus’’!, a 500-ms gap, a 500-ms stimulus~in-
terval two!, a 500-ms gap, a third 500-ms stimulus~interval
three!, and then a ‘‘respond now’’ light. The intertrial inter-
val varied slightly with load on the experimental computer.
The stimulus intervals were marked by lights, and correct/
incorrect feedback was provided. The stimulus timing and

presentation, together with response collection and feedback,
were controlled by a Dell Pentium microcomputer.

Pilot work showed that in the discrimination tests it was
easy to forget the timbre of the ‘‘correct’’ modulator. The
correct modulator was thus played at the beginning of each
trial in interval one, in both the detection and discrimination
conditions, with a modulation depth equal to that of the sig-
nal modulator. Listeners were asked to regard intervals two
and three as a two-interval, two-alternative forced-choice
~2I-2AFC! task, with the stimulus in interval one as a ‘‘re-
minder’’ stimulus, to be used in case they forgot what they
were listening for. The reminder stimuli were D-SAM for the
D-SAM versus U-SAM and D-SAM versus SAM conditions
and U-SAM for the U-SAM versus SAM condition.

Three adaptive runs per cell per listener were measured.
Any adaptive run with a within-run standard deviation
greater than 3 dB was rejected as unreliable and an extra
adaptive run was measured. This occurred in about 4% of the
adaptive runs. Extra adaptive runs were also measured when
the between-run standard deviation was greater than 3 dB,
and in this case all the runs were included in the analyses.
This occurred in about 3% of the conditions.

3. Listeners

Three listeners participated in the experiment, referred
to as A, J, and K. All had normal audiometric thresholds.
Listener A was the first author; listeners J and K were paid
for their participation.

B. Results and discussion

1. Detection

The detection thresholds are shown in Fig. 3 as open
symbols connected by solid lines. Each panel shows the re-
sults from an individual listener; the mean results are shown

FIG. 3. Threshold functions for detection and discrimination of the three types of modulation. Each panel shows the results for an individual listener, with the
mean results shown in the bottom-right panel. Decay rates of slope23 dB per octave and26 dB per octave are also shown in the bottom-right panel. Standard
deviations~error bars! are indicated for the discrimination conditions only.
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in the bottom-right panel. The results are plotted as 20 logm
with the lowest thresholds~best performance! toward the top
of the ordinate. The parameter is modulator shape: D-SAM
~squares!, U-SAM ~diamonds!, and SAM ~asterisks!. The
standard deviations are omitted for clarity, but had a mean
value of 1.2 dB. Slopes of23 dB per octave and26 dB per
octave are illustrated in the bottom-right panel. The remain-
ing symbols show the discrimination thresholds, to be dis-
cussed later in this section.

The threshold functions for all three modulators show
the expected low-pass shape, in that performance decreases
as the modulation frequency is increased from about 10 Hz.
The functions are similar to the functions observed by other
authors, although the comparisons cannot be exact because
of differences in stimulus level, bandwidth, and experimental
method. Nevertheless, the decrease in performance at a
modulation frequency of 2 Hz~SAM only; asterisks! has
only occasionally been observed before with continuous car-
riers ~e.g., by Bacon and Viemeister, 1985; Forrest and
Green, 1987; Scott and Humes, 1990, but not by Viemeister,
1979; or by Grantham and Bacon, 1991!, although it has
been observed with gated carriers~e.g., Viemeister, 1979;
Forrest and Green, 1987!. The lowest thresholds were be-
tween220 and225 dB. These values are similar to those
measured by some authors~e.g., Formby and Muir, 1988;
Scott and Humes, 1990; Eddins, 1993! but are slightly higher
than those measured by other authors~e.g., Viemeister,
1979; Bacon and Viemeister, 1985; Forrest and Green, 1987;
Strickland and Viemeister, 1996!. The thresholds increased
by 3 dB from their minima at a modulation frequency of
30–50 Hz. These values compare well with those reported
by other authors. Visually, the slopes of the threshold func-
tions at high frequencies are closer to23 dB per octave than
to 26 dB per octave, in accordance with previous measure-
ments.

The three modulators were not equally detectable. SAM
was the easiest to detect; the asterisks are above both the
squares and the diamonds in Fig. 3. D-SAM and U-SAM
were approximately equally detectable. An ANOVA was
used to estimate the statistical significance of the differences
in thresholds, with factors of listener~three levels!, modula-
tor type ~three levels!, modulation frequency~4–800 Hz;
seven levels!, together with adaptive runs~3, 4, or 5 levels!
forming the error estimates.1 The analysis showed a signifi-
cant main effect of modulator type@F~2,130!53.53,
p,0.05# and a significant main effect of modulation fre-
quency @F~6,130!5289, p,0.0001#. A Tukey test showed
that SAM performance was significantly better than both
D-SAM and U-SAM performance, at the 0.05 level. The
interaction of modulation type with modulation frequency
was not significant@F~12,130!50.381,p.0.1#.

Figure 4 shows the threshold differences, together with
the standard deviations across listeners~error bars!. The dif-
ferences are calculated as the D-SAM threshold minus the
U-SAM threshold ~asterisks, joined by dashed lines!, the
D-SAM threshold minus the SAM threshold~circles, joined
by solid lines! and the U-SAM threshold minus the SAM
threshold ~double triangles, also joined by solid lines!; if
SAM is easier to detect than D-SAM and U-SAM then the

second and third differences should bepositive. It may be
seen that the D-SAM minus U-SAM differences are clus-
tered about 0 dB, as predicted by the envelope-spectrum
model ~the average difference was20.14 dB!. The D-SAM
minus SAM differences and the U-SAM minus SAM differ-
ences are generally larger than 0 dB; the average differences
were both10.96 dB, respectively, close to the value11.4
dB predicted by the envelope-spectrum model. Thus the
envelope-spectrum model can account for the detection
thresholds.

2. Discrimination

The discrimination thresholds are shown in Fig. 3 as the
symbols connected by dashed lines. The parameter is dis-
crimination condition: D-SAM versus U-SAM~circles!,
D-SAM versus SAM~downward triangles! and U-SAM ver-
sus SAM~upward triangles!. The standard deviations are in-
dicated by the error bars; their mean value was 0.9 dB.

Discrimination of modulator shape was consistently
harder than detection of modulation. The easiest discrimina-
tion was D-SAM versus U-SAM. Discrimination of D-SAM
from SAM was easier than discrimination of U-SAM from
SAM. The functions still have a low-pass shape. The modu-
lation frequency at which D-SAM would become indistin-
guishable from U-SAM even at a modulation depth of 0 dB
~i.e., 100% modulation! was, by extrapolation, about 100 Hz.

An ANOVA was used to estimate the statistical signifi-
cance of the threshold differences, with factors of listener
~three levels!, discrimination type~three levels! and modula-
tion frequency~4, 8, and 20 Hz!, together with adaptive runs
providing the error terms~3, 4, or 5 levels!. The ANOVA
was restricted to the frequencies at which all three discrimi-
nations could be made. The results showed a significant main
effect of discrimination type@F~2,54!5230,p,0.0001# and
a significant main effect of modulation frequency@F~2,54!
5193, p,0.0001#. A Tukey test showed that performance
on each of the three discriminations was significantly differ-
ent from the other two at the 0.05 level. The interaction of
modulation shape and modulation frequency was also sig-
nificant @F~4,54!59.51,p,0.0001#.

FIG. 4. The detection thresholds from Fig. 3, plotted as a function of the
differences between D-SAM and U-SAM thresholds~asterisks!, between
D-SAM and SAM thresholds~circles!, and between U-SAM and SAM
thresholds~double triangles!. The standard deviation across listeners are
indicated by error bars.
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3. The envelope-spectrum model

The predictions of the envelope-spectrum model are
supported by the detection data but not by the discrimination
data. Listeners should have been as good at discriminating
D-SAM from SAM as they were at discriminating U-SAM
from SAM, and they should also have been unable to dis-
criminate between D-SAM and U-SAM. Neither prediction
was observed in the data, indicating that listeners did not use
the envelope spectrum when making their discrimination de-
cisions. Thus the envelope-spectrum model is only appli-
cable neardetectionthreshold.

An alternative hypothesis is that listeners use temporal
processes for both detection of and discrimination of ampli-
tude modulation. Bacon and Grantham~1989! noted in their
original paper on modulation masking that the phenomenon
may be due to temporal processes, and Strickland and
Viemeister~1996! have used a temporal model to success-
fully predict modulation masking. We show below in Sec. III
that an explicit calculation of the envelope spectrum is not
required to predict a difference in detectability between
SAM, D-SAM, and U-SAM; a temporal model can predict
this difference.

II. EXPERIMENT 2: DETECTION AND DISCRIMINATION
OF SAM, D-SAM, AND U-SAM NOISE AS A
FUNCTION OF MODULATION DEPTH

Psychometric functions were measured for detection and
discrimination of all three sinusoidal modulators. The pur-
pose was to determine the relationship between detectability
or discriminability, as measured byd8, and modulation
depth,m. The modulation frequency was fixed at 8 Hz.

A power relationship

d85kmp ~1!

has been reported for detection of SAM sinusoids. The value
of p was originally reported to be 2~Moore and Sek, 1992,

1994a, b, 1995; Edwards and Viemeister, 1994!, but more
recently Moore and Sek~1996! reported a value of 1.6. For
detection of SAM noises, Irwin~1989! suggested a value of
4, although a value of 2 gave fits almost as good, and Sheft
and Yost~1990! reported a value of approximately 2. Eddins
~1993! used a cumulative Gaussian function to relate percent
correct and 20 logm, implying a linear relationship between
d8 and 20 logm.

A. Method

The stimuli were the same as in experiment 1, but the
modulation frequency was fixed at 8 Hz. The apparatus was
identical to that used previously. The method of constant
stimuli was used, with a counterbalanced design. The struc-
ture of each trial was the same as earlier. Each block of trials
consisted of 60 or 70 trials, made up of 6 or 7 modulation
depths played ten times each per block. The conditions were
fixed within a block. The ‘‘signal’’ modulators were the
same as previously. The results are based on a total of 200
trials per cell per listener. The same three listeners partici-
pated; the experiment was conducted after they had com-
pleted experiment 1.

B. Results and discussion

1. Detection

The detection functions are shown in Fig. 5 by solid
lines. Each panel shows the results from a different listener,
with the mean results shown in the bottom-right panel. The
parameter is the modulator. D-SAM~squares!, U-SAM ~dia-
monds! and SAM~asterisks!. The dashed lines show the dis-
crimination functions, to be discussed later.

The three detection functions were similar to each other.
Listeners found SAM to be easier to detect than either

FIG. 5. Psychometric functions for detection and discrimination of the three types of modulation. Each panel shows the results for an individual listener, with
the mean results shown in the bottom-right panel.
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D-SAM and U-SAM. Visually, the psychometric functions
for D-SAM and U-SAM were almost indistinguishable. The
logarithmic form of Eq.~6!,

log d85p log m1c, ~2!

was fitted to the data for each listener and condition, varying
the parametersp and c to derive the best fit. The power
exponentsp were between 1.3 and 2.2, with a mean value of
1.7. The values ofp are illustrated in Fig. 6~top panel!,
together with 95% confidence intervals forp.2 It may be seen
that in only one condition~listener J, detection of D-SAM!
was the value ofp larger than 2. The values ofc were be-
tween 1.5 and 2.3, with a mean value of 1.9. The values ofc
are, however, more informative when expressed as the ratio
20 c/p, giving the function

log d85
1

20
pS 20 logm1

20c

p D . ~3!

The ratio 20c/p gives the horizontal displacement, in dB, of
the psychometric functions; the higher its value, the better
performance is. The average ratios for the SAM functions
were 1.0 dB larger than the average ratios for the U-SAM
functions, and 0.9 dB larger than the average ratios for the
D-SAM functions. Detection of SAM is thus easier than de-
tection of either D-SAM or U-SAM by an amount equivalent
to a 1-dB change in modulation depth. Detection of U-SAM
is easier than detection of D-SAM by an amount equivalent
to a 0.07-dB change in modulation depth. The squares of the
correlation coefficients were between 0.91 and 0.99, with a
mean of 0.96, indicating that a power function provides a
good summary of the psychometric function in these experi-
ments.

The results of experiment 2 support the results of experi-
ment 1; the detectability of D-SAM and of U-SAM is almost

identical. The mean value for the power exponent,p, across
conditions was 1.7, which is close to Moore and Sek’s
~1996! value.

2. Discrimination

The discrimination functions are shown in Fig. 5 by
dashed lines. The parameter is the condition: D-SAM versus
U-SAM ~circles!, D-SAM versus SAM~downward triangles!
and U-SAM versus SAM~upward triangles!. In a small num-
ber of cases, performance was less than chance, giving a
negatived8; these cases were excluded from Fig. 5 and from
the data set used to estimatep andc.

Discrimination of modulator shape was consistently
harder than detection of modulation; the discrimination psy-
chometric functions are displaced rightward from the detec-
tion psychometric functions. The ordering of the discrimina-
tions is the same as in experiment 1; the easiest
discrimination was D-SAM versus U-SAM~circles!, and dis-
crimination of D-SAM from SAM~downward triangles! was
easier than discrimination of U-SAM from SAM~upward
triangles!.

The logarithmic form of Eq.~1! was fitted to the data for
each listener and condition, varying the parametersp andc.
The values of the power exponentp were between 1.7 and
3.8, with a mean of 2.6. The values and 95% confidence
intervals are illustrated in Fig. 6~bottom panel!; they were
consistently larger than those measured for detection, indi-
cating, respectively, that the discrimination slopes were
larger than the detection slopes but that the fits were less
good ~the squares of the correlation coefficients were 0.82–
0.99, with a mean of 0.91!. This reduction occurs because a
subset of the psychometric functions have a downward cur-
vature~e.g., the U-SAM versus SAM function!. The values
of the constantc were between 0.92 and 2.6, with a mean of
1.8. The values of the ratio 20c/p showed that the D-SAM
versus U-SAM psychometric function was displaced right-
ward by 5.5 dB from the average position of the three detec-
tion psychometric functions. The D-SAM versus SAM psy-
chometric function and the U-SAM versus SAM
psychometric function were displaced rightward by 7.7 and
11 dB, respectively, from the average psychometric function
for detection.

The results are similar to those of experiment 1; it is
harder to discriminate U-SAM from SAM than it is to dis-
criminate D-SAM from SAM. The mean value ofp across
conditions was 2.6. This is greater than the mean value for
the detection conditions, indicating that the discrimination
psychometric functions are steeper than the detection psy-
chometric functions. It is possible that psychometric func-
tions for discrimination are, in general, steeper than psycho-
metric functions for detection; Macmillan~1971, 1973!
observed steeper slopes for discrimination of amplitude in-
crements and decrements in tones and noises, when com-
pared to detection of the same increments and decrements.

III. GENERAL DISCUSSION

The data indicate that listeners did not use the envelope
spectrum when making discrimination decisions. In this sec-
tion, we consider the hypothesis that they used temporal pro-

FIG. 6. ~Top panel!: The values of the power exponentp linking d8 and
modulation depthm for the detection psychometric functions. The error bars
indicate695% confidence intervals.~Bottom panel!: As the top panel, but
for the discrimination psychometric functions.
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cesses forbothdetection of and discrimination of amplitude
modulation. By ‘‘temporal processes’’ we mean the tradi-
tional leaky integrator model. The attraction of the model is
the suggestion that the modulation threshold data can be used
to estimate the temporal resolution of the auditory system.
The roll-off of the threshold function at high-modulation fre-
quencies is assumed to provide a direct measure of the trans-
fer function of a simple low-pass filtering process in the au-
ditory system. In this case, the cutoff frequency of the
modulation transfer function provides a single, numerical,
value of temporal resolution. The cutoff frequency can be
measured in two ways. The first method, following Jeffress
~1967!, is to construct an electrical or computational model
of the auditory system and the experimental procedure~e.g.,
Viemeister, 1979; Forrest and Green, 1987; Strickland and
Viemeister, 1996!. The time constant~or cutoff frequency!
of the low-pass filter is varied to fit the modulation transfer
function to the experimental threshold data. The second
method is to fit low-pass filter functions to the modulation
threshold data directly. We report calculations using both
methods.

A. A leaky-integrator model

Two variations on a single-channel temporal model of
SAM detection are commonly discussed in the literature
~Viemeister, 1979; Forrest and Green, 1987; Strickland and
Viemeister, 1996!. Both models consist of a predetection fil-
ter, a half-wave rectifier, and a low-pass filter, connected in
series, followed by a decision device. The low-pass filter acts
as a leaky integrator, and its output is an approximation to
the envelope of the stimulus. The two models differ in their
choice of decision statistic; Viemeister~1979! used the stan-
dard deviation of the envelope, whereas Forrest and Green
~1987! used the maximum-to-minimum ratio of the enve-
lope. Both models predict a threshold function which is simi-
lar to that observed, although Forrest and Green~1987!
showed that the standard-deviation model predicts a high-
frequency slope of26 dB per octave, whereas the
maximum-minimum model predicts a high-frequency slope
of 23–4 dB per octave.

We implemented computational versions of both mod-
els, using the published parameters of Viemeister and of For-
rest and Green. Detection thresholds for the models were
measured using an average of five up–down adaptive runs,
and are shown in Fig. 7 as symbols joined by solid lines~the
key is the same as in Figs. 3 and 5!. We found a small
advantage for the detection of SAM when compared to the
detection of D-SAM and U-SAM; the average SAM thresh-
old was better than the average of the D-SAM and U-SAM
thresholds, by 0.80 dB~standard-deviation model; Fig. 7, top
panel! and by 0.79 dB~maximum/minimum-ratio model;
Fig. 7, bottom panel!. With the standard-deviation model, we
also found a small, but statistically significant, advantage for
the detection of U-SAM when compared to the detection of
D-SAM: a difference in average threshold of 1.0 dB@F~1,56!
511.1,p,0.01#. With the maximum/minimum-ratio model,
a smaller difference in the same direction was observed~0.30
dB!, but it was not statistically significant@F~1,56!50.708,
p.0.05#. Thus both temporal models reproduced the detec-

tion advantage of SAM, without recourse to the envelope
spectrum of the modulator. The two temporal models differ
slightly in their predictions of the relative ease of detecting
U-SAM. The maximum/minimum-ratio model’s prediction
is closer to the experimental data.

Discrimination thresholds for the two models are shown
in Fig. 7 as symbols joined by dashed lines. The functions
show a band-pass rather than a low-pass shape. Furthermore,
neither of the models predicted that the D-SAM versus
U-SAM discrimination~circles! would be the easiest of the
three discriminations. Since Akeroyd and Patterson~1995!
showed that the two decision statistics also fail to predict
discrimination of damped and ramped noises, we conclude
that a new decision statistic or a new model is required in
order to account for discrimination data.

Figure 8 shows envelopes from the standard-deviation
model for a set of modulated noises, illustrating the discrimi-
nation problem. The modulation frequency is 50 Hz, and the
modulation depth is26 dB ~top row! and212 dB ~bottom
row!. Each envelope is based on an average of 50 indepen-
dent noises. One possible decision model is to assume that
the auditory system uses an envelope-shape recognizer to
decide which envelope is which. The experimental results
show that discrimination of U-SAM from SAM~middle col-
umn versus right column! is, in general, more difficult than
either discrimination of D-SAM from SAM~left column ver-
sus right column! or discrimination of D-SAM from U-SAM
~left column versus middle column!. Thus the envelope-

FIG. 7. Predicted threshold functions for detection and discrimination of the
three types of modulation, for two variations on a single-channel temporal
model, using the standard-deviation~top panel! or the maximum/minimum-
ratio ~bottom panel! as the decision statistic. The key is the same as in Figs.
3 and 5. Note that standard deviations arenot shown, in contrast to Fig. 3.
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shape recognizer would be required to decide that a U-SAM
shape is more similar to a SAM shape than a D-SAM shape
is. The model does not seem promising, however, because
the envelopes shown in Fig. 8 suggest that the D-SAM shape
is more similar to the SAM shape.

Psychometric functions were also calculated for the de-
tection conditions, based on 200 trials per value of 20 logm.
The predicted psychometric functions were similar to the
experimental psychometric functions, and thus the logarith-
mic form of Eq. ~1! was fitted to the predicted functions.
Using the standard-deviation model, the values ofp were
1.8, 1.7, and 1.7, for D-SAM, U-SAM, and SAM, respec-
tively. Using the maximum-minimum model, the values ofp
were 1.9, 1.2, and 1.4, respectively. The squares of the cor-
relation coefficient were between 0.91 and 0.98. Thus both
models give estimates of the power exponentp consistent
with the experimental data.

Both the standard-deviation model and the maximum/
minimum model are based on a single-channel model of tem-
poral processing. In order to account for the overall effi-
ciency of the listeners, the bandwidth of the single channel
has to be set to a value far larger than the width of any
individual auditory filter. This is because the amount of
modulation passed by a filter is dependent upon the band-
width of the filter; the wider the bandwidth is, the greater the
modulation depth that is passed. We assume here, following
previous authors~e.g., Viemeister, 1979!, that the auditory
system can integrate across the outputs of a set of auditory
filters, preserving the fine time relationships as it does so, in
order to approximate a single filter of 2- to 4-kHz
bandwidth.3

B. The shape of the threshold function

Two numerical functions were fitted to the detection
data ~Fig. 9!. One function~dashed line! assumes that the

threshold function is determined by the transfer function of a
first-order low-pass filter ~Schroeder, 1981; Scott and
Humes, 1990; Eddins, 1993!; that is,

20 logm521310 logS 1

11~2pt fmod!
2D1K ~4!

510 logS 11
fmod
2

f c
2 D 1K, ~5!

where fmod is the modulation frequency,t is the time con-
stant of the simple low-pass filter,f c is the 23-dB cutoff
frequency of the first-order low-pass filter, andK is an addi-
tive constant. The21 multiplier in Eq. ~4! is required to
convert the attenuation function of the filter to a threshold
function. The high-frequency slope is26 dB per octave. The
other function~solid line! assumes that the threshold func-

FIG. 8. The output of a single-channel, leaky-integrator model for D-SAM noise, U-SAM noise and SAM noise. The modulation frequency was 50 Hz, and
the modulation was either26 or 212 dB. Each panel shows the averaged output of 50 independent noises.

FIG. 9. The SAM detection thresholds from Fig. 3~asterisks!, together with
numerical functions fitted to the thresholds. The numerical functions are a
first-order low-pass equation~dashed line! and Formby and Muir’s~1988!
equation~solid line!. The standard deviations across listeners are indicated
by error bars.
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tion is determined by an equation introduced by Formby and
Muir ~1988!

20 logm521320 logS 1

c1 fmod
D1K, ~6!

wherec is proportional tof c

f c5c~&21!5
1

2pt
. ~7!

It can be expressed in a form similar to Eq.~5! as follows:

20 logm510 logS 1

~&21!2
1

2

~&21!

fmod
f c

1
fmod
2

f c
2 D

1K8. ~8!

Both functions@Eqs.~5! and~8!# include a constant term and
a fmod

2 /f c
2 term, but the Formby–Muir function also includes

a fmod/f c term. The high-frequency slope is again26 dB per
octave whenfmod

2 /f c
2 is much larger thanfmod/f c , but for

frequencies nearf c the slope is closer to23 dB per octave.
The free parameters in both functions are the23-dB fre-
quencyf c and the constantK, corresponding to the vertical
displacement of the transfer functions.

The best-fitting values of the parameters were calculated
for each combination of condition, listener and function
separately~the thresholds at a modulation of 2 Hz were ex-
cluded from the analysis!. The values off c for the first-order
low-pass function were, 120, 130, and 130, for D-SAM,
U-SAM, and SAM, respectively~rms of 1.6, 1.3, and 1.4 dB,
respectively!. The values correspond to time constants of 1.3,
1.2, and 1.2 ms, respectively. Using the Formby–Muir func-
tion, the values off c were 58, 59, and 63 Hz, respectively
~rms errors of 1.0, 0.70, and 0.92 dB, respectively!. The val-
ues correspond to time constants of 2.7, 2.8, and 2.5 ms,
respectively.4 The constantsK were always smaller for the
SAM conditions than for the D-SAM and U-SAM condi-
tions, by, on average, 0.85 dB~low-pass! and 1.3 dB
~Formby–Muir!, in line with the experimental results. In
each combination of listener and condition, the Formby–
Muir function gave better fits than the first-order low-pass
function, as the rms errors were lower for the Formby–Muir
function than for the first-order low-pass function. As may
be seen from Fig. 9, the Formby–Muir function~solid line!
provides a better fit to the threshold data nearf c ; it has a
softer ‘‘knee’’ than the first-order low-pass function~dashed
line!.5

Hall and Grose~1994! compared the Formby–Muir
function with the first-order low-pass function, and found
acceptable fits to their threshold functions with both low-
pass functions, although the least-square error from the
Formby–Muir function was slightly greater than that for the
first-order low-pass function. Scott and Humes~1990! used
low-pass functions with asymptotic slopes of26 dB per oc-
tave ~first order! and of212 dB per octave~second order!,
and found that the first-order function fitted better than the
second-order function.

IV. SUMMARY AND CONCLUSIONS

The detection of modulation was measured for symmet-
ric and asymmetric amplitude modulators, and compared to
the discrimination of modulation shape for the same stimuli.
The asymmetric modulators were time-reversed pairs made
of the downward-sloping part of a sinusoid~D-SAM! and the
upward-sloping part of a sinusoid~U-SAM!. The symmetric
modulator was the full cycle of a sinusoid~SAM!.

~1! Detection of amplitude modulation does not depend
upon the temporal direction of the modulation. Discrimina-
tion of amplitude modulation does depend upon the temporal
direction of the modulation, and is generally more difficult
than detection of amplitude modulation.

~2! Discrimination of D-SAM noise from U-SAM noise
is easier than discrimination of either noise from SAM noise.
Discrimination of D-SAM noise from SAM noise is easier
than discrimination of U-SAM noise from SAM noise. This
indicates that listeners do not use the envelope spectrum in
making their decisions.

~3! Detection of SAM is slightly easier than detection of
either D-SAM or U-SAM. A single-channel temporal model,
using either the standard deviation of the envelope, or its
maximum/minimum ratio, as the decision statistic can ex-
plain this difference.

~4! A low-pass filter function proposed by Formby and
Muir @1988, Eq.~1!# provides a better fit to our detection
thresholds than a first-order low-pass filter.

~5! The psychometric functions for detection of ampli-
tude modulation can be summarized by the relationship
d8}m1.7. The psychometric functions for discrimination of
amplitude modulation can be summarized by the relationship
d8}m2.6. The psychometric functions for discrimination are
steeper than those for detection.
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1Due to a programming error, the 8- and 40-Hz SAM stimuli were actually
10 and 50 Hz, respectively. These two stimuli were not included in either
the ANOVA or the measurement of average threshold differences.
2The analyses were conducted with the STATVIEW software package, and
the 95% confidence intervals are equal to62.76 times the standard error.
3The maximum/minimum-ratio model~Forrest and Green, 1987! used a
bandwidth of 4 kHz whereas the standard-deviation model~Viemeister,
1979! used a bandwidth of 2 kHz. This difference is due to two effects.
First, the maximum/minimum-ratio statistic is less efficient at detecting
modulation in the presence of random noise than the standard-deviation
statistic. Second, the experimental thresholds upon which the models are
based differ; the lowest thresholds measured by Forrest and Green~1987,
Fig. 11! were slightly lower than those measured by Viemeister~1979, Fig.
7!. We did carry out some informal tests of a multichannel filterbank. We
used three auditory filters centred at frequencies of 1.77, 2.00, and 2.25 kHz
~the center frequencies are 1 ERB apart!, but instead of using the remaining
stages of the leaky-integrator model we used the auditory-image model and
integrated its output over time interval~Akeroyd and Patterson, 1995!.
Unfortunately, the model was unable to predict the performance levels
observed experimentally. At this juncture, we do not know if this failure
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was due to the temporal integration processes in the auditory-image model
or to the narrow bandwidths of the auditory filters.
4Strictly, a ‘‘time constant’’ can only be measured for a low-pass filter with
an exponential impulse response, as it is defined as the time at which the
response has decayed to 1/e ~50.3679! of its original value. A first-order
low-pass filter has an exponential impulse response, and for this filter the
time constant is equal to the reciprocal of the product of 2p and the23-dB
cutoff frequency@cf. Eq. ~7!#. The impulse response of the Formby–Muir
low-pass filter is not exponential and so the definition of time constant does
not apply. It is, however,approximatelyexponential because of thefmod

2 /f c
2

term@Eq. ~8!# and as a result the reciprocal of the product of 2p and the23
dB cutoff frequency is a useful summary measure.
5It will be noted that the values for the cutoff frequency of the first-order
low-pass filter—an average of 130 Hz—are greater than the23-dB points
reported for the threshold functions—30–50 Hz~Sec. II B 1!. The differ-
ence is due to the different methods used to measure the cutoff frequencies.
The value of 130 Hz is based on fitting a low-pass function toall the data
points ~excepting those at a modulation frequency of 2 Hz, which give a
bandpass function!, even though as shown in Fig. 9, the low-pass function
~dashed line! is a poor fit to the data points. The value of 50 Hz is based on
finding the minimum threshold on the threshold function~Fig. 3!, and then
deriving graphically the frequency that gives a threshold higher by 3 dB.
The cutoff frequencies of the leaky integrators used in Viemeister’s~1979!
and Forrest and Green’s~1987! models were based on electrical or compu-
tational simulations. The values are different from values of the23-dB
points derived using a graphical method; Viemeister~1979! derived a
23-dB point of 50 Hz but used a cutoff frequency of 65 Hz in his model,
and Forrest and Green~1987! measured a23-dB point of about 20 Hz but
used a cutoff frequency of 53 Hz in their model. It is of interest that the
cutoff frequencies of the Formby–Muir function, approximately 60 Hz, are
near the cutoff frequencies of the leaky integrator used in those models.
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The goal of this study was to investigate the relationship between variation in electrode site of
stimulation and the perceptual dimensions along which such stimuli vary. This information may
allow more effective use of electrode place when encoding speech information. To achieve this goal,
two procedures which measure pitch in subjects implanted with the Nucleus/Cochlear Corporation
multichannel device were performed. Estimates of electrode discriminability that can be obtained
from these procedures were compared to a more direct measure of electrode discriminability that
was obtained in a previous study@Collinset al., Assoc. Res. Otolaryng. Abstracts, No. 642~1994!#.
In the first task, subjects performed a pitch ranking procedure similar to that used in previous studies
@Townshendet al., J. Acoust. Soc. Am.82, 106–115~1987!; Nelsonet al., J. Acoust. Soc. Am.98,
1987–1999~1995!#. Estimates of the pitch percept elicited by stimulation of each electrode as well
as the discriminability of the electrodes were generated from the data using two different statistical
analyses. In the second task, subjects performed a pitch scaling procedure similar to one used in a
previous study@Busby et al., J. Acoust. Soc. Am.95, 2658–2669~1994!#. Again, two different
statistical analyses were performed to generate estimates of the pitch percept corresponding to
stimulation of each electrode and to generate estimates of electrode discriminability. In general, the
estimates of the relationships between the pitch percepts obtained from the two procedures were not
identical. In addition, the estimates of electrode discriminability were not equivalent to the electrode
discrimination measures obtained from the same subjects during the previous study. Signal detection
theory has been used to model the decision processes required by each of the procedures described
above @e.g., Jesteadt and Bilger, J. Acoust. Soc. Am.55, 1266–1276~1974!#. However, these
models do not predict the differences that were observed between the data sets obtained during this
study. An alternate model is proposed which may explain the data obtained from these subjects. This
model is based on the assumption that the percept that is elicited by electrical stimulation of an
electrode is multidimensional, as opposed to unidimensional in nature. Therefore, the perceived
signal is more appropriately modeled using a multidimensional random vector, where each element
of the vector represents the perceived value of one of the dimensions of the signal. ©1997
Acoustical Society of America.@S0001-4966~97!05912-2#

PACS numbers: 43.66.Ts, 43.66.Fe, 43.66.Ba@JWH#

INTRODUCTION

The ability to discriminate between different speech to-
kens varies substantially across subjects implanted with a
cochlear prosthesis, and the sources of this variability are not
well understood. Two of the most common assumptions for
speech coding under electrical stimulation are that each
stimulation site provides an independent channel through
which information can be transmitted, and that the pitch as-

sociated with the percept elicited by stimulation at each site
follows the tonotopic organization of a normal cochlea. It is
possible that differences in the validity of these two assump-
tions across subjects is one of the sources of the variability in
speech recognition.

In a previous study~Collins et al., 1994!, we hypoth-
esized that electrode sites were not equally discriminable for
subjects implanted with the Nucleus/Cochlear Corporation
device, and that poor electrode discriminability results in a
degradation in the information that can be transmitted to the
subjects by the speech processing system of the prosthetica!Electronic mail: lcollins@ee.duke.edu
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device. The results of the study indicated that there was sub-
stantial variability in the discriminability of electrodes across
subjects, and that data from the electrode discrimination
tasks could be used to improve speech recognition in some
subjects. The goal of the current study was to determine
whether data from the more traditional procedures that are
based on pitch discrimination could be used to obtain the
same estimates of electrode discriminability, and whether
speech recognition could also be enhanced if subjects’
speech processors were reconfigured based on these pitch
measures.

Previous studies that have investigated the relationship
between variation in site of stimulation and the percepts elic-
ited by such variation have focused on the perceptual at-
tribute of pitch. Such studies have used pitch scaling, label-
ing, or ranking techniques to study the relationship between
pitch and variation in site of stimulation~Busbyet al., 1994;
Townshendet al., 1987; Tong et al., 1982, 1980; Clark
et al., 1988; Eddingtonet al., 1978; Tong and Clark, 1985;
Shannon, 1983; Crosbyet al., 1984; Pauka, 1989; Nelson
et al., 1995; Dormanet al., 1990!. These studies have re-
ported that the pitch percepts associated with electrical
stimulation vary in an orderly fashion along the electrode
array for most subjects, and that the perceived order matches
the presumed tonotopic organization of an unimpaired co-
chlea. As opposed to the results obtained in the Collinset al.
study, measures of discrimination obtained from the pitch-
based data have tended to support the assumption that each
electrode is discriminable from every other electrode, and
therefore that an electrode site is equivalent to an indepen-
dent channel.

Two studies have examined the relationship between the
pitch percept and the site of stimulation in subjects implanted
with the Nucleus/Cochlear Corporation device in detail. Nel-
sonet al. ~1995! studied the distinctiveness of the pitch per-
cept associated with stimulation of different electrodes in 14
subjects using a pitch ranking procedure. Large differences
in performance between subjects were observed, but an or-
derly relationship between pitch and electrode position was
reported for the majority of subjects. The authors also re-
ported a correlation between consonant identification and
performance on the pitch ranking task. However, the slope of
the regression line relating these two measures was close to
zero, indicating that one measure cannot be predicted from
the other. Busbyet al. ~1994! also evaluated the relationship
between the pitch percept and site of stimulation in subjects
implanted with the Nucleus/Cochlear Corporation device. In
this study, a scaling procedure was performed by the sub-
jects. The authors reported that the pitch percepts followed a
general tonotopic structure for most subjects. Instances in
which there were local reversals of the pitch order of the
electrodes were observed for several subjects. Neither study
specifically analyzed the discriminability indices for indi-
vidual electrodes.

There have been no studies that have rigorously investi-
gated whether reconfiguring subjects’ speech processor to
correct for deviations from a tonotopic pitch structure can
improve speech recognition. Several authors have suggested
that electrodes should be ordered based on a corrected pitch

structure~Crosby et al., 1984; Pauka, 1989!, however, no
results have been presented comparing speech recognition
data using both the natural order~electrodes ordered sequen-
tially from base to apex! and an electrode ordering based on
measured pitch. Although only anecdotal speech results were
provided, Pauka~1989! reported that subjects preferred a
pitch-ordered MAP1 to their clinical MAP, which was based
on a natural electrode order, and that the preference was
noted immediately upon reprogramming.

In the present study, two of the techniques that have
previously been used to measure the pitch percept that is
associated with site of stimulation were duplicated in the
same set of subjects for which electrode discrimination had
previously been measured. The first procedure used a paired
comparison task to measure pitch rank, while the second
procedure used scaling to obtain a numerical estimate of
pitch. The discriminability estimates that were obtained from
the estimates of electrode pitch were compared to the dis-
criminability measures that were obtained using a more di-
rect technique~Collinset al., 1994!. In addition, two alterna-
tive methods of analyzing the pitch ranking and scaling data
were explored. These methods were derived from the under-
lying statistical nature of each of the tasks.

The clinical impact of the data obtained in this experi-
ment was also investigated, since it is likely that improve-
ments in speech recognition performance can be achieved
when the processor is better matched to the percepts elicited
by electrical stimulation for each individual listener~Tyler,
1991; Collins et al., 1994!. The relationship between the
pitch estimates and position along the electrode array pro-
vided an indication of any deviations from the expected
tonotopic pitch structure presupposed by the natural ordering
of the electrodes. Based on the measured pitch structure, the
electrodes were reordered in an experimental MAP. The re-
ordering attempted to create an orderly progression of pitch
coincident with frequency band assignments, thus tailoring
the speech processor to each individual subject. Subjects’
speech recognition performance using this modified MAP
was measured and compared to their scores obtained using
their standard, or clinical, MAP.

I. METHODS

A. Subjects

Eleven postlingually deafened adults2 served as subjects
for this study. All subjects were implanted with the Nucleus/
Cochlear Corporation multichannel device. Demographic in-
formation regarding the subjects is listed in Table I. All sub-
jects had used their device a minimum of 6 months.

Only electrodes used in the subjects’ clinically pro-
grammed MAPs were stimulated in the experimental tasks;
the number of active electrodes ranged from 10 to 20.3 The
mode of stimulation used to test each subject was the same
as that used in their clinically programmed MAP. Stimuli
were presented in a bipolar plus one~BP11! mode of stimu-
lation for nine of the eleven subjects and in a bipolar plus 2
~BP12! mode for two subjects. Subjects participated in eight
to ten test sessions lasting 2 to 4 h each.
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B. Stimuli

1. Pitch ranking and pitch scaling tasks

The stimuli for each of the tasks were 200-ms pulse
trains consisting of biphasic rectangular pulses presented at a
rate of 250 pps. Pulse duration for all stimuli was held con-
stant at 204ms per phase. In the ranking task, the interstimu-
lus interval was 500 ms. A loudness balancing procedure
~Collins et al., 1994; Jesteadt, 1980! had been performed
previously to obtain stimulus amplitudes for the electrode
discrimination task. These amplitude values~measured in co-
chlear device amplitude steps! were also used in this study to
maintain consistency between the stimuli presented to the
subjects across experiments. Prior to performing the ranking
and scaling tasks, each electrode was stimulated at these am-
plitude values to verify that subjects’ hearing had not
changed to a point where the stimuli had become either in-
audible or too loud. In all cases, subjects reported the stimuli
to be comfortably loud, and none of the subjects reported
differences in the perceived loudness across the stimuli.

Stimuli were presented to subjects through a Cochlear
Corporation Mini Speech Processor connected to a Cochlear
Corporation Dual Processor Interface. A Compaq 386 com-
puter controlled the psychophysical procedure and the inter-
face system. A color monitor was used to display stimulus
cueing to the subjects.

2. Speech recognition task

Five different speech recognition tests were adminis-
tered using taped stimuli: a 9-choice closed-set medial vowel
recognition task~heed, had, heard, hud, who’d, hawed, hid,
head, and hood! in which five tokens were presented per
item, a 14-choice closed-set medial consonant recognition
task~apa, aba, ama, ana, ata, ada, ava, afa, aga, aka, asa, aza,
asha, and aja! in which five tokens were presented per item,
the NU6 Monosyllabic Words Test~Tillman and Carhart,
1966! scored for both words and phonemes correct, and the
CID Everyday Sentences test~Davis and Silverman, 1978!.
Male talkers were used in all cases.

C. Experiments

1. Pitch ranking task

This task was performed using a paired comparison pro-
cedure, where on each trial subjects judged the higher of the
two pitches associated with stimulation of two different elec-
trodes. A block of trials consisted of five presentations of
each possible pair of stimuli, and the order of presentation
across all possible pairs of electrodes was randomized. The
order of presentation within a pair was also randomized, and
no explicit balancing of order was imposed across the five
presentations of each pair of stimuli in a block of trials. At
least three blocks were collected for each subject following a
single training block.

2. Pitch scaling task

In the pitch scaling task, subjects assigned a numerical
value in the range of 1–100 to a stimulus delivered to one of
the possible electrode sites. Presentation order was random-
ized within a block of trials. Subjects were instructed to
score the pitch of the stimulus, with small and large numbers
indicating low and high pitches, respectively. A training
block where all possible electrodes were stimulated twice
was completed prior to data collection. Final scores were
determined by calculating the trimmed mean of the final
eight of ten values recorded for stimulation of each electrode.
~The trimmed mean was calculated by discarding the highest
and lowest of the final eight scores assigned to each elec-
trode, and then calculating the mean of the remaining six
scores.!

3. Speech recognition task

The speech recognition tests were administered to sub-
jects while they utilized an experimental MAP in which fre-
quency bands were assigned to specific electrodes based on
the pitch ordering results obtained from the nonparametric
analysis of the pitch ranking data~described in the next sec-
tion!. These scores were compared to the scores measured
when subjects utilized their clinical MAP, in which elec-

TABLE I. Biographical information for the implanted subjects. Dynamic range was measured in Cochlear
device amplitude steps.

Subject Sex Age~years!

Age at
onset of
profound
deafness
~years!

Age at
implantation

~years!

Average
dynamic
range

across all
active

electrodes
Mode of
stimulation

S1 M 49 33 45 60.1 BP11
S2 F 75 40 71 15.6 BP11
S3 F 70 51 66 29.3 BP11
S4 M 33 7 31 43.6 BP11
S5 M 67 16 62 43.7 BP11
S6 M 66 25 62 40.1 BP11
S7 F 51 42 47 38.8 BP11
S8 F 40 8 39 34.7 BP11
S9 M 60 20 57 105.9 BP12
S10 M 61 12 57 71.5 BP12
S11 F 73 70 72 41.7 BP11
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trodes were assigned to frequency bands in natural order.
Subjects had no previous experience using the experimental
MAPs prior to speech recognition testing.

The experimental MAP was created by reordering se-
lected electrodes contained in the clinical MAP. The MAP
creation software, provided by Nucleus/Cochlear Corpora-
tion ~Cochlear Corporation, 1993!, reassigned the frequency
bands used for speech coding to the reordered electrodes
based on the standard linear:logarithmic spacing. This type
of frequency spacing split the total number of electrodes
available for use into a ratio of approximately 1:2~linear-
:logarithmic!, so that about one third of the electrodes were
assigned to theF1 frequency range while the remaining two
thirds of the array were assigned to theF2 frequency range.
The electrodes assigned to theF1 range were located in the
apical section of the array and covered the input frequency
range of 280–1000 Hz. The frequency bands assigned to
these electrodes were linearly spaced. The remaining elec-
trodes in the mid and basal section of the electrode array
were assigned to theF2 input frequency range of 1000–
4000 Hz and were divided into logarithmically equal fre-
quency bands. Additional MAP parameters were identical
for the two MAPs. All MAPs employed the MPEAK encod-
ing strategy.

Subjects were tested in a sound-treated booth using their
own speech processors set to a comfortable listening level.
Taped stimuli were presented to the subjects at 70 dB SPL,
and subjects were instructed to listen to the stimuli and to
write down the word, sentence, or token following its pre-
sentation. Stimuli were presented a single time only and
feedback was not provided. The vowel and consonant recog-
nition tests consisted of five presentations of each stimulus in
random order. The NU6 words test contained a randomized
list of 50 words, and the CID sentences test consisted of 20
sentences containing a total of 100 key words. All scores are
reported as percent correct.

II. RESULTS

The data from the pitch ranking task and the pitch scal-
ing task were analyzed to obtain estimates of both electrode
pitch and electrode discriminability. First, measures of the
pitch of each electrode or the relative pitches between elec-
trodes were determined for each task. Using these measures
of pitch or relative pitch, the electrodes were reordered in an
experimental MAP so that an orderly progression of pitch
was achieved, and speech recognition was measured. Theo-
retically, the electrode ordering based on the experimental
data should have provided a more accurate tonotopic struc-
ture to the speech coding algorithms. Next, measures which
provided estimates of electrode discriminability were calcu-
lated for each subject, and the subset of discriminable elec-
trodes was determined for each task and analysis method.
The methods for obtaining the pitch and relative pitch esti-
mates, electrode order, the various measures of electrode dis-
criminability, and additional analyses are discussed in the
following subsections.

A. Pitch ranking task

Stimulus response matrices were calculated based on
subjects’ responses to all of the combinations of stimuli pre-
sented during each block of trials. For each matrix, the (i , j )
entry corresponds to the number of times electrodei was
reported by the subject to be higher in pitch than electrodej
in N trials. In a Nucleus/Cochlear Corporation device that is
programmed for a bipolar plus one mode of stimulation, the
electrodes that are available for stimulation are numbered
1–20 in a basal to apical direction. The tonotopic arrange-
ment of the intact cochlea suggests that electrodes would be
ordered in pitch from highest pitch at electrode 1 to lowest
pitch at electrode 20. If the pitch percepts associated with the
electrode array exactly followed the tonotopic organization
of an intact cochlea, and if the subjects behaved as ideal
observers, the resulting stimulus response matrix would be
upper triangular, with all entries above the main diagonal
having valueN.

The individual stimulus response matrices from each
block of trials were combined for each subject to form a
cumulative stimulus response matrix. An example of a cu-
mulative stimulus response matrix for subject S10 is shown
in Table II. Only the data above the main diagonal of the
matrix is reported, since the (j ,i ) entry can be determined
from the (i , j ) entry as (j ,i )5Ntotal2( i , j ). None of the sub-
jects in this study appeared to have pitch percepts that fol-
lowed a tonotopic organization~all entries above the main
diagonal of magnitudeNtotal!.

Two methods were used to obtain measures of the rela-
tive pitches between electrodes and to generate measures of
electrode discriminability from the cumulative stimulus re-
sponse matrices. The first method, referred to asd8 analysis,
is the same as that used by Townshendet al. ~1987! and
Nelsonet al. ~1995!. This method is based on the derivations
presented by Green and Swets~1974!, Durlach and Braida
~1969! and Torgerson~1958!. The second method, referred
to as row sum analysis, is based on a statistical theory devel-
oped specifically for analyzing the results of paired compari-
son experiments~David, 1988!. One benefit of the row sum
method is that, unlike thed8 method, it does not require the
assumptions that the underlying decision process is based on
a unidimensional percept, or that the distributions of the per-
ceptual responses evoked by each stimulus have equal vari-
ance. An additional benefit of the row sum method is that the

TABLE II. Cumulative stimulus response matrix for subject S10. Entries
are the number of times the row electrode is judged higher in pitch than the
column electrode. The total number of trials for each comparison was 40 for
this subject.

Electrode 11 12 13 14 15 16 17 18 19

10 24 37 34 38 38 37 38 39 39
11 ••• 27 34 33 37 37 39 40 38
12 ••• ••• 28 27 38 38 37 35 38
13 ••• ••• ••• 23 29 37 36 39 30
14 ••• ••• ••• ••• 28 30 32 30 33
15 ••• ••• ••• ••• ••• 24 23 24 28
16 ••• ••• ••• ••• ••• ••• 16 22 27
17 ••• ••• ••• ••• ••• ••• ••• 24 25
18 ••• ••• ••• ••• ••• ••• ••• ••• 20
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results may be used to estimate whether the evoked percept
is unidimensional, since a multidimensional percept may re-
sult in a complex or invalid pitch ordering~David, 1988!.

1. d 8 analysis

In this method, the sensitivity index, ord8, was calcu-
lated from the ‘‘percent correct’’ scores obtained from the
cumulative stimulus response matrices. As described by Nel-
son et al. ~1995!, the value ofd8 was set to 3.3 when the
percent correct score was 100%~d8 for a perfect score is
indeterminate, this value corresponds to 99 to 100 correct
responses!. In addition, when the percent correct score was
50%, the value ofd8 was set to 0.0. For an ideal observer
whose pitch percepts follow a tonotopic organization, the
percent correct score between two electrodes would always
be 100%; therefore thed8 scores would always be equal to
3.3.

Once each of the entries in the cumulative stimulus re-
sponse matrices was converted to an entry in ad8 matrix, a
summary statistic that is a cumulative measure of the dis-
criminability of the pitch percept between adjacent elec-
trodes across the electrode array was calculated~Nelson
et al., 1995!. The summation was initialized to zero at the
apical end of the array~highest numbered electrodes! so that
high values of the statistic were indicative of a percept with
a higher pitch. The cumulatived8 curves for a subject with a
pitch percept that is tonotopic would linearly decrease with
increasing electrode number at a rate of23.3 cumulative
d8/electrode. The cumulatived8 results obtained for each of
the subjects using this analysis procedure are shown by the
curves marked with open-triangle symbols in Fig. 1. Elec-
trode number is plotted along the abscissa, and the cumula-
tive d8 score is plotted along the ordinate. The cumulatived8
scale is labeled on the left axis by the second of the two
numbers at each tick mark.

The pattern of results illustrated by the cumulatived8
scores is similar to the results previously presented by Nel-
son et al. ~1995!, although more variability in the level of
performance was observed in the subjects who participated
in this study. None of the subjects’ performance was indica-
tive of a tonotopic pitch structure. In fact, not all of the
cumulatived8 curves were monotonically decreasing. An in-
crease in the value of the cumulatived8 curve between an
electrode and its adjacent electrode in the apical direction
occurred when there was a pitch reversal, which is repre-
sented in the data as a negatived8 value~‘‘percent correct’’
less than 50%!. A cumulatived8 curve that is not monotoni-
cally decreasing indicates that the natural electrode ordering
did not provide an orderly progression of pitch as site of
stimulation was varied along the electrode array.

Since thed8 matrices provide a measure of discrim-
inability between each electrode and the other electrodes in
the array, thed8 values calculated from the stimulus response
matrices can also be used to select a subset of discriminable
electrodes from the set of electrodes utilized by each subject.
To maintain compatibility with the data obtained in the elec-
trode discrimination experiment, ad8 value of 1.0 was used
to indicate discriminability. Thed8 matrix for subject S10 is
shown in Table III. Using this data, the subset of discrim-

inable electrodes can be obtained as follows. The first row of
thed8 matrix indicates that although electrode 11 was indis-
criminable from electrode 10, electrode 12 was discriminable
from electrode 10. The third row indicates that electrodes 13
and 14 were indiscriminable from electrode 12, but that elec-
trode 15 was discriminable from electrode 12. Continuing in
this fashion, the set of discriminable electrodes in this sub-
ject’s array was determined to be$10, 12, 15%. Alternatively,
electrode 10 can be eliminated since it is indiscriminable
from electrode 11, and the same analysis can be performed
beginning with electrode 11. This analysis results in the set
of discriminable electrodes$11, 13, 15%. In a similar fashion,
the optimal subset of discriminable electrodes, defined as
that set consisting of the largest number of electrodes and
having the largest cumulatived8, was determined for each
subject.

The results of this analysis for each subject’sd8 matrix
are listed in Table IV, along with the results from the elec-
trode discrimination experiment and the other analyses that
will be described later in this section. Note that in Table IV,
the results are listed as the subset of indiscriminable elec-
trodes, or electrodes that would potentially be removed from
a subject’s MAP. In all but one case~subject S7!, the number
of indiscriminable electrodes that was estimated using this
method exceeds the number of indiscriminable electrodes
measured during the electrode discrimination experiment.
However, the subset of indiscriminable electrodes that were
established in the electrode discrimination experiment was
usually-included in the subset of indiscriminable electrodes
established by this analysis procedure.

The cumulatived8 analysis provides insight into the
structure of the relationships between the pitch percepts as-
sociated with stimulation of adjacent electrodes across the
electrode array. However, it does not provide a methodology
to generate an electrode ordering that results in an orderly
progression of the pitch percept. A method was developed
that used thed8 data to generate an optimal, or tonotopic,
electrode ordering. The order was selected to maximize the
number of positive entries above the main diagonal of thed8
matrix, and to minimize the magnitudes of the negative en-
tries. This method generated cumulatived8 curves that were
as close to monotonic as possible. This approach is similar to
the method proposed by Townshendet al. ~1987!. The elec-
trode orders for each subject that were generated from this
analysis are listed in Table V. Only one subject~S3! had a
pitch-based ordering of electrodes that matched the natural
ordering of electrodes. Two subjects had one set of adjacent
electrodes in reverse order in the tonotopic ordering~S2,
S10!, and the other subjects had increasing numbers of elec-
trodes whose ordering was inconsistent with the natural or-
dering.

2. Row sum analysis

This method of analyzing data obtained in a paired com-
parison experiment is based on a model of the probabilities
associated with the decision process. This method is de-
scribed in detail by David~1988!. This method also uses the
stimulus response matrices. A scoreai was determined for
the i th electrode as the sum of the scores in thei th row of the
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cumulative stimulus response matrix. This score corresponds
to the number of times thei th electrode was perceived to be
higher in pitch than other electrodes in the array. The scores
that would be achieved by an ideal observer with a tonotopic
pitch structure that matches the natural electrode ordering are
given byai5(t2 i )N, i51,...,t, wheret is the total number
of active electrodes for the subject.

The data obtained in the pitch ranking task were ana-
lyzed using this procedure for each subject. The cumulative
row scores were normalized by converting them to a ‘‘per-
cent wins’’ statistic based on the total number of trials for

each comparison.~This is equivalent to comparing the row
sum scores to the scores expected under a tonotopic distri-
bution of pitch.! The results of this analysis may be used to
generate a pitch order directly by ordering the electrodes in
decreasing order of percent wins. The results of the row sum
formulation of the data are shown by the curves marked with
open-circle symbols in Fig. 1. The stimulated electrode is
plotted along the ordinate and percent wins is plotted along
the abscissa. The percent wins scale is labeled on the left axis
by the first of the two numbers at each tick mark. Again,
significant variability in the estimated pitch structure was

FIG. 1. Cumulatived8 data for the pitch ranking task~open triangles!, percent wins data for the pitch ranking task~open circles!, and trimmed mean data for
the pitch scaling task~open squares! for the 11 subjects who participated in this study. Cumulatived’ ~regular scale!, percent wins~bold scale!, and pitch scale
~bold scale! is plotted on the ordinate, electrode number along the abscissa.
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observed across subjects, and no subjects performed equiva-
lently to an ideal observer with a tonotopic pitch structure.

A measure of the consistency of the ranking data, which
is related to the number of transitivity violations within the
ranking data for each of the subjects, can be calculated based
on the row sum scores. This consistency measure is listed in
Table VI. The measure has a value of 1 when the data ob-
tained in the pitch ranking task is completely self-consistent
and approaches a value of 0.0 as the number of inconsisten-
cies increases. Although the consistency measure may be
interpreted as a measure of the percentage of time a subject
selected a stimulus at random during the task, it may also

indicate that the underlying structure of the percept is not
unidimensional~David, 1988; Torgerson, 1958!. The range
of consistency measured across the subjects in this study was
0.1 to 0.87. These values may indicate that several of the
subjects are at least partially guessing when judging the
stimuli based on their pitch~as might occur if the stimuli are
indiscriminable!, or the values may indicate a multidimen-
sional percept associated with the stimuli.

The results of the row sum formulation scored as percent
wins can be compared with the cumulatived8 formulation,
also shown in Fig. 1, since both the percent wins and the
cumulatived8 curves are a measure of the relationship be-

FIG. 1. ~Continued.!
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tween pitch and spatial position. For all of the subjects, the
relationship between pitch and spatial position is similar un-
der both formulations, especially for the subjects with a more
monotonic pitch structure. The observation that the two
methods of analyzing the data result in similar estimates of
the pitch structure with respect to electrode position is not
surprising, since both utilize the same data to calculate the
underlying pitch structure. The row sum formulation uses all
of the data in the stimulus response matrices, while the cu-
mulatived8 formulation only uses data corresponding to ad-
jacent electrodes. It can be shown that under a hypothesis of
an approximately monotonic pitch structure, the two meth-
ods do in fact generate similar results. Table VI lists the
percentage of the time that the relative pitches were the same
between the row sum analysis and thed8 analysis. The data
from subjects S5 and S8 were the least consistent across the
two analysis methods.

To generate a measure of electrode discriminability from
the row sum formulation of the data, a two-step procedure
was utilized. First, a statistical test was performed to deter-
mine whether any significant differences existed between the
set of row sum scores for each subject~a significant differ-
ence existed for all subjects tested!. Then, an approach
known as the least significant difference method was em-
ployed to determine the minimum difference between two
scores that is required for the difference to be statistically
significant~David, 1988!.

An example of the results of this analysis is shown in
Table VII for subject S10. The first row and column list the
electrode number along with the cumulative row sums asso-
ciated with each of the electrodes evaluated in the procedure.
The least significant difference method applied to this data
set indicated that a minimum difference of 15 between row
sum scores was required to achieve ad8 of 1.0. Those pairs
of electrodes that exceeded this minimum difference are de-
noted by a ‘‘Y’’ in the table, and those that did not exceed
the difference are denoted by a ‘‘N.’’ In a manner similar to
that used to generate a set of discriminable electrodes from
the d8 matrices ~described above!, a set of discriminable
electrodes can be derived from the row sum data using this
analysis. For example, the set of discriminable electrodes for
subject S10 determined from the data in Table VII is
$10,11,12,13,14,15,16,18%.

The subset of indiscriminable electrodes that was deter-
mined for each subject using this analysis is also provided in
Table IV. In all but one case~subject S7!, the number of

indiscriminable electrodes that was estimated using this
method exceeds the number of indiscriminable electrodes
measured during the electrode discrimination experiment.
However, the subset of indiscriminable electrodes that was
established in the electrode discrimination experiment was
usually included in the subset of indiscriminable electrodes
established by this analysis procedure. In all 11 cases, the
subset of indiscriminable electrodes estimated by the least
significant difference analysis was smaller than the subset
generated by thed’ analysis method.

It is important to confirm that the least significant differ-
ence method of analysis is powerful enough to detect dis-
criminable electrodes for an ideal observer based on the
amount of data obtained under the experimental conditions
of the ranking experiment. Based on the statistical analysis
provided in David~1988!, it can be shown that under the
conditions of this experiment, the method would estimate a
d8 of 1.22 between adjacent, discriminable electrodes for an
ideal observer with a tonotopic pitch structure. Thus it is
possible to determine that adjacent electrodes are discrim-
inable for the ideal observer under the conditions in this
experiment.

The row sum method of analyzing the ranking data gen-
erated estimates of pitch order more directly than thed8
analysis. Although both methods can detect discriminable
electrodes for an ideal observer, the row sum method appears
to be more accurate than thed8 analysis method. However,
neither of the methods resulted in estimates of electrode dis-
criminability that were completely consistent with the results
from the electrode discrimination experiment, and the con-
sistency measures indicate that the data for many of the sub-
jects in the pitch ranking task was not self-consistent.

B. Pitch scaling task

Results for the pitch scaling task are reported as the
trimmed mean of the final eight values assigned by each
subject to each electrode. The trimmed mean data are marked
with open-square symbols in Fig. 1. The stimulated electrode
is plotted along the ordinate and trimmed mean of the pitch
estimates is plotted along the abscissa. The pitch scale is
labeled on the left axis by the first of the two numbers at
each tick mark. As was the case with the ranking data, a
monotonic decrease in pitch estimates from the basal to the
apical end of the array~low to high numbered electrodes! is
indicative of a tonotopic pitch structure. The data from the

TABLE III. The d’ matrix for subject S10 calculated from the pitch ranking data. Entries are thed’ indices
calculated from the data in Table II.

Electrode 11 12 13 14 15 16 17 18 19

10 0.36 2.04 1.47 2.33 2.33 2.04 2.33 2.77 2.77
11 ••• 0.64 1.47 1.32 2.04 2.04 2.77 3.3 2.33
12 ••• ••• 0.74 0.64 2.33 2.33 2.04 1.63 2.33
13 ••• ••• ••• 0.27 0.85 2.04 1.81 2.77 0.95
14 ••• ••• ••• ••• 0.74 0.95 1.19 0.95 1.32
15 ••• ••• ••• ••• ••• 0.36 0.27 0.36 0.74
16 ••• ••• ••• ••• ••• ••• 20.36 0.18 0.64
17 ••• ••• ••• ••• ••• ••• ••• 0.36 0.45
18 ••• ••• ••• ••• ••• ••• ••• ••• 0.0
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scaling task can be used to generate a pitch order directly,
simply by ranking the electrodes in decreasing order of the
trimmed mean. Although some of the gross characteristics of
the resulting pitch structures are the same as those generated
either by the cumulatived8 or row sum analyses of the data
from the ranking task described above, the correspondence
between methods is not exact, especially for the subjects
whose pitch structure appears to be less tonotopic. In some
cases~S1, S2, S4, S5, S10, S11! the pitch structure predicted
by the two tasks is fairly similar. However, in other cases

~S3, S6, S7, S8, S9! the discrepancy is quite striking. Table
VI lists the percentage of the time that the relative pitches
were the same between the pitch ranking data~row sum
analysis! and the pitch scaling data. The data from subjects
S7 and S8 were the least consistent across the two tasks.

The standard deviations of the scaling data for the sub-
jects tended to be within approximately 10% of the pitch
scale. This is consistent with the data reported by Shannon
~1983! and Busbyet al. ~1994!. One difference noted be-
tween the subjects in the two previous studies and this study

TABLE IV. List of indiscriminable electrodes determined for each subject and each analysis method. ED
indicates electrode discrimination data presented in Collinset al. ~1994!. PR indicates analysis based on pitch
ranking data, PS indicates analysis based on pitch scaling data.

Subject Test Indiscriminable electrodes

ED 16
S1 PR:d8 5,6,8,10,11,12,13,16,18,20

PR: least significant difference 5,7,10,11,12,13,17
PS: Student’st test 8,10,14

ED 9
S2 PR:d8 6,8,10,12,13,14,16,17,18

PR: least significant difference 9,13,16,18
PR: Student’st test 7,8,9,10,11,12,13,14,15,16,17,18,19

ED 6
S3 PR:d8 6,7,8,12,16,18

PR: least significant difference 6,8,12,15
PS: Student’st test 8,10,12,13,18,20

ED 2,3,5,8,9,11,14
S4 PR:d8 4,5,7,9,11,12,13,14,15,16,18

PR: least significant difference 3,4,8,9,10,12,13,15,17
PS: Student’st test 3,4,5,8,18

ED 7,12,16
S5 PR:d8 2,3,5,6,7,10,11,12,13,14,15,16,18,19

PR: least significant difference 2,5,7,11,19
PS: Student’st test 2,5,6,8,11,12,13,14,15,17,18,19

ED 10,14,15,16
S6 PR:d8 10,12,13,15,16,17,18,19

PR: least significant difference 12,17,18,19
PS: Student’st test 10,14,16,17,18

ED 12,13,14,15,16,18,19
S7 PR:d8 12,14,15,19,20

PR: least significant difference 14,15
PS: Student’st test 12,20

ED 4,5,6,7,8,9,10,13,14
S8 PR:d8 3,4,5,6,8,9,10,11,12,13,14,15,16,17,18

PR: least significant difference 4,6,9,15
PS: Student’st test 3,5,6,14,15

ED 3,5,9,11
S9 PR:d8 3,5,6,8,10,11,12,13,14,16,17,18

PR: least significant difference 4,5,11,13,16,17,18
PS: Student’st test 3,5,8,10,11,12,13,15,18,19

ED None
S10 PR:d8 11,13,14,16,17,18,19

PR: least significant difference 17,19
PS: Student’st test 13,15,18,19

ED None
S11 PR:d8 6,7,8,9,10,12,14,16,17,18,19

PR: least significant difference 7,8,12,17
PS: Student’st test 10,12,14,15,17,18
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is that there is a much wider variability in the estimated pitch
structure. The data from seven of the subjects in this study
were similar to that presented in the two previous studies
~S1, S2, S3, S4, S5, S6, S10!, while the data from the re-
maining four subjects~S7, S8, S9, S11! were much less or-
derly than that previously described. The majority of the nine
subjects tested by Busbyet al. ~1994! exhibited monotonic
decreases in pitch with increasing electrode number. How-
ever, eight of the nine subjects tested in that study were
excellent performers on speech recognition tasks, and it is
possible that this may be related to the consistency and
monotonicity of their pitch scaling data.

Two methods to obtain measures of electrode discrim-
inability from the trimmed mean data were evaluated. The
first method,d8 analysis, is the same as that used by Busby
et al. ~1994! to analyze pitch scaling data. The second
method, Student’st test analysis, is based on a statistical
theory developed specifically for analyzing the differences
between the means of two distributions with equal variances,
when the variance of the distribution must be estimated from
the experimental data. One benefit of the Student’st test
method is that, unlike thed8 method, it is robust to the va-
lidity of the assumptions that the distributions of the percep-

TABLE V. Electrode orders based on measured pitch for each subject and each analysis method. PR indicates
analysis based on pitch ranking data; PS indicates analysis based on pitch scaling data.

Subject Test Electrode ordering

PR: d8 1,6,7,8,4,5,9,10,11,12,13,14,15,17,16,18,19,20
S1 PR: least significant

difference
1,8,7,6,4,5,9,11,10,12,13,14,15,16,17,18,19,20

PS 1,6,7,8,5,4,9,10,12,13,11,16,14,15,17,18,19,20

PR: d8 5,6,7,8,9,10,11,12,14,13,15,16,17,18,19,20
S2 PR: least significant

difference
5,6,7,8,9,10,11,12,14,13,15,16,17,18,19,20

PS 5,6,7,8,15,9,10,12,11,13,14,16,17,18,19,20

PR: d8 5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20
S3 PR: least significant

difference
5,6,8,7,9,10,12,11,13,14,15,16,17,18,19,20

PS 5,7,8,6,9,14,10,12,17,11,18,15,13,16,19,20

PR: d8 5,2,3,1,4,6,9,7,8,12,11,15,10,14,13,17,18,16
S4 PR: least significant

difference
5,3,2,6,4,1,7,9,8,11,12,10,14,13,16,15,17,18

PS 4,2,3,5,1,9,6,8,7,10,12,11,15,13,14,16,17,18

PR: d8 1,3,2,5,4,7,6,8,13,9,14,11,12,16,15,10,17,19,18,20
S5 PR: least significant

difference
1,2,3,4,5,6,7,8,13,9,14,12,15,11,10,16,17,19,18,20

PS 1,2,3,6,4,5,8,7,14,10,11,13,15,12,17,18,9,16,19,20

PR: d8 6,7,9,10,8,11,12,13,16,14,17,18,19,20,15
S6 PR: least significant

difference
6,7,9,10,8,11,12,13,14,16,19,17,18,15,20

PS 6,7,9,10,14,13,8,11,16,17,18,15,12,19,20
PR: d8 11,17,16,18,15,13,12,19,14,20

S7 PR: least significant
difference

11,17,16,18,19,12,15,14,20,13

PS 11,12,13,19,20,14,18,15,16,17

PR: d8 16,13,3,4,11,7,9,12,8,14,5,6,10,15,18,17,19
S8 PR: least significant

difference
13,16,11,3,4,7,15,12,14,9,8,5,6,18,10,17,19

PS 19,12,18,14,15,13,11,9,5,8,4,3,16,6,10,7,17

PR: d8 2,3,4,5,6,7,13,8,12,9,14,10,11,19,15,17,18,16
S9 PR: least significant

difference
2,3,4,5,6,7,13,12,8,9,14,19,10,11,16,15,17,18

PS 2,7,11,8,4,5,9,16,10,3,6,12,13,19,18,17,15,14

PR: d8 10,11,12,13,14,15,17,16,18,19
S10 PR: least significant

difference
10,11,12,13,14,15,17,16,18,19

PS 10,11,12,13,14,15,16,17,19,18

PR: d8 13,9,7,6,8,10,14,11,12,16,17,18,19,15,20
S11 PR: least significant

difference
13,9,8,7,14,6,10,12,11,16,17,18,15,19,20

PS 8,6,13,9,7,14,10,12,16,15,17,18,19,11,20
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tual responses evoked by each stimulus have equal variance
and follow a Gaussian distribution.

1. d 8 analysis

A method was proposed by Busbyet al. ~1994! where
discrimination indices in the form ofd8 metrics are calcu-
lated from scaling data. To use this method, it is necessary to
assume that the variance associated with the pitch estimates
for each electrode in the array is constant. However, the es-
timates of the perceptual variance for each of the electrodes
in this study were not always the same~evaluated for each
subject using anF test,p,0.05!. In addition, the variance in
the process renders it impossible to determine adjacent elec-
trodes that are discriminable for an ideal observer with a
tonotopic pitch structure. This can be seen using the formu-
lation provided by Busbyet al. ~1994!, and assuming both
that the observer operates with a standard deviation of ap-
proximately 10% of the scale, and that the pitch values are
equally spaced along the scale~which maximizes the prob-
ability of being able to discriminate between all of the adja-
cent electrodes!. Under these assumptions, it can be shown

that for an ideal receiver whose number of active electrodes
ranges from 10 to 20, the value ofd8 that will occur for
adjacent, discriminable electrodes ranges from 1.11 to 0.52,
respectively. Therefore, in the majority of cases, a standard
deviation of 10% of the scale will not permit detection of
adjacent electrodes that are, in fact, discriminable. Based on
this analysis, it was decided that thed8 approach was not
appropriate; therefore estimates of electrode discriminability
generated using this analysis method are not presented.

2. T-test analysis

In the equal variance case, the appropriate statistical test
to determine whether the means of the pitch estimates for
two electrodes are significantly different is a Student’st test.
It is not possible to use tables of the Gaussian distribution,
since the true means and variances of the sensory distribu-
tions are not known. The estimates provided by the Student’s
t test are robust to both the Gaussian distribution assumption
and to the equal variance assumption, especially when a
large number of points are used to obtain the estimates of the
means.

TABLE VI. Summary of speech recognition data and additional analyses for each subject. Percent agreement is measured as the percentage of time that the
relative pitches between electrodes were the same across the different measures.

Subject

Average
of

original
speech
scores

Change in
speech

performance

Consistency
measure
from row

sum analysis
of pitch rank

data

Percent
agreement
between row
sum andd8
analysis of
pitch rank

data

Percent
agreement

between pitch
rank and
pitch scale

data

S1 64.3 Decline~4/5! 0.78 96.7 92.8
S2 28.8 Improve~5/5! 0.76 97.5 90.8
S3 38.8 Improve~4/5! 0.87 98.3 88.3
S4 40.3 Decline~3/5! 0.31 87.6 86.3
S5 6.9 Improve~3/5! 0.66 74.7 86.3
S6 31.0 Decline~5/5! 0.73 90.5 81.9
S7 18.2 Decline~5/5! 0.42 84.4 51.1
S8 22.1 Decline~5/5! 0.10 68.4 49.3
S9 23.4 Decline~4/5! 0.75 84.3 65.4
S10 35.6 Improve~5/5! 0.59 91.1 93.3
S11 31.8 Decline~5/5! 0.66 89.5 86.7

TABLE VII. Example of calculation of electrode discriminability using the least significant difference method
for subject S10. First row and column list the electrode numbers and their associated row sums generated from
the stimulus response matrix. Entries marked ‘‘Y’’ indicate that the row sums for that pair of electrodes exceed
the least significant difference of 15, whereas entries marked ‘‘N’’ indicate that the least significant difference
is not met for those two electrodes.

Electrode
and row
sum score

E11:
301

E12:
257

E13:
218

E14:
192

E15:
129

E16:
102

E17:
108

E18:
87

E19:
82

E10:324 Y Y Y Y Y Y Y Y Y
E11:301 ••• Y Y Y Y Y Y Y Y
E12:257 ••• ••• Y Y Y Y Y Y Y
E13:218 ••• ••• ••• Y Y Y Y Y Y
E14:192 ••• ••• ••• ••• Y Y Y Y Y
E15:129 ••• ••• ••• ••• ••• Y Y Y Y
E16:102 ••• ••• ••• ••• ••• ••• N Y Y
E17:108 ••• ••• ••• ••• ••• ••• ••• Y Y
E18:87 ••• ••• ••• ••• ••• ••• ••• ••• N
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The results of the Student’st test analysis are also
shown in Table IV. The data was generated in a manner
similar to that used to generate a set of discriminable elec-
trodes from the row sum data for the pitch ranking task. For
example, the set of discriminable electrodes for subject S10
as determined using this method is$10, 11, 12, 14, 16, 17%.
The Student’st test analysis allows adjacent discriminable
electrodes to be determined even with a perceptual variance
of 10% of the scale. As in the analysis of thed8 method, if it
is assumed that the pitch values are equally spaced along the
scale, it can be shown that for an ideal receiver whose num-
ber of active electrodes ranges from 10 to 20, the value of the
t statistic that will occur for adjacent, discriminable elec-
trodes ranges from 2.7 to 1.27, respectively. This range of
values exceeds the level required for significance; therefore

adjacent discriminable electrodes can be determined using
this methodology for all subjects.

C. Speech recognition task

Five different measures of speech recognition were ad-
ministered to subjects while they used a MAP that employed
electrodes numbered in an order determined from their pitch
ranking data. This order was generated by the results of the
row sum analysis for ten of the 11 subjects, and by the re-
sults of thed8 analysis for subject S2. The results of thed8
analysis were used for subject S2 since the row sum analysis
resulted in a tonotopic ordering that matched the natural or-
dering, while thed8 method indicated one reversal of two
adjacent electrodes. Electrodes were ordered from highest

FIG. 2. Scores obtained by subjects on the speech recognition tests using
their standard, or clinical, MAP~black bar! and their experimental MAP
~gray bar! in which electrodes were ordered according to their measured
pitch. Significant differences between the two scores obtained by each sub-
ject are indicated by an asterisk~p,0.05!.
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score to lowest score in the experimental MAP, instead of
using the natural ordering. If a tie occurred in the row sum
data, the electrodes were ordered following their natural or-
dering. A MAP was not created based on the pitch scaling
data since the high variability in the pitch estimates produced
using this method made it difficult to accurately estimate
electrode pitch, and thus electrode order.

Scores obtained by the 11 subjects on the speech recog-
nition tests while using the experimental MAP are displayed
in Fig. 2. The abscissa of these plots lists the subjects; the
ordinate shows the percent correct score obtained on each of
the measures under the two different conditions. The stan-
dard, or clinical, MAP score is shown by the black bar and
the experimental MAP score is shown by the gray bar. Few
subjects improved on the speech measures when using the
experimental MAP. Subjects who did improve were those
who exhibited only minor deviations from a tonotopic pitch
structure, such as S1, S2, and S10. It is possible that other
subjects may have performed better with the experimental
MAP given more experience, or if they had been pro-
grammed with a pitch-based electrode ordering when they
first obtained their device. It is also possible that the results
may have been different had subjects been programmed with
the SPEAK speech processing strategy since it makes better
use of the tonotopic location of electrodes. However, none of
the subjects were programmed with the SPEAK strategy at
the time of the experiment.

The binomial test described by Thornton and Raffin
~1978! was used to determine if the speech recognition
scores obtained while subjects used the experimental MAPs
differed significantly for the 11 subjects. The results of these
analyses are also shown in Fig. 2, where significance~p
,0.05! is indicated by an asterisk~* !. The analysis revealed
that there were decreases in scores between the clinical and
experimental MAPs for several subjects~especially S6, S7,
and S8! on all of the measures. The only improvement oc-
curred for subjects S2 and S10 on the NU6 test scored for
phonemes correct, and for subjects S2, S5, S9, and S10 on
the CID everyday sentences test. Speech recognition test re-
sults are briefly summarized for each subject in Table VI,
which lists the average of subjects’ five original speech rec-
ognition scores, and the number of speech measures in which
subjects’ performance either declined or improved~not nec-
essarily significantly! using the experimental MAP.

D. Correlation analysis

Correlation analyses were performed to statistically ex-
amine the relationship between the pitch data and speech
recognition, and the results are listed in Table VIII. Spear-
man rank order correlation coefficients were calculated be-
tween each of the original speech measures, along with the
slopes of the regression lines for the pitch rank cumulatived8
curves, the row sum analysis consistency measure, and the
percent agreement between the relative rankings of the pitch
rank and pitch scale data. Correlations that are significant at
a 0.01 level are listed in bold text, and correlations that are
significant at a 0.05 level are italicized. The results are simi-
lar to those presented in Nelsonet al. ~1995!, and indicate
that speech recognition is slightly more correlated with the

ranking than with the scaling data. Although speech recog-
nition is somewhat correlated with the agreement between
the two data sets, it does not appear to be correlated to the
dimensionality of the percept elicited in the pitch ranking
task.

E. Theoretical analysis

The previous subsections have described experiments
concerning the issues of electrode-site/channel-independence
and electrode-site/pitch-relationships in subjects implanted
with a cochlear prostheses. Results from these experiments
indicate that the three measures do not provide equivalent
estimates for either pitch or electrode-site discriminability. In
fact, the relationships between the discriminability estimates
obtained in these experiments are contrary to those estab-
lished for normal-hearing subjects in both frequency and in-
tensity discrimination tasks. This section examines the deci-
sion processes that would be employed by an ideal receiver
for each of the experiments.

The theoretical and experimental relationships between
paired comparison~or 2IFC! and same/different tasks have
been analyzed by several researchers. There are several ways
to model the subject’s decision processes in these proce-
dures. However, all are based on the assumption that the
sensation evoked by each stimulus can be modeled as a
single, unidimensional random variable that follows a Gauss-
ian distribution, and that the random variable associated with
each stimulus has the same variance. These are the standard
assumptions that have historically been used in intensity or
frequency discrimination experiments in normal-hearing sub-
jects. The elicited sensation forms the basis of the perceptual
decisions that are required under each of the experimental
procedures.

Depending on the model of subject behavior adopted,
the performance of an ideal observer can vary by a factor of
& on a same/different task. In one formulation of the signal
detection model, the presence of a noise-free reference is
assumed in the same/different task~Swets, 1959; Sorkin,
1962; Durlach and Braida, 1969; Green and Swets, 1974!,
which results in a discrimination metric for the paired com-
parison task that is& times larger than the same/different
metric for the same stimuli. If the noise-free reference is not
assumed in the same/different task, the discriminability met-

TABLE VIII. Results of the Spearman rank order correlation coefficient
calculations. Bold entries indicate significance levels of 0.01; italicized en-
tries indicate significance levels of 0.05.

Measure

Slope of
ranking
data Consistency

Percent
agreement

NU6 words 0.78 0.57 0.31
NU6 phonemes 0.65 0.28 0.30
CID sentences 0.65 0.13 0.65
Consonants 0.62 0.48 0.70
Vowels 0.50 0.16 0.22
Average speech 0.75 0.34 0.61
Slope of ranking
data

••• 0.69 0.74

Consistency ••• ••• 0.53
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ric associated with that task is reduced by a factor of&, and
the ratio of thed8 values between the paired comparison and
the same/different tasks becomes 2~Sorkin, 1962; Viemeis-
ter, 1970!. To determine which of the formulations is accu-
rate, the discriminability estimates across each of the experi-
mental procedures have been measured for detection tasks,
as well as both intensity and frequency discrimination tasks.
In a study where paired comparison and same/different pro-
cedures were compared on both intensity and frequency dis-
crimination tasks in the same subjects, Jesteadt and Bilger
~1974! found that the ratio between thed8 values in a paired
comparison procedure and the same/different procedure was
close to 2.

Both the theoretical and the experimental results for
normal-hearing subjects on intensity and frequency discrimi-
nation tasks are at odds with the data obtained in the experi-
ments described in the previous three subsections, where
electrode discrimination measured using a same/different
task was much better than that measured using a paired com-
parison task. Regardless of the model adopted, paired com-
parison performance is consistently higher than same/
different performance in normal-hearing subjects on
frequency and intensity discrimination tasks.

In each trial of the electrode discrimination experiment,
subjects were asked to determine whether two stimuli were
the same or different. Subjects could use any cues that were
available to perform the discrimination, e.g., pitch, timbre, or
even loudness if the loudness balancing procedure was inef-
fective. Therefore, the perceived signal is more appropriately
modeled using a multidimensional random vector, where
each element of the vector represents the perceived value of
one of the dimensions of the signal. This is simply a multi-
dimensional extension to the modeling approach described
previously. Although Nelsonet al. ~1995! concluded that the
percept elicited by electrical stimulation varied across place
of stimulation is unidimensional, this conclusion contradicts
anecdotal remarks and experimental data from several other
studies where it has been suggested that a multidimensional
percept is associated with place of stimulation~Eddington
et al., 1978; Shannon, 1983; Soli, 1990; McKayet al.,
1996!. When it is assumed that the perceptual variance in
each of the dimensions is constant, and that the dimensions
are uncorrelated, performance can still be quantified in terms
of a d8 statistic. This statistic is equivalent to the square root
of the sum of the squared value of each of the individual
discriminability indices. Therefore, if the percept is in fact
multidimensional, the discriminability index of the multidi-
mensional signal is larger than the discriminability index for
any of the dimensions taken by itself.

III. DISCUSSION

Shannon~1983! suggested that irregular nerve survival
patterns and irregular current distributions due to variability
in impedance paths could generate complex, unpredictable
patterns of neural activity that in turn generate a complex
and unpredictable structure of the pitch percept. Since speech
coding strategies for cochlear implants require the frequency
bands in speech to be mapped to electrodes in an orderly
progression, measuring the pitch structure along the elec-

trode array and assigning frequency bands to electrodes
based on the results was expected to improve speech recog-
nition. However, the results of the speech recognition task
from this experiment indicated the surprising result that for
the majority of subjects, such a remapping was harmful in-
stead of beneficial. Since the subjects’ electrodes were not
initially mapped for a tonotopic pitch structure, it is possible
that subjects learned to understand speech in a juxtaposed
frequency space. Then, when a true tonotopic organization
was put in place, subjects may have needed time to adjust to
and learn the new pitch structure, even though the new struc-
ture might be closer to what they experienced before they
were deafened~Busby et al., 1994; Tyleret al., 1986!. To
investigate this possibility, subjects would have to use the
experimental MAP for a period of time, or the difference
between the two mapping approaches could be assessed at
the time of the initial programming of the device.

Previous studies investigating the percepts evoked by
individual stimulation of each electrode in the array of im-
planted subjects have concluded that the percept is related to
the pitch dimension of acoustical stimulation. This percept is
assumed to be unidimensional, and is thus used in some
cases to generate measures of electrode discriminability. The
structure of the pitch percept has been reported to vary in an
orderly, or monotonic, fashion with position along the elec-
trode array in the majority of subjects, and thus it is com-
monly assumed each electrode corresponds to an indepen-
dent channel of information.

Results from both the pitch ranking and pitch scaling
tasks in this study are more variable than the results reported
in the majority of the previous studies. Although subjects
could perform the task based on the instructions to use the
pitch characteristic of the signal, the structure of the results
often did not vary in an orderly fashion with position along
the electrode array. In addition, the analyses commonly ap-
plied to pitch ranking or scaling data to infer electrode dis-
criminability did not correspond to the results from the elec-
trode discrimination experiment. Thus it appears that
electrode discrimination cannot be inferred based on data
from either a paired comparison procedure to measure pitch
ranking or a scaling procedure to measure pitch structure. In
addition, these analyses indicatedmore indiscriminable elec-
trodes than the electrode discrimination task, which in turn
indicates that electrodes do not correspond to independent
channels of information.

Since the standard deviation of the pitch estimates in the
pitch scaling task was on the order of 10% of the scale, the
power of the statistical estimation of the electrode order and
electrode discriminability based on thed8 analysis is ex-
tremely limited, and is not the best approach. In the equal
variance case, the appropriate test to determine whether the
means of the pitch estimates for two electrodes are signifi-
cantly different is a Student’st test. The estimates provided
by the t test are robust when the Gaussian distribution as-
sumption and the equal variance assumption are invalid.
Since the pitch scaling data often violates both of these as-
sumptions, this is an additional rationale for using thet-test
formulation. In addition, some other procedures for generat-
ing a pitch order, such as a sorting algorithm, should be
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investigated in order to evaluate the validity of the electrode
orders generated using the two procedures evaluated in this
study.

There are several factors that may reduce the validity of
the analyses applied to the pitch ranking data. An investiga-
tion of the self-consistency of the data obtained from the
subjects in this study indicated that it is possible that the
percept is multidimensional. McKayet al. ~1996! found
similar results. Shannon~1983! suggested that pitch evalua-
tion may be difficult if each electrode has a characteristic
timbre in addition to its characteristic pitch. If this is so,
subjects may find it difficult to make comparisons based
solely on the pitch dimension when the sounds differ signifi-
cantly in a qualitative fashion. In addition, if the percepts
elicited by stimulation of the electrodes in the array vary in
multiple dimensions, the assumptions required for the valid-
ity of the d8 analysis are violated, and thus the results will
not be accurate.

The dimensionality of the evoked percept also affects
the row sum method of analyzing the pitch rank data, since it
may introduce circularity into the preference structure, and
result in an invalid electrode ordering. There is considerable
evidence that rank order is invariant to experimental method
under certain stimulus conditions. Thus the two procedures
used in this study should generate the same estimates of the
rank order of electrode pitch as long as a single attribute of
the stimulus, in this case pitch, can be used to make the
required judgments. However, if transitivity in the stimulus
ordering determined by the ranking procedure is violated, the
rank order generated by the two methods will not necessarily
be the same. It is possible that both the multidimensionality
of the percept and the high levels of variance in the pitch
estimates inherent in the pitch scaling task contributed to the
differences between the scaling and ranking data.

Although the electrode discrimination task appeared to
be more sensitive to discriminable electrodes than the paired
comparison task, the analysis of the decision processes indi-
cated that for a unidimensional percept, the paired compari-
son task should be more sensitive to discriminable elec-
trodes. However, the structure of the electrode discrimination
task allows subjects to utilize any stimulus dimension where
discriminable information may exist. Since the consistency
analysis of the ranking data indicated that the data might be
multidimensional, the disparity between the single-
dimensional theoretical results and the experimental results
may be reconciled using this multidimensional approach. It
will be important in future studies to investigate the structure
of the perceptual space using multidimensional scaling to
determine the appropriate model.
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1A MAP is the set of data that is used to translate acoustic signal features to
stimulus parameters for subjects implanted with the Nucleus/Cochlear Cor-
poration device. Among other things, a MAP contains the mapping be-
tween the frequency bands associated with speech and the electrodes that
are available for stimulation.
2These subjects also participated in the electrode discrimination experiment
described in Collinset al. ~1994!. The same numbering scheme was used
for the subjects in both experiments. There was approximately a 4-month
interval between the conclusion of the electrode discrimination experiment
and the beginning of this experiment.
3All possible electrodes were not used in subjects’ clinically programmed
MAP’s for a variety of reasons, including unpleasant sound associated with
stimulation, partial insertion of the electrode array, and facial nerve stimu-
lation.
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The piriform fossa forms the bottom part of the pharynx and acts as a pair of side branches of the
vocal tract. Because of its obscure form and function, the piriform fossa has usually been neglected
in the current speech production models. This study examines the geometric and acoustic
characteristics of the piriform fossa by means of MRI-based mechanical modeling,in-vivo
experiments and numerical computations. Volumetric MRI data showed that the piriform fossa is
2.1 to 2.9 cm3 in volume and 1.6 to 2.0 cm in depth for four Japanese subjects~three males and one
female!. The results obtained from mechanical models showed that the piriform fossa contributes
strong troughs, i.e., spectral minima, to speech spectra in a region of 4 to 5 kHz. The antiresonances
were identified with increasing frequency when water was injected into the piriform fossa of human
subjects inin-vivo experiments. Antiresonances obtained from the experiments and simulations
were confirmed to be consistent with those in natural speech within 5%. Acoustic measurements and
simulations showed that the influence of the piriform fossa extends to the lower vowel formants in
addition to the local troughs. This global effect can be explained by the location of the fossa near
the glottal end of the vocal tract. ©1997 Acoustical Society of America.
@S0001-4966~97!04301-4#

PACS numbers: 43.70.Bk, 43.70.Aj, 43.72.Ct@AL #

INTRODUCTION

The piriform fossa, also referred to as the sinus pyrifor-
mis or Recesses Piriformis in its singular forms, consists of a
pair of bilateral cavities in the hypopharynx located just
above the esophageal entrance. Therefore, this space clearly
belongs to the vocal tract. Except for a few previous studies
~e.g., Fant, 1960; Sundberg, 1974; Fant and Ba˚vegård, 1995!,
however, this structure has not been widely recognized as a
functional part of the vocal tract in speech production. There
seem to be at least two reasons for this neglect: one is the
lack of morphological data for acoustic modeling; the other
is its small size, which would appear to relegate it to minor
importance as a side branch of the vocal tract.

In earlier studies, Fant~1960! made a valuable observa-
tion on the role of the piriform fossa with respect to vowel
formants. He used an x-ray-based simulation to demonstrate
that the acoustic effect of the piriform fossa can be seen as
causing significantly lowered formant frequencies of vowels.
Flach and Schwickardie~1966! reported an experimental re-
sult indicating that the piriform fossa causes sound attenua-
tion in the frequency region above 1500 Hz. On the other
hand, Mermelstein~1967! argued that theoretically the piri-
form fossa should not cause any major effect below 4 kHz.
However, Sundberg~1974! pointed out that the piriform
fossa played a significant role in forming the singing formant
between 2 and 3 kHz. Lin~1990! showed that acoustic ef-
fects of the piriform fossa can vary with vowels’ articula-
tions by using a numerical model of a side branch: the effects

were most prominent inF1 of open vowels. Fant and Ba˚ve-
gård ~1995! found that the piriform fossa could significantly
alter the density of the pole in the 3 to 5 kHz region and
introduce a zero at about 5200 Hz. To obtain a realistic trans-
fer function, they set the volume of the piriform fossa to be
50% larger than the measured volume in order to compensate
for the open end correction of the piriform fossa due to the
area discontinuities near the open end.

The advent of the magnetic resonance imaging~MRI!
technique has made it possible to display the vocal tract,
including the piriform fossa, as a three-dimensional image. A
number of MRI-based studies have investigated the 3-D con-
figuration of the vocal tract for vowels and sustained conso-
nants ~Baer et al., 1991; Moore, 1992; Danget al., 1994;
Narayananet al., 1995!. These studies aimed at obtaining a
precise area function of the vocal tract and tested the accu-
racy by matching the MRI-derived transfer functions to real
speech spectra for the same subjects. Baeret al. ~1991! esti-
mated vocal tract transfer functions with and without the
piriform fossa and compared the estimated formants with
those from the natural utterances. They demonstrated a de-
crease in vowel formants due to the piriform fossa, in agree-
ment with Fant’s work, even though in their study the piri-
form fossa was treated not as a side branch but as an
additional volume of the pharyngeal tube. Davieset al.
~1993! used the data by Baeret al. ~1991! to compute the
transfer functions of the vocal tract with and without the

456 456J. Acoust. Soc. Am. 101 (1), January 1997 0001-4966/97/101(1)/456/10/$10.00 © 1997 Acoustical Society of America



fossa. TheF1 andF2 of the vowel /a/ decreased by about
5% when the fossa was incorporated in the vocal tract as a
side branch. The above studies suggest that the piriform
fossa does cause significant effects on speech spectra; fur-
thermore, the studies imply that estimation of vocal tract
transfer functions from the area function could be erroneous
if consideration is not given to the piriform fossa. In accor-
dance with this view, many studies have shown that an MRI-
derived transfer function tends to exhibit slightly higher for-
mant frequencies than those from real speech. Yanget al.
~1994! explained the discrepancy between estimated and
measured formants by underestimation of the vocal tract
length in the MRI data. Judging from the earlier studies,
however, the piriform fossa might be a critical factor in ac-
counting for the discrepancy.

The above studies have provided conclusions resulting
in both agreements and disagreements with respect to the
detailed effect of the piriform fossa, and the exact role of this
structure in natural speech is not yet very clear. The present
study aims to explore the acoustical characteristics of the
piriform fossa by means of geometric and acoustic measure-
ments. Volumetric MRI data were obtained for four subjects.
Mechanical models were constructed to replicate a partial
vocal tract from the glottis to the bend of the velum based on
the volumetric data from one of the subjects. Those models
were used to examine the acoustical effects of the piriform
fossa on the radiated sounds by artificially changing the air
volume of the cavities. A similar approach was repeated on
human subjects by injecting water into the fossa during sus-
tained vowel production. Antiresonances derived from the
geometric data were compared with those from natural
speech produced by the subjects.

I. MORPHOLOGICAL MEASUREMENT OF THE
PIRIFORM FOSSA

Determining the acoustic characteristics of the piriform
fossa requires detailed morphological information. In this
study, we made volumetric MRI measurements to obtain the
dimensions of the piriform fossa and then developed me-
chanical and numerical models based on the results of the
volumetric analysis.

A. Method for MRI measurement of the piriform fossa

Volumetric MRI data of the vocal tract were collected
from four Japanese subjects~three males and one female! by
the standard spin echo method. The relaxation time~TR! was
800 ms and the excitation time~TE! was 18 ms. A 25
cm325 cm field of view for a slice of an image was digitally
represented by a 2563256 pixel matrix ~see Danget al.,
1994!. The MRI data consisted of 26 slices for the transverse
plane and 24 slices for the coronal plane. The slice thickness
was 0.5 cm for both orientations. Each slice was resampled
into an image of 2503250 pixels so that each pixel repre-
sented a 0.130.1 cm square. The resampled slices were fur-
ther processed to form volumetric data consisting of 0.1 cm3

voxels by means of interslice image interpolation. The pro-
cedure was performed with a commercial software~Voxel-
View! on a workstation~IRIS Indigo!.

B. Three-dimensional shape of the piriform fossa

Figure 1 shows a three-plane image of the volumetric
MRI data of the vocal tract. The coronal and transverse
planes show that the piriform fossa consists of two bilateral
cavities located on either side of the laryngeal tube. The
transverse section indicates that each cavity opens to the
pharynx at the horizontal plane passing through the apex of
the arytenoid prominence, which is marked by the lineaa8 in
the figure.

Figure 2 shows a sketch of the vocal tract in the vicinity
of the piriform fossa. The bottom of the vocal tract divides
into three small branches: the laryngeal tube~vestibule of the
larynx! and the bilateral cavities of the piriform fossa. The
laryngeal tube is a short conduit of about 2 cm long for our

FIG. 1. A three-plane image of the volumetric MRI data of the vocal tract.
The coronal and transverse planes show the gross shape of the piriform
fossa. Line aa’ indicates the arytenoid apex plane.

FIG. 2. A diagram of the vocal tract shape in the vicinity of the piriform
fossa. The horizontal plane shows a section near the open end of the piri-
form fossa.
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male subjects, bounded by the vocal folds at the bottom and
by the aryepiglottic fold at the top. The piriform fossa is
located behind the laryngeal tube, and forms the bottom of
the pharynx. The cavities of the fossa open into the main
pharynx, sharing the aryepiglottic folds as a common bound-
ary with the laryngeal tube. However, the opening of the
piriform fossa is not demarcated by a clear border because
the walls of the piriform fossa continue to the vallecula me-
dially and to the pharyngeal walls laterally and posteriorly.
With reference to the direction of sound propagation, the
piriform fossa comprises a pair of side branches bifurcating
from the vocal tract. Since the shape of the cavities is rela-
tively stable during phonation, the piriform fossa is expected
to contribute relatively invariant antiresonances to the trans-
mission characteristics of the vocal tract.

Dimensions of the left and right cavities of the fossa
were measured for the Japanese vowels /a/, /i/, and /u/ based
mainly on the transverse data with reference to the coronal
data. Depth of the fossa~the distance from the bottom to the
arytenoid apex plane! was determined using the coronal data.
Cross-sectional shapes of the fossa were measured on the
transverse slices for the entire extent from the bottom of the
piriform fossa to the arytenoid apex. The results are shown
as area functions in Fig. 3 for the left and right cavities of
subject KH. The depth and volume of the piriform fossa are
shown in Table I for the four subjects. The depth values over
the three vowels range from 1.6 to 2.0 cm for all subjects.
The typical value is about 1.8 cm. HH showed a relatively
larger variation in depth across the vowels than the other
subjects. The volume ranges from 1.0 to 1.4 cm3 for each
side of the cavities. The female subject showed a smaller
cavity volume than the males. Within a subject, the variation
of the volume across vowels is the smallest for RY and the

largest for SM. Generally, the morphological data showed no
significant asymmetry between the left and right sides.

C. Acoustically effective cavities of the piriform fossa

The MRI data show that the piriform fossa extends
slightly above the arytenoid apex plane and continues to the
aryepiglottic folds in /a/ or further to the lateral glossoepig-
lottic folds in /i/ and /u/, depending on the position of the
epiglottis. Therefore, the extended portion above the
arytenoid apex plane shapes the acoustically effective open-
ing end of the piriform fossa. Figure 4 illustrates the coronal
MRI image of the piriform fossa and the schematized cavity
shape by a cone and cylinder model. Here, the piriform fossa
is modeled by two cascaded portions: the lower ‘‘cone’’ por-
tion from the bottom of the fossa to the arytenoid apex plane;
and the upper ‘‘cylinder’’ portion of the oblique output end
above the plane. In the figure, point A is the intersection of
the effective open end and the arytenoid apex plane, and
point B is the intersection of the open end and the lateral
wall of the pharynx.LB represents the length from the
arytenoid apex plane to point B. According to the MRI data,
LB can be roughly evaluated by an empirical formula:

LB51.3/D, ~1!

FIG. 3. Area functions of the piriform fossa based on the MRI data from
subject KH. The areas are measured from the arytenoid apex plane to the
bottom of the piriform fossa:~a! the left cavity and~b! the right cavity.

TABLE I. Depth (D) and volume (V) of the left and right cavities of the
piriform fossa obtained from volumetric MRI data for four subjects.

Subject Vowel Vr~cm3! Vl~cm3! Dr ~cm! Dl ~cm!

/a/ 1.401 1.346 1.7 1.6
HH~M! /i/ 1.027 0.977 2 1.7

/u/ 1.248 1.167 2 2

/a/ 1.479 1.287 1.9 1.8
KH~M! /i/ 1.481 1.437 1.9 1.9

/u/ 1.345 1.065 1.8 1.7

/a/ 1.147 1.112 1.7 1.8
SM~M! /i/ 1.621 1.77 1.9 2

/u/ 1.464 1.49 1.7 1.8

/a/ 1.159 0.921 1.7 1.8
RY~F! /i/ 1.08 0.953 1.7 1.7

/u/ 1.043 0.997 1.8 1.7

FIG. 4. A coronal MRI slice of the piriform fossa~a! and a diagram of the
effective cavity of the piriform fossa~b!. ~White arrows indicate the
arytenoid apex plane;LB is length of the cylinder portion above the plane.!
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whereD denotes the diameter of the cross-sectional area of
the piriform fossa in the arytenoid apex plane and the area is
assumed to be circular.

Using Eq.~1!, the effective cavity of the piriform fossa
was calculated for the four subjects. Figure 5 shows the vol-
umes of the cylinder and cone positions for the left and right
cavities, which are averaged over three vowels /a/, /i/, and
/u/. The ratio of the cylinder to the cone portions ranged
from 0.4 to 0.8 for the four subjects. This result supports the
suggestion of Fant and Ba˚vegård ~1995!, who used an esti-
mated volume in their study that was about 50% larger than
the measured one~i.e., the cone portion!.

II. ACOUSTIC MEASUREMENT USING THE
MECHANICAL MODELS

The volumetric MRI data allow us to examine the acous-
tic characteristics of the piriform fossa by either mechanical
or numerical models. The numerical model requires param-
eters to define the acoustic properties of the geometry, such
as an open end correction for the cavities of the piriform
fossa. However, the estimation of accurate parameter values
is difficult because of the complex shape of the structure. For
this reason, a mechanical model of the vocal tract was first
used in this study. The coefficient of the open end correction
is derived from the experiments on the mechanical models
and used in numerical simulations in the latter sections. The
mechanical models also served in a pilot experiment of in-
jecting water into the piriform fossa of the human subjects.

A. Experimental procedure

Three mechanical models of the vocal tract for the Japa-
nese vowels /a/, /i/, and /u/ were constructed based on the
MRI data obtained from subject KH to be used for acoustic
experiments. The air-tissue pattern in the transverse MRI im-
age was carved out of a vinyl chloride plate with a size of 7
cm37 cm30.1 cm. The vertical part of the vocal tract was
replicated by the carved plates. The models were about 8.5
cm long, from about 1 cm below the glottis to the vocal tract
bend near the velum. The openings of the piriform fossa in
the models were about 3.5 cm from the input end~glottal

side! and about 5 cm from the radiating end~velar side!. The
vallecula was at about 6 cm from the input end in the models
for vowels /i/ and /u/, while it was collapsed in vowel /a/.
Hereafter, the mechanical model is referred to as the M
model and the numerical model used in the later sections is
called the N model. The M models are labeled M model /a/,
M model /i/, and M model /u/, corresponding to their original
vocal tract shapes, respectively.

The acoustic effects of the piriform fossa on the transfer
function of the M models were examined by an experiment
using the two-point sound pressure method~Dang and
Honda, 1996a!. The sound pressures were recorded at an
inside point near the glottis and at the radiating end, while
the model was excited by an external source sound. The
transfer function obtained from the two-point pressure is
known to exactly reflect the acoustic properties of the tube
segment between the two points, since the effects of the
sound source and the geometric shape upstream from the
inside point are excluded from the estimation. Figure 6
shows the experimental setup for measuring the transfer
function of the M models. The sound pressures inside and
outside the M model were recorded by two microphones.
Microphone M1, a B&K 4003, was placed about 6 cm away
from the radiating end. Probe microphone M2, a B&K 4182,
was used to record the pressure inside the model just above
the glottis via a flexible probe tube, which was inserted
through a hole in the lateral wall of the M model. The probe
tube with a matched impedance to the microphone was 5 cm
long, 0.165 cm in outer diameter and 0.076 cm in inner di-
ameter. A white-noise signal was generated by an FG-143
function generator~NF Circuit Design Block Co.! and fed
into the M model using an SG-505FRP horn driver unit
~Goto Unit Co.!. The joint between the M model and the
throat of the horn driver was sealed with plasticine to prevent
sound leakage.

The experiment on the M models was conducted in an
anechoic room under four conditions: both cavities filled
with plasticine, either the right or left cavity filled, and both
cavities empty. Two pressure signals were sampled at a rate

FIG. 5. Volumes of the lower ‘‘cone’’ and upper ‘‘cylinder’’ portions of the
piriform fossa for four subjects~L: left cavity, R: right cavity!. FIG. 6. Experimental setup for measuring the acoustic effects of the piri-

form fossa using a mechanical model constructed from volumetric MRI
data.
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of 44.1 kHz. A room temperature of 20 °C was maintained
during the measurements, and the sound velocity is expected
to be 34 300 cm/s. The outside sound pressure near the joint
was about 25 dB lower than that at the radiating end, which
implies that sound leakage from the joint was negligible in
this measurement. An FFT-derived cepstrum analysis~Imai
and Abe, 1979! was applied to obtain spectral envelopes of
recorded signals. The cepstrum coefficients were weighted
by a Hamming window of 0.05 second for white noise and
1.2 times the fundamental period for speech sound.

B. Changes in the transfer function by varying the
models’ cavity volume

Transfer functions of the three M models were estimated
by the two-point sound-pressure method under the four con-
ditions described above. The results are shown in Fig. 7 for
the M models~left! with and without the both cavities and
~right! with either the left or right cavity alone. Note that
though the models represent only a part of the vocal tract,
they exhibit the same antiresonances on the transfer function
as they do in the whole vocal tract as far as the side branches
in the models are concerned.

In Fig. 7~left!, the thick lines show the spectra obtained
under natural conditions, i.e., with both cavities empty; the
thin lines indicate the results measured when the two cavities
were filled with plasticine. Deep troughs are seen at about 4
kHz in the spectra obtained under natural conditions for all
the M models of /a/, /i/, and /u/. When the cavities were filled
bilaterally, the troughs were replaced by peaks, resulting in
an increase of more than 30 dB in spectral level near 4 kHz.
The large difference in the spectra indicates that the piriform
fossa behaves as a side branch of the vocal tract and causes a
significant effect on the transfer function. In Fig. 7~right!, the
thick lines show the spectra obtained from the M models
with the left cavity empty, and the thin lines represent the

results with the right cavity empty. The figure shows almost
identical spectral shapes for the left and right cavities except
for a small discrepancy in the troughs’ shape. This implies
that the left and the right cavities are acoustically symmetri-
cal in this subject. This observation is consistent with the
morphological observation discussed in Sec. I.

The frequencies of these troughs were measured for
each condition and are listed in Table II as the antiresonance
frequencies of the models’ piriform fossa. The antiresonance
frequencies ranged from 4050 to 4360 Hz in the case of both
cavities empty. The M model /a/ shows a slightly higher
antiresonance frequency than the others. In all three M mod-
els, the antiresonance frequency caused by a single cavity
was lower than that caused by both cavities together. This
phenomenon can be explained by a larger open end effect of
the cavity because the area ratio of the piriform fossa to the
pharyngeal cavity at their boundary is larger in the case of a
single cavity than it is under natural conditions. This implies
that an appropriate open end correction is necessary for in-
corporating the piriform fossa into the transmission line
model. In this regard, measurements and numerical compu-
tations have been conducted to obtain the optimum value of
the end correction coefficient~Dang and Honda, 1996b!. The
measurements were carried out on the M models while the
models’ fossa was filled with plasticine from the bottom~0
cm! up to a level of 0.9 cm in 0.1-cm intervals. In the com-
putations, the piriform fossa was schematically represented
by the cone and cylinder portions as shown in Fig. 4. The
length of the cylinder portion of the fossa (LB) was derived
by Eq. ~1!. The antiresonance frequency was then computed
for each M model. The optimum value of the open end cor-
rection coefficient was estimated by matching the computed
antiresonances to the measured ones. The value of 0.75 met
the given condition that the computed antiresonances were
consistent with those measurements within 4% for the three
M models.

Figure 7 also shows a global acoustic effect of the piri-
form fossa in addition to the local troughs near 4 kHz. In the
figure, a relatively small but non-negligible difference in the
spectral peaks can be seen in the lower frequency region
below 3 kHz. Peak frequencies of the model’s transfer func-
tion are listed in Table III. As a general tendency, the piri-

FIG. 7. Pressure-to-pressure transfer function~Pr/Pi! of the mechanical
models when one or both cavities are empty, or filled with plasticine
~Pr: radiated pressure; Pi: intrapressure!.

TABLE II. Antiresonance frequencies caused by the empty cavities of the
piriform fossa in the transfer function of the mechanical models~Hz!.

M models Both cavities Left cavity Right cavity

M model /a/ 4359 4148 4100
M model /i/ 4054 3855 3867
M model /u/ 4160 3925 3996

TABLE III. Frequencies of the first two peaks in the transfer function (Pr/
Pi) of the mechanical models~Hz!.

Empty cavities Filled cavities

M models P1 P2 P1 P2
M model /a/ 925 3398 1007 3855
M model /i/ 1335 3348 1429 3978
M model /u/ 1113 3246 1207 3714
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form fossa lowers the frequencies of the peaks that are in the
wide frequency region below the antiresonance of the fossa.
The changes in the frequency of the first peak are 82 Hz for
/a/, 94 Hz for /i/, and 94 Hz for /u/. For the second peak, they
are 457 Hz for /a/, 630 Hz for /i/, and 468 Hz for /u/. The
results show that the piriform fossa lowers the frequency of
the spectral peaks about 8% in the region near 1 kHz and
about 13% in the region above 3 kHz. Note that since the M
models represent only a part of the vocal tract, the peaks do
not correspond to true vowel formants. However, the ob-
served frequency shifts should be representative of those of
true formants that are located in the frequency region.

C. Changes in antiresonances of the piriform fossa
with water injection

The direct approach used to explore the acoustic effects
of the model’s piriform fossa is not applicable to living hu-
man subjects. However, a similar experiment could be per-
formed by injecting water into the fossa of human subjects
during sustained phonation. Under these conditions, the ef-
fects of the piriform fossa could be viewed as increasing
antiresonance frequency with a decrease in the air volume of
the cavities. This hypothesis was first tested by a pilot ex-
periment on the mechanical models.

The experimental setup for the pilot experiment was
based on Fig. 6, where probe microphone M2 was removed
and a membrane of polyvinylidene chloride was placed be-
tween the M model and the neck of the driver unit to prevent
water from leaking into the driver unit. A piece of rubber
foam was placed into the model’s glottis to reduce acoustic
influence of the air volume change in the piriform fossa on
the driving impedance of the model. The joint between the M
model and the driver unit was sealed with plasticine. The
amplitude of the excitation sound source was kept constant
during the measurement. Radiated sound from the model was
recorded by microphone M1 while water was injected into
the piriform fossa at a constant rate through a thin flexible
tube.

Figure 8 illustrates running spectra of the recorded
sound from M model /a/. Each curve in this figure corre-
sponds to a frame of 46-ms duration, and the frame-to-frame
interval was about 130 ms. Since the excitation source was
constant during the measurements, the changes in the spectra
are considered to be caused by the changes in the air volume
of the fossa only. In the initial condition with no water in-
jected, the spectral curves show a constant trough at about
4300 Hz. After about 1.2 s, water is injected into the right
cavity of the piriform fossa. The trough moves toward a
higher frequency as the air volume of the right cavity de-
creases due to injected water. Then, another trough by the
left cavity is exposed and remains at about 4100 Hz. The
trough caused by the right cavity disappears from the spectra
as the cavity is completely filled with water after about 4 s.
Furthermore, the trough associated with the left cavity begins
to increase in frequency as the water flows into the left cav-
ity. Unlike the gradual motion for the right cavity’s trough,
the one caused by the left cavity moves rapidly. The cause of
this rapid rise of the trough was confirmed by a visual ob-
servation of water flow in the fossa: the water reserved in the

right cavity by surface tension suddenly flows into the left
cavity through the postarytenoid space that interconnects the
two cavities. Comparing the frequencies of the peaks before
and after the water injection, it can be seen that the first peak
increases about 9% when the piriform fossa was completely
filled with water.

III. ANTIRESONANCES OF THE PIRIFORM FOSSA IN
SPEECH SPECTRA

The above results indicate that water injection can be
used to examine the acoustic effects of the piriform fossa in
humans. Water has a density close to that of muscles, and is
an adequate material to fill the piriform fossa of humans if
the injection is conducted carefully. In this section, the anti-
resonances of the piriform fossa are examined by a water
injection experiment and using natural vowel utterances.

A. Water injection experiment on human subjects

The same procedure of water injection was applied to
two male subjects JD and KH. A flexible tube with a 0.3-cm
o. d. and a 0.2-cm i.d. was inserted along the nasal floor and
passed through the nasopharyngeal port toward the piriform
fossa. The tip of the flexible tube was placed above the right
cavity under fiberoptic video-endoscopy. Warm water, at
about body temperature, was injected into the right cavity
through the flexible tube. When the right side was filled, the
water was seen to flow into the left cavity. Radiated oral
sounds of sustained vowels /a/, /i/, and /u/ were recorded
during the water injection.

Figure 9 shows running spectra of the vowel /a/ for JD.
The motion pattern of the troughs shown in this figure is
similar to that seen in the M models. In the figure, a trough
appears at about 5200 Hz before the water was injected.
After about 0.2 s, the trough caused by the right cavity rises

FIG. 8. Running spectra of the radiated sound from M model /a/ excited by
constant sound source. Motion of the troughs is shown while water is in-
jected into the piriform fossa.
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as the cavity is filled with water. This trough disappears from
the spectra when the right cavity is full, which is observed at
about 1 s. The trough for the left cavity begins to rise as the
water flows into the left side, which occurs approximately
after 1 s, and disappears when both the right and left cavities
become full after about 2 s. The running spectra indicate that
the piriform fossa causes two antiresonances around 5 kHz in
speech spectra for this subject, although the two antireso-
nances usually appear as one trough in speech spectra. The
same trough pattern in the antiresonances was also confirmed
in the speech spectra for KH.

Although both the experiments on the M models and on
humans demonstrated a consistent trough pattern, the ex-
pected changes in the lower formants were not obvious in
humans. In particular,F1 remained almost constant during
water injection. There seem to be at least two possible causes
for the stability ofF1. First, a physiological reflex to the
injected water could result in a small change in articulatory
posture for the vowels. Second, the subjects might adjust
articulator positions to compensate for the acoustic effect of
decreasing air volume by means of auditory feedback. An
additional experiment was performed to verify the latter pos-
sibility ~i.e., auditory feedback! by applying a loud masking
noise during water injection. The result did not show the
expected changes in the first formant, but rather supported
the former explanation~i.e., physiological reflex to water in-
jection!.

B. Antiresonance of the piriform fossa in natural
speech

It was shown in the above experiments that the piriform
fossa causes a trough in the 4 to 5 kHz region. A question is
raised as to whether such a trough can be found in natural
speech. To answer this question, natural vowel utterances
were analyzed for the four subjects who served for the MRI
experiment. Speech materials consisted of isolated vowels

/a/, /i/, /u/, and vowel sequences~/aia/, /aua/, /iai/, /iui/, /uau/,
and /uiu/!. Sound recording was carried out in an anechoic
room at a sampling rate of 44.1 kHz, where the subjects
repeated the speech materials twice at a natural speech rate in
two body postures: upright and supine. Figure 10 shows run-
ning spectra of /iai/ recorded in the supine position for KH.
While the formants in this figure show articulatory changes
from /i/ to /a/ to /i/, a trough at about 4300 Hz remained
almost constant during the vowel sequence. Referring to the
results from human and model experiments, it is reasonable
to judge that the trough is the antiresonance caused by the
piriform fossa.

Speech samples recorded from the four subjects in the
supine position were analyzed for the stable segments in the
three Japanese vowels. Figure 11 shows the means and stan-
dard deviation of the antiresonance frequencies for the four
subjects. The coefficient of variation~CV, the ratio of the

FIG. 9. Running spectra for sustained vowel /a/ produced by subject JD
while water is injected into the piriform fossa.

FIG. 10. Running spectra of /iai/ sequence produced by subject KH in the
supine position.

FIG. 11. Means and standard deviations of antiresonance frequencies caused
by the piriform fossa measured for each vowel from vowel sequence data of
four subjects.

462 462J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 J. Dang and K. Honda: Acoustic characteristics of the piriform fossa



standard deviation to the means! for each vowel was about
5% for all subjects, except that of /a/ for subject RY, which
was about 10%. The CVs among the male subjects were
within 5%, whereas it was about 15% between the female
and the males. The female subject showed higher antireso-
nance frequencies than the males. The results indicate that
antiresonances caused by the piriform fossa appear con-
stantly in the spectra of the natural vowel sequences.

IV. SIMULATIONS USING NUMERICAL MODELS

The MRI data and M-model experiments in this study
provide a clear view of the geometric and acoustic charac-
teristics of the piriform fossa. These findings were adopted to
design a numerical model~N model! of the vocal tract based
on a transmission line model. The performance of the N
model was tested in a comparison of simulation results and
real speech spectra. The local and global acoustic effects of
the piriform fossa were examined by model simulation and
discussed on the basis of acoustic theories.

A. Comparison of the antiresonances from the N
model and natural speech

The numerical model is a transmission line model de-
signed according to the morphological data of our subjects.
The basic design of the model is a pair of side branches
attached to the main tract at 2 cm above the glottis. The cone
and cylinder model of the piriform fossa as shown in Fig. 4
is represented by area functions with section lengths of 0.1
cm. The open end correction coefficient of the fossa was
0.75, as discussed in Sec. II. The radiation impedance of the
vocal tract was approximated by a cascade concatenation of
radiation resistance and radiation inductance~Causse´ et al.,
1984!, which is valid for a wide frequency region ofkr,1.5,
wherek is the wave number andr is the radius of the radi-
ating end.

The accuracy of the N model was tested by a compari-
son of the computed and measured transfer functions of the
M models. The N model computations were confirmed to be
consistent with the measured M model spectra within 2% for
both resonances and antiresonances below 6 kHz. Then, the
antiresonance of the piriform fossa was calculated using N
models of the entire vocal tract for the four subjects. They
are shown in Fig. 12, along with those obtained from natural
speech for each subject. The antiresonance frequencies pre-
dicted by the N models were consistent with those from the
speech data within 5%, except for a vowel /i/ of the subject
HH. The result shows that the model gives a realistic de-
scription of the antiresonances of the piriform fossa. Review-
ing the results above, the antiresonance frequency (F) of the
piriform fossa and the depth (D) of the cone portion ap-
proximately satisfy the relationF5c/4D after taking into
account the cylinder portion, wherec denotes the sound ve-
locity.

B. The global and local effects of the piriform fossa

The global effect of the piriform fossa on the lower for-
mants has been demonstrated by earlier studies~Fant, 1960;
Baer et al., 1991; Davieset al., 1993; Fant and Ba˚vegård,

1995!. The purpose of the numerical simulation in this sec-
tion is to examine the causality of the global effect of the
piriform fossa. The result of simulation is discussed in terms
of the plausibility of two possible treatments of the piriform
fossa in vocal tract modeling: as side branches or as an ad-
ditional volume.

N model simulations were carried out for the vowels /a/
and /i/ under three conditions in which the piriform fossa
was treated as a side branch~SB!, as an additional volume
~AV !, and with no fossa~NF! as a control condition. The
vocal tract configuration of the N model was based on volu-
metric MRI data of KH. Real speech spectra from the subject
were obtained by homomorphic analysis~Markel and Gray,
1976!. Figure 13 shows the speech spectra and computed
velocity-to-velocity transfer functions from the glottis to the
lips of the N models. In the case of /a/,F1 decreases by 9%
in the AV treatment, and by 10% in SB treatment in com-
parison with the NF condition. In contrast, the effects onF2
andF3 of /a/ are relatively small. The differences inF2 and
F3 were 2% and 3% in SB, while they were not seen in AV.
In the case of /i/, the first two formants were lowered 3% in
both AV and SB forF1, and 2% in AV and 6% in SB for
F2, respectively. In comparison with the condition with-

FIG. 12. Comparison of the antiresonance frequencies derived from N mod-
els and real speech for four subjects.
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out the piriform fossa, both AV and SB treatments demon-
strated a global effect on the lower formants. The extent of
the changes in the lower formants is higher than the different
limens shown by Kewley-Port and Watson~1994! and
Hawks ~1994!, who pointed out that formant-frequency dis-
crimination is 14 Hz forF1 ~,800 Hz!, and 1.5% forF2.
Therefore, it can be expected that the global effect causes
some perceptual difference. This expected effect was con-
firmed in our informal listening test.

A few theoretical discussions are found in the literature
regarding the acoustic effects of local volume change in the
vocal tract. According to the perturbation theory~Schroeder,
1967!, the effect of an additional volume of the vocal tract
on formant frequencies is approximately proportional to the
volume increment and the square of the sound pressure at the
location of the additional volume. The same phenomenon
can also be explained by the transmission line theory. The
effect of a side branch on vowel formants is proportional to
the admittance of the branch and the square of the sound
pressure at the branch location in the vocal tract. Both theo-
ries agree in their view that the manner of formant frequency
change depends on the sound pressure at the location where
a small volume change takes place. At the closed end of the
vocal tract sound pressure is near a maximum for all formant
frequencies. Since the piriform fossa is located near the
closed end of the vocal tract, it plays an important role for
almost all formants. In the region much lower than the anti-
resonance frequency of the piriform fossa, the distribution of
sound pressure in the vocal tract is expected to be the same
in AV and SB treatments. Accordingly, the global effect of
the fossa on the lower formants can be represented equally
well regardless of whether the fossa is treated as a side
branch or as an additional volume. However, the AV treat-
ment demonstrates an incorrect behavior in the frequency

region close to the antiresonance frequency of a branch be-
cause the perturbation theory cannot predict the pressure dis-
turbance caused by the antiresonance of the branch.

Summarizing our experimental data and the above theo-
retical accounts, SB treatment demonstrates much more re-
alistic performance than AV treatment in the region above 2
kHz, though they both can represent real speech spectra rela-
tively well in the region below 2 kHz. Taken together the
local and global features of the acoustic effects, it is reason-
able to conclude that the piriform fossa should be modeled as
side branches of the vocal tract.

V. CONCLUSIONS

This study examined the acoustic effects of the piriform
fossa on the vocal tract transfer function by conducting both
human experiments and model simulations. Our results indi-
cate that the piriform fossa forms an important part of the
vocal tract in realizing natural speech spectra. Furthermore,
the results suggest that the function of the piriform fossa
must be incorporated in any realistic model of speech pro-
duction.

The morphology of the piriform fossa was investigated
using volumetric MRI images for four subjects. Mechanical
models were constructed from the volumetric data of one of
the subjects and were used for acoustic investigation. The
effective cavity of the modeled piriform fossa consists of two
cascaded portions: the cone portion from the bottom of the
fossa to the arytenoid apex plane and the cylinder portion
above the plane. The ratio of the cylinder portion to the cone
portion ranged from 0.4 to 0.8 for the four subjects.

The acoustic characteristics of the piriform fossa were
investigated on the mechanical models by manipulating the
air volume of the fossa. The results showed that the fossa
causes troughs in the transfer function of the vocal tract in
the frequency region between 4 to 5 kHz. The fossa not only
affects spectral shape in the vicinity of its antiresonance, but
also decreases resonance frequencies in the lower frequency
region. Observations of anin-vivoexperiment on human sub-
jects and in natural vowel sequences showed that the anti-
resonance of the fossa constantly appears in natural speech
utterances as well as in sustained vowels.

Numerical models were designed to simulate the acous-
tic behaviors of the piriform fossa. Computed antiresonances
of the piriform fossa were consistent with those obtained
from natural speech, generally within 5% for the four sub-
jects. The numerical model demonstrated that the piriform
fossa causes global effects on the lower formants because it
is located near the closed end of the vocal tract. Considering
both global and local effects, the piriform fossa should be
treated as a side branch attached near the glottal end of the
vocal tract rather than as an additional volume of the phar-
ynx.
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Glottal characteristics of female speakers: Acoustic correlates
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The aim of the research reported in this paper is to formulate a set of acoustic parameters of the
voicing source that reflect individual differences in the voice qualities of female speakers.
Theoretical analysis and observations of experimental data suggest that a more open glottal
configuration results in a glottal volume-velocity waveform with relatively greater low-frequency
and weaker high-frequency components, compared to a waveform produced with a more adducted
glottal configuration. The more open glottal configuration also leads to a greater source of aspiration
noise and larger bandwidths of the natural frequencies of the vocal tract, particularly the first
formant. These different attributes of the glottal waveform can be measured directly from the speech
spectrum or waveform. A set of acoustic parameters that are likely to indicate glottal characteristics
is described. These parameters are measured in the speech of a group of female speakers, and the
glottal configurations of the speakers are hypothesized. This research contributes to the description
of normal variations of voicing characteristics across speakers and to a continuing effort to improve
the analysis and synthesis of female speech. It may also have applications in clinical
settings. ©1997 Acoustical Society of America.@S0001-4966~97!03001-4#

PACS numbers: 43.70.Gr, 43.70.Aj, 43.72.Ar@AL #

INTRODUCTION

Certain acoustic characteristics of speech give a voice its
quality and individuality, and are the means by which listen-
ers identify or distinguish speakers. These characteristics are
complex, having contributions that range from those of the
speech production mechanism, that is, differences between
individual sound sources and the natural frequencies of the
vocal tract, to the effects of prosody and dialect. The work
reported in this paper focuses on individual variations in the
glottal source waveform, particularly those associated with
degree of glottal adduction. These variations are of interest
for speech applications such as speaker verification and iden-
tification, speech recognition, and speech synthesis by com-
puter, and also have applications for speech disorders and
therapy, and in the field of forensics.

The values of the parameters that describe the glottal
waveform can vary depending on the glottal configuration,
and it is expected that these variations may lead to different
voice qualities and intensities. Some voice qualities are usu-
ally associated with disordered voice, such as harshness, but
our main concern for this paper are those that occur for
voices that are not considered to be disordered. Voice quali-
ties that occur frequently in normal speech are pressed,
modal, and breathy, described in Laver~1980! and Titze
~1995!. There are other voice qualities that may occur in
normal conversational speech~Laver, 1980!, but the focus of
this paper is restricted to a few different glottal vibratory
patterns~to be described in Sec. I! that may be associated
with pressed, modal, and breathy voice qualities. These pat-
terns may be considered regions along one or more continua;
we consider degree of glottal adduction, which is greatest for

pressed voice, least for breathy voice, and somewhere in be-
tween for modal voice.

Direct examination of the vocal folds during normal
phonation has revealed that female speakers are more likely
than male speakers to have incomplete closure of the vocal
folds ~Hertegård et al., 1992; Linville, 1992; Peppardet al.,
1988; So¨dersten and Lindestad, 1990; So¨dersten et al.,
1991!. The degree of incomplete closure can vary, and pos-
terior openings of the glottis may extend beyond the vocal
processes to the membranous part of the folds. The implica-
tions of incomplete closure for the glottal waveform are that
there is an airflow bypass even during the so-called closed
phase of the glottal vibratory cycle, and that an abrupt dis-
continuity of the airflow derivative is not possible due to the
mass of air in this pathway. As we will see later in this paper,
the effects of this bypass on the glottal waveform parameters
increase with its size, providing one source of variability in
voicing characteristics.

The aim of our work has been to formulate a set of
acoustic parameters that reflect individual and gender differ-
ences in voice quality and glottal configuration. These pa-
rameters are derived from measurements of the acoustic
spectra of vowels produced by speakers. In this paper we
provide the theoretical background for these parameters, and
present acoustic data for female speakers. Physiological and
perceptual data that support the acoustic data, data for male
speakers, and comparison of data across gender will be de-
scribed in future papers. The decision to initially study the
male and female data separately was influenced by the gen-
der differences in glottal configuration described above.

A. Related work

Previous studies of individual variations in glottal char-
acteristics have been based on inverse filtering, visual in-a!Electronic mail: hanson@speech.mit.edu
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spections of the vocal folds, acoustic measures made directly
on the speech spectrum or waveform, and perceptions of
voice quality, particularly breathiness.

Holmberg and her colleagues have made aerodynamic
measures of male and female voice~Holmberget al., 1988,
1989, 1994a, 1994b, 1995; Perkellet al., 1994!, and ex-
tracted glottal parameters directly from the glottal waveform.
These studies included relatively large groups of subjects
~from 15 to 45! phonating in different speech conditions. The
main findings are the existence of parameter differences be-
tween females and males, and across speech conditions.
Their studies have also included acoustic measures made on
the speech spectrum, and they related these spectral mea-
sures to the aerodynamic results~Holmberg et al., 1995!,
finding that adduction quotient, as measured from the glottal
waveform, has a strong relationship with the relative ampli-
tudes of the first two harmonics. In addition, the speed of
glottal closure is in some cases reflected by the relative am-
plitudes of the first and third formants.

Karlsson~1986, 1988, 1989, 1990, 1991a, 1991b, 1992a,
1992b! also studied the glottal waveform obtained by inverse
filtering, focusing on a small group of female speakers. Glot-
tal parameters were derived by fitting a theoretical model to
the resulting glottal waveform, and varied widely across
speakers~Karlsson, 1988!. She also attempted to correlate
the glottal parameters with the voice qualities of her subjects,
as judged by speech therapists. Different voice qualities were
separated by the degree of spectral tilt of the voice source,
and the presence of noise excitation at mid to high frequen-
cies ~Karlsson, 1988, 1992a!. Speakers perceived to be
breathy had higher minimum flows, steeper tilts, and more
aspiration noise~Karlsson, 1988, 1992b!. Voices with a
tight, strained quality had weaker lower harmonics~Karls-
son, 1992b!.

Södersten and her colleagues observed glottal closure
via fiberscopy and related the degree of closure to percep-
tions of breathiness. They also used an acoustic measure, the
amplitude of the first harmonic relative to the amplitude of
the first formant peak. Their results show that female speak-
ers have a higher degree of incomplete closure and perceived
breathiness than male speakers~Södersten and Lindestad,
1990!, and that significant correlations exist between per-
ceived breathiness and the relative amplitude of the first har-
monic ~Söderstenet al., 1991!.

Gobl ~1989! examined voice quality correlates by ex-
tracting glottal parameters from the inverse-filtered wave-
form and making measurements on the glottal spectrum. The
acoustic measures were the average of the harmonic ampli-
tudes in four frequency bands. Breathy voice was found to
have a steeper spectral tilt than modal voice. Gobl and Nı´
Chasaide~1988! and Nı́Chasaide and Gobl~1993! extracted
glottal parameters both from the glottal waveform and from
vowel spectra. They found that as glottal abduction in-
creased, so did the downward spectral slope of the vowel
spectrum, and that formant amplitudes, especially that ofF1,
decreased as well.

Klatt and Klatt ~1990! studied variations in voice qual-
ity, from pressed to breathy, for both male and female speak-
ers, using reiterant and synthesized speech. Through percep-

tion tests, they too found that female speakers were
perceived to be breathier than male speakers. Unlike the
work discussed above, they relied entirely on acoustic mea-
sures made directly on the speech spectrum and waveform.
The relative amplitude of the first harmonic was higher for
female speakers, who also showed more evidence of aspira-
tion noise at high frequencies. Relevant cues to perception of
breathy voice were increases in the amplitude of the first
harmonic, aspiration noise, and lower formant bandwidths,
with aspiration noise as the most important cue.

There have been other attempts to derive glottal param-
eters based on measurements of the spectrum of the glottal
waveform, or of the speech waveform and spectrum. In par-
ticular, Fant~Fant, 1979, 1993; Fantet al., 1985, 1994; Fant
and Lin, 1988!. Ananthapadmanabha~1984!, and Gauffin
and Sundberg~1989! have pioneered in developing these
techniques.

B. Summary

Several researchers have studied variations in glottal vi-
bratory patterns using inverse filtering or fiberscopic and en-
doscopic examination of the vocal folds. However, inverse
filtering has several problems associated with it~Holmberg
et al., 1995!, and examination of the vocal folds is necessar-
ily invasive. Thus, there is a need to develop methods of
measuring glottal characteristics directly from the acoustic
sound pressure which do not require special equipment to
record data. In the work to be reported here, we also estimate
the spectrum of the glottal source, but rather than filtering
out the effects of the vocal tract filter, we take them into
account in our analysis. Besides avoiding the problems of
inverse filtering, we are able to examine the effect of the
glottal source on the filter, especially its bandwidths, thus
gaining further information about the glottal configuration.

The contributions of this work are several. First, it adds
to research efforts aimed at finding quantitative measures
that describe dimensions along which normal voices vary
across speakers. It also contributes to the analysis, synthesis,
and modeling of female voice and speech. In addition, the
work may have clinical applications.

We begin the next section by reviewing the theoretical
basis for measurements made on the speech spectrum and
waveform. As a result of this theoretical development, sev-
eral measures of glottal characteristics are suggested. Acous-
tic data for 22 female speakers are then given, and we at-
tempt to interpret these data in terms of the theoretical
models and to classify individual differences based entirely
on the inferences derived from the measurements of sound
pressure.

I. THEORETICAL BACKGROUND

In this section we discuss several ways in which the
configuration of the vocal folds and glottis may vary during
vowel production. Specifically, we consider four types of
configurations:~1! the arytenoids are approximated and the
membranous part of the folds close abruptly;~2! the
arytenoids are approximated, but the membranous folds
close nonsimultaneously along the length of the folds;~3!
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there is a posterior glottal opening, or ‘‘chink,’’ at the
arytenoids that persists throughout the glottal cycle, but the
folds close abruptly;~4! a posterior opening extends into the
membranous portion of the folds throughout the glottal
cycle, forcing the folds to close nonsimultaneously. Through
a combination of observation and modeling, we suggest sev-
eral ways in which these various configurations affect the
glottal airflow and are manifested in the speech spectrum or
waveform. Note that there may be other glottal configura-
tions in addition to the four that we consider.

A. Complete glottal closure during a vibratory cycle

For the case in which the glottis closes completely dur-
ing a part of the glottal cycle, the glottal waveform can show
several kinds of differences from one individual to another.
For example, if a speaker modifies her production such that it
results in a glottal waveform with a larger open quotient but
the same rate of decrease of volume velocity at closure, the
spectrum of the source undergoes a change only at low fre-
quencies, with essentially no change in the spectrum ampli-

FIG. 1. Waveforms and spectra of the periodic glottal volume-velocity source corresponding to various manipulations of the glottis. The fundamental
frequency is in the range for an adult female speaker. Panels~a!, ~c!, and~e! show spectra and derivatives of the volume-velocity sources, while panels~b!,
~d!, and~f! show the spectra of the vowel /,/ synthesized using those volume-velocity sources.~a!–~b!: Open quotient~OQ! is 30%, additional spectral tilt
~TL! is zero;~c!–~d!: OQ is 70%, TL is zero;~e!–~f!: OQ is 70%, TL is 15 dB~i.e., spectrum is 15 dB lower at 3 kHz!. The waveforms were generated with
the KLSYN88 synthesizer~Klatt and Klatt, 1990!.
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tude at high frequencies~Klatt and Klatt, 1990!. Figure 1~a!
and ~c! shows the derivatives of the volume-velocity
waveform1 and the spectra of these derivatives for two syn-
thesized waveforms2 having different values of open quotient
~OQ! ~30% and 70%, respectively!. When open quotient var-
ies from 30% to 70%, the amplitude of the first harmonic
relative to that of the second (H1–H2) changes by about 10
dB. Figure 1~b! and ~d! shows spectra for the vowel /,/
synthesized using these glottal waveforms. The difference
between the values ofH1–H2 that were observed in the
glottal spectra is also evident in the spectra of the synthe-
sized vowels. Other researchers have usedH1–H2 as an
indication of open or adduction quotient~see, for example,
Holmberget al., 1995!.

The spectrum of the derivative of the glottal waveform
at middle and high frequencies, when the derivative has a
discontinuity at the time of closing, has a downward slope of
6 dB/octave. This spectrum is influenced by the abruptness
with which the flow is cut off when the membranous part of
the vocal folds closes during the vibration cycle. This abrupt-
ness can be affected in two ways, for a given open quotient,
when there is complete closure of the glottis during some
part of the vibratory cycle~Fantet al., 1985; Klatt and Klatt,
1990!. One mechanism that leads to a change in abruptness
is a glottal closing that does not occur simultaneously at all
points along the anterior–posterior length of the vocal folds.
Closing is a type of ‘‘zipper’’ action, with initial closure at
the anterior end of the glottis and the closure sliding back
along the length of the glottis~cf. Ananthapadmanabha,
1993!. This type of closure leads to a more gradual cutoff of
flow, resulting in a derivative of the glottal waveform that
does not have a discontinuity. As illustrated with synthesized
glottal waveforms in Fig. 1~e!, the effect on the spectrum is
to introduce an additional downward tilt, or slope, at high
frequencies. If we defineTD as the time from initiation of the
anterior closure to the time of closure at the posterior end,
and if we approximate the gradual cutoff as an exponential,
then a reasonable approximation to the time constantT of
this exponential is roughly one-half of the time of the sliding
closure,3 that is,

T'
TD
2
. ~1!

The breakpoint for the change in spectral slope is then given
by

f T5
1

2pT
5

1

pTD
. ~2!

Above this frequency, the slope of the spectrum of the de-
rivative of the waveform increases to 12 dB/octave if an
exponential approximation is assumed~see, for example,
Siebert, 1986!. For f T less than about 2000 Hz, the resulting
increase in the tilt at 2750 Hz, an average location ofF3 for
female speakers, is

20 log10
2750

f T
. ~3!

For example, ifTD is 0.5 ms,f T is 637 Hz, and the increase
in tilt at 2750 Hz is 13 dB. Likewise, ifTD is 1.0 ms, the

increase in tilt at 2750 Hz is 19 dB. The glottal waveform of
Fig. 1~e! is synthesized such that the amplitude of the source
spectrum at 3000 Hz~H3000! is 15 dB lower than the spectra
in Fig. 1~a! and ~c!. The spectrum of a vowel synthesized
using the glottal waveform of Fig. 1~e! is shown in Fig. 1~f!.
Note that the amplitude of the third formant (A3) drops by
about 15 dB compared with the spectrum in Fig. 1~d!. Thus,
the amplitude of the third formant relative to that of the first
harmonic (H1–A3) appears to be a reasonably accurate in-
dication of source spectral tilt, except ifH1 is weak, as in
Fig. 1~b!. Holmberget al. ~1995! have also used this mea-
surement as an indication of how abruptly airflow is cut off.

Another way in which the abruptness at closure can be
influenced is by manipulating the rate of decrease of flow at
the instant of closure. For a given open quotient, this rate of
decrease is related to the amount of skewness of the glottal
pulse, as shown with synthesized glottal waveforms in Fig.
2~a! and~b!. As the slope of the closing phase becomes faster
relative to the slope of the opening phase, the spectrum am-
plitude at middle and high frequencies increases relative to
the amplitude at low frequencies. In this example, the differ-
ence between the amplitudes of the first harmonic (H1) and
the harmonic at 3000 Hz~H3000! increases by about 10 dB
with a change in speed quotient from 140% to 320%. Speech
spectra corresponding to these glottal waveforms are shown
in Fig. 2~c! and~d!, and again, the differenceH1–A3 for the
two spectra provides an indication of tilt.

The amplitude of the third formant is also influenced by
other factors, one being the locations ofF1 andF2. Another
is that the bandwidth ofF3 is affected by the radiation char-
acteristic to a greater extent than are the lower formants, and
the degree of this influence varies with the configuration of
the vocal tract for the vowel. Corrections must be made for
these effects if values ofA3 are to be compared across vow-
els or speakers. Finally, the value ofA3 will vary depending
on whether or notF3 is centered on a harmonic. A minimum
value ofH1–A3 that can be expected for a neutral vowel
with equally spaced formants when there is no additional
spectral tilt due to nonabrupt airflow cutoff has been esti-
mated to be about 9 dB for female speakers~Hanson, 1995!,
based on calculations made with the KLGLOTT88 source
model ~Klatt and Klatt, 1990!.

B. Incomplete glottal closure during a vibration cycle

Glottal configurations exhibiting an airflow bypass can
modify the spectrum of the glottal waveform and the transfer
function of the vocal tract relative to those that would exist
for the configuration in which the entire glottis is closed over
part of the cycle of vibration. In this section we show that
among the modifications introduced are:~1! an increase in
the bandwidth of the first~and possibly the second! formant;
~2! an increase in the tilt of the glottal spectrum at high
frequencies; and~3! emergence of a turbulence noise source
in the vicinity of the glottis that may be comparable in am-
plitude~at high frequencies! to the spectrum amplitude of the
periodic source.

Cranen and Schroeter~1995! have also studied the
acoustic consequences of glottal openings. Although their
model exhibits an increase in source spectral tilt only when
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the vocal processes are abducted, we show that all of the
above-mentioned acoustic manifestations occur whether the
bypass is a glottal chink or an abduction extending beyond
the vocal processes. However, the second of these properties,
an increase in tilt, is expected to be more marked when there
is also abduction of the arytenoids at the vocal processes.

1. Effect on first-formant bandwidth

Formant bandwidths are related to the rate of acoustic
energy loss in the vocal tract. The energy losses in the fre-
quency range of the first formant come from several sources,
including the resistance of the yielding walls of the vocal
tract, and heat conduction and frictional losses at the walls.
In earlier work ~House and Stevens, 1958; Fant, 1962;
Fujimura and Lindqvist, 1971!, bandwidths due to vocal-
tract losses were measured by exciting a subject’s vocal tract
while the subject held his or her glottis closed. A first-

formant bandwidth of 40–95 Hz was found for female
speakers in the closed glottis condition~Fujimura and
Lindqvist, 1971; Fant, 1972!. When the glottis is open and
there is airflow through it, the glottal resistance can contrib-
ute further energy loss, particularly at low frequencies, thus
adding significantly to the first-formant bandwidth. House
and Stevens~1958! also measured bandwidths for the open
glottis condition for their male subjects, and found that band-
width did indeed increase under this condition. In fact, mea-
surement of theF1 bandwidth can provide an indirect indi-
cation of the degree to which the glottis fails to close
completely during a cycle of glottal vibration.

Bandwidths, particularly the first-formant bandwidth
(B1), can also be estimated from the speech waveform. If
the F1 oscillation is assumed to be of the form
e2at cos 2p f t, that is, a damped sinusoid, wheref is the
frequency of the first formant, then the constanta ~in s21! is

FIG. 2. Waveforms and corresponding spectra of the derivative of the periodic glottal volume-velocity source with different speed quotients~SQ!, the speed
of the closing phase relative to that of the opening phase.~a! Skewing of waveform decreased to give a SQ of 140%;~b! SQ is 320%;~c! The vowel /,/
synthesized with the glottal waveform of~a!; ~d! The vowel /,/ synthesized with the glottal waveform of~b!.
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related to the bandwidthB1 by the equationB15a/p Hz
~see, for example, Siebert, 1986!. Then by measuring the
decay rate of the first-formant waveform during the early
part of the glottal period, where the glottal area is expected
to be smallest, one can estimate the first-formant bandwidth.
Care must be taken to avoid the initial excitation spike when
using this method, although bandpass filtering to isolate the
first-formant waveform may alleviate this problem. To ob-
tain an accurate estimate, there must be a high enough first-
formant frequency and a long enough pitch period to get at
least two oscillations during the closed part of the cycle.

As an example of howF1 bandwidth is manifested in
the acoustic sound pressure, waveforms of the radiated sound
pressure for the vowel /,/ produced by two different female
speakers are shown in Fig. 3~a! and ~c!. The sound-pressure
waveform during the initial part of each glottal period is a
damped oscillation, the largest component of which is at the
frequency of the first formant. The increased rate of decay of
theF1 oscillation during the last part of each cycle@particu-
larly in Fig. 3~c!# reflects the increased losses at the glottis,
and hence the increased bandwidth, during the open phase
~Fant, 1979!. If the glottis remains open throughout the cycle
of vibration, the decay rate during the first part of the glottal
cycle will also be increased relative to that for the closed-
glottis condition. For the waveforms in Fig. 3, the first-
formant bandwidths during the first part of the cycle, as es-
timated from the decay rate, are about 60 Hz for~a! and 275
Hz for ~c!.

Another indication ofF1 bandwidth is the amplitude of
theF1 peak in the speech spectrum. As predicted by theory,

this amplitude should be proportional to the inverse of the
bandwidth. Given the bandwidths estimated for the wave-
forms in Fig. 3, we might expect a difference in relative
amplitudes of theF1 peaks in the corresponding spectra to
be about 12 dB. From the spectra in Fig. 3~b! and~d!, we see
that the larger bandwidth in~c! results in a reducedF1 peak
amplitude, making the peak less prominent relative to the
amplitude of the first harmonic. The values ofH1–A1 for
these two spectra are about210 dB for ~b! and 4 dB for~d!,
resulting in a difference of about 14 dB between the two
spectra, close to that predicted. This difference is mainly due
to the difference in first-formant amplitude (A1), but is also
partially due to the variation in the relative value ofH1
across the two speakers.

This example suggests that the amplitude ofF1 relative
to that of the first harmonic (H1–A1) may also be a suitable
indication of bandwidth. However, this method gives an av-
erage bandwidth over the entire glottal cycle, including those
times when the glottis is open. During the open phase both
F1 and its bandwidth increase. Thus, this method may give a
larger value of bandwidth than that estimated from the wave-
form near the beginning of the glottal cycle. Variation across
speakers in the relative amplitude of the first harmonic will
also add some uncertainty to this acoustic parameter. In ad-
dition, A1 will vary depending on whether or notF1 is
centered on a harmonic. The values expected forH1–A1
have been estimated to range from a minimum of about211
dB to a maximum of 5 dB for female speakers~Hanson,
1995!, based on theoretical analysis using the KLGLOTT88
glottal source model~Klatt and Klatt, 1990! and the range of

FIG. 3. Examples of waveforms and spectra of the vowel /,/ produced by two different adult female speakers. The waveforms illustrate decay rates that are
~a! slow and~c! rapid, corresponding to narrow and wide first-formant bandwidths, respectively. As estimated from the decay of the speech waveform, the
bandwidths during the first part of the cycle are about 60 Hz for~a! and 275 Hz for~c!. From the corresponding spectra in~b! and~d!, we see that a narrow
first-formant bandwidth results in a stronger, more prominent first-formant peak.
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minimum flows reported by Holmberget al. ~1994a!.
The estimate of bandwidth based on the decay of theF1

oscillations can be used to estimate the area of the glottis
during the maximally constricted part of the cycle. Theoreti-
cal estimates of the contribution of the glottal opening to the
bandwidthB1 of the first formant can be made by calculat-
ing the value of the resistive termination at the glottis and
determining the acoustic energy loss in this resistance~Fant,
1960!. An equivalent circuit for calculating the losses is
given in Fig. 4. The glottal impedance is represented by an
acoustic resistance and an acoustic mass. If we assume that
the glottis terminates a uniform vocal tract of lengthl v and
cross-sectional areaAv , the contributionBg to the bandwidth
of a formant is

Bg5
rc2

pAvl vRch~114p2f 2M ch
2 /Rch

2 !
, ~4!

wherer is the density of air in the vocal tract~g/cm3!, c is
the speed of sound~cm/s!, f is the formant frequency~Hz!,
Rch is the glottal resistance due to the chink~dyn s/cm5!, and
M ch is the acoustic mass of the glottal chink~g/cm4!
~Stevens, in preparation!. From this equation we see that, for
a given glottal opening, asf increases,Bg decreases, so the
glottal opening has its greatest effect on the bandwidth of
F1.

Assuming that the pressure drop across the glottis is
equal to the subglottal pressurePs , it has been shown that

Rch5
dDP

dUch
'

rUch

Ach
2 ~5!

and

Uch5AchA2Ps

r
, ~6!

whereUch is the airflow through the glottal chink andAch is
the area of the chink~Fant, 1960!. M ch can be expressed as

M ch5
r l g
Ach

, ~7!

wherel g is the vertical thickness of the glottis~Fant, 1960!.
Thus, for a given subglottal pressure and thickness of the
glottis, we can calculateBg and Uch as functions ofAch,
using Eqs.~4!–~7!. Table I lists a range ofAch values and the
corresponding values ofBg , B1, and Uch, where
B15Bg1Bv , Bv being theF1 bandwidth due to vocal-tract
losses~with a closed glottis!. For /,/, Bv is approximately 50
Hz for female speakers of Swedish~Fujimura and Lindqvist,

1971; Fant, 1972!. From this table we see that bandwidth
incrementsBg up to 200 Hz might be expected for glottal
openings in the range up to 8 mm2, when the subglottal pres-
surePs is assumed to be 5500 dyn/cm

2. This minimum open-
ing corresponds to a minimum flow of about 249 cm3/s,
which is about the upper limit observed by Holmberget al.
~1994a! for 15 female speakers of American English.

2. Effect on spectral tilt

When there is a glottal chink with the arytenoid carti-
lages approximated at the vocal processes, the pattern of me-
chanical vibration of the vocal folds should be approximately
the same as it is when there is no glottal chink. The shape of
the airflow waveform will, however, be influenced by the
bypass through the interarytenoid space, particularly at the
time when the vocal folds come together. Although there
may be a discontinuity in the rate of closure of the glottis, the
acoustic mass of the airway and the presence of the bypass
path prevent this discontinuous change from being present in
the modulated portion of the glottal airflow.

The glottal flow in the vicinity of the time of closure
when there is a glottal chink can be approximated by the
response of the circuit model in Fig. 5. When the switch is
closed, the circuit represents the case where the glottis is

FIG. 4. Model of speech production when the membranous part of the folds
have come together, but an opening remains at the arytenoid cartilages, the
vocal processes, or both.Rch andM ch represent the resistance and mass of
the glottal opening,Us the volume velocity at the source, andUm the vol-
ume velocity at the mouth.

TABLE I. Range of glottal chink areas~Ach! and corresponding estimations
of: glottal contribution to first formant (Bg); bandwidth of first formant
(B1); flow through chink~Uch!; time constant (T) of the rate of change of
flow near closure; and resulting increase in spectral tilt at 2750 Hz. We
assume a subglottal pressure of 5500 dynes/cm2, and vocal tract losses of 50
Hz. See text for equations forBg , Uch , andT.

Ach

~cm2!
Bg

~Hz!
B1
~Hz!

20 log10B1
~dB!

Uch

~cm3/s!
T

~ms!
Tilt
~dB!

0.00 0 50 34 0 0 0
0.01 25 75 38 31 0.13 7
0.02 50 100 40 62 0.16 9
0.03 76 126 42 93 0.20 11
0.04 101 151 44 124 0.23 12
0.05 126 176 45 155 0.27 13
0.06 151 201 46 186 0.30 14
0.07 176 226 47 217 0.33 15
0.08 202 252 48 249 0.37 16
0.09 227 277 49 280 0.40 17
0.10 252 302 50 311 0.43 18

FIG. 5. Model of glottal flow when a fixed opening remains at the arytenoid
cartilages during the ‘‘closed’’ phase of the glottal cycle. When the switch is
closed the situation just prior to closure is modeled. At closure, the switch
opens, and the rate of change of flow is limited by the time constant of the
circuit. In this figure,Ps represents the subglottal pressure andU the glottal
flow. Rt andMt are the acoustic resistance and mass of the trachea, whileRv
andM v are those of the vocal tract.Rm andMm are the acoustic resistance
and mass of the opening at the membranous part of the vocal folds, andRch

andM ch are those of the glottal chink.
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open at the folds, and there is flow in both branches of the
circuit, giving a total flowU. The closure of the folds is
modeled by the sudden opening of the switch. Thus, the rate
of change of flowU at the instant of closure is limited by the
time constantT5M /Rch, M representing the acoustic mass
of the air in the trachea (Mt), glottal chink (Mc), and vocal
tract (M v),

M5Mt1Mc1M v5rS l tAt
1

l g
Ach

1
l v
Av

D ~8!

~Stevens, in preparation!, where l t is the length of the tra-
chea,At is the cross-sectional area of the trachea,l g is the
effective vertical length of the glottis,Ach is the cross-
sectional area of the glottal chink,l v is the length of the
vocal tract, andAv is the cross-sectional area of the vocal
tract.Rch is the acoustic resistance of the glottal chink, and
we have assumed that the acoustic resistance of the trachea
and the vocal tract are negligible in comparison toRch. The
length and cross-sectional area of the trachea are about 11
cm and 2 cm2, respectively, for females~Zemlin, 1988!, and
l g is about 0.3 cm~based on data from Titze, 1989a, 1989b,
and taking into account end effects!. If we assume a vocal
tract in a neutral setting, with a lengthl v of 15 cm and
cross-sectional areaAv of 3 cm2, then

M'rS 10.51 0.3

Ach
D . ~9!

Using Eqs.~5! and ~6!, the time constant is then

T5
M

Rch
5A r

2Ps
~10.5Ach10.3!. ~10!

This time constant leads to an additional 6 dB/octave tilt
in the spectrum at high frequencies~cf. Siebert, 1986!, with
the extra tilt beginning at a frequencyf T51/2pT. This
breakpoint can be translated into a measure of the number of
decibels reduction in spectrum amplitude at 2750 Hz, which
is approximately the frequency of the third formant for a
female speaker. Table I summarizes some time constantsT
and the corresponding increases in spectral tilt that might be
expected for a range of glottal chink areas. Based on mini-
mum airflows measured from inverse-filtered waveforms
~Holmberg et al., 1994a! which have a range up to 256
cm3/s, the maximum increase in tilt that one should expect
due to a glottal chink is about 16 dB.

When the arytenoid cartilages remain abducted at the
vocal processes throughout the glottal vibration cycle, the
membranous part of the folds does not close abruptly, but
rather closes nonsimultaneously along the length of the glot-
tis. As discussed in Sec. I A, this nonabrupt closing can con-
tribute significantly to the spectral tilt at mid to high frequen-
cies, depending on the time it takes for the folds to close.
With a glottal configuration that has both a fixed space be-
tween the arytenoids and some separation at the vocal pro-
cesses, the effect on the spectral tilt in the third-formant fre-
quency region could be considerable. Thus, depending on the
positioning of the arytenoids, including the vocal processes,
during phonation, one might expect variations in theF3

FIG. 6. ~a!–~b! Spectra of the vowel /,/ produced by two adult female speakers with different amounts of spectral tilt. Time window for calculating spectrum
is 22.3 ms;~c!–~d! Bandpass-filtered third-formant waveforms corresponding to the spectra in~a!–~b!. The center frequency of the filter was 2525 and 2650
Hz for ~c! and ~d!, respectively, and the bandwidth was 600 Hz for both~c! and ~d!.
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range of the high-frequency spectrum that are substantially
greater than 16 dB.

Examples of spectra for the vowel /,/ produced by two
different female speakers are displayed in Fig. 6~a! and ~b!.
These spectra illustrate two extremes of spectral tilt. As dis-
cussed in Sec. I A, the amplitude of the first harmonic rela-
tive to that of the third-formant peak (H1–A3) may be a
suitable acoustic correlate of spectral tilt, if certain correc-
tions are made. The values ofH1–A3 in these two examples
are 6 and 23 dB.

3. Turbulence noise at the glottis

Another acoustic consequence of a glottal opening is the
generation of turbulence noise in the vicinity of the glottis. It
is possible to make estimates of the amplitude and the spec-
trum of the turbulence noise source at the glottis when the
glottal area and the transglottal pressure are known~Shadle,
1985; Stevens, 1993!. We can then compare the spectrum of
the periodic glottal source to the effective spectrum of the
noise source.

When there is vocal-fold vibration with a relatively
small glottal opening during half of the cycle, the compari-
son of the periodic and noise source spectra is shown by the
solid lines in Fig. 7. These source spectra are the result of
calculations based on theoretical and experimental data from
turbulence noise sources and from periodic glottal sources
~Shadle, 1985; Stevens, 1993!. During phonation both of
these sources are filtered by essentially the same vocal-tract
transfer function to yield formant prominences. The ratio of
the amplitude of the harmonics at 3 kHz to the noise ampli-
tude in a 50-Hz band at the same frequency is 17 dB. Over
the entire frequency range up to 5 kHz the noise spectrum is

well below the spectrum of the periodic source, so that the
combined spectrum is expected to show well-defined har-
monics.

When the minimum glottal opening becomes larger, the
spectra given by solid lines in Fig. 7 change in two ways.
The spectrum amplitude of the periodic component becomes
weaker at high frequencies, as noted in Sec. I B 2, and the
amplitude of the turbulence noise increases because of the
increased flow.4 For a given subglottal pressure, the ampli-
tude of the turbulence noise source at the glottis is expected
to increase approximately in proportion toAg

0.5, whereAg is
the average glottal area during a cycle of vibration~Stevens,
1971!. The two spectra now have the form given as dashed
lines in Fig. 7, with the noise spectrum being comparable to
the periodic spectrum at high frequencies.

Figure 6~a! and~b! shows the effect of turbulence noise
at the glottis in the spectra of natural vowels. The harmonic
structure of the spectrum in Fig. 6~b!, which has a more
extreme tilt, is less apparent at high frequencies~2.5 kHz and
above! than that of Fig. 6~a!, presumably because of the ef-
fect of the aspiration noise. The influence of aspiration noise
can also be seen by examining a vowel waveform when it is
bandpass filtered atF3, with a bandwidth of 600 Hz. The
two F3 waveforms corresponding to Fig. 6~a! and ~b! are
displayed in Fig. 6~c! and ~d!. The waveform in Fig. 6~c!,
while showing signs of noise excitation, still has a strongly
periodic nature. However, the waveform in Fig. 6~d! shows
mainly noise, and less evidence of periodic excitation.

Numerous researchers have developed objective mea-
sures of the noise present in the speech waveform during
glottal vibration ~see, for example, Yumotoet al., 1982;
Ladefoged and Anton˜anzas-Barroso, 1985; Kasuyaet al.,
1986; Klingholz, 1987; de Krom, 1993; Hillenbrandet al.,
1994; Moriet al., 1994!. Usually these methods involve iso-
lating the periodic component of the speech waveform from
the noisy component. This separation can be done through
spectral- or cepstral-based analysis, or through comparison
of pitch periods in the time domain, measuring the differ-
ences between pitch periods that result from the statistical
variability of noise. However, as pointed out by Ladefoged
and Antoñanzas-Barroso~1985!, these methods do not mea-
sure just the noise that is due to an aspiration source, but
rather the noise that results from a combination of factors.
These other factors include jitter and shimmer. Their solution
was to use onlypart of a vibratory cycle and compare it with
the corresponding part of the next cycle. However, unless the
fundamental frequency is an exact multiple of the sampling
period, even a perfectly periodic waveform will appear ape-
riodic, due to frequency components near the Nyquist fre-
quency that are represented by only a few samples~Klatt and
Klatt, 1990!. This source of variation can only be remedied
by significant oversampling.

Klatt and Klatt ~1990! used another technique to esti-
mate aspiration noise, avoiding the inclusion of noise due to
other factors. In this method, the amount of aspiration noise
in relation to the periodic component is estimated subjec-
tively by examining the bandpass-filtered waveform in the
F3 region, such as those in Fig. 6~c! and ~d!. It is also pos-
sible for an observer to make estimates of the amount of

FIG. 7. Calculated spectra and relative amplitudes of periodic volume-
velocity source and turbulence-noise source for two different glottal con-
figurations: a configuration in which the glottis has a relatively small mini-
mum opening over one-half of the cycle~solid lines!, and a configuration for
which the minimum glottal opening has increased~dashed lines!. The spec-
trum for the periodic component gives the amplitudes of the individual
harmonics. The noise spectrum is the spectrum amplitude in 50 Hz bands.
The calculations are based on theoretical models of glottal vibration and of
turbulence noise generation~Stevens, 1993; Shadle, 1985!. ~From Stevens
and Hanson, 1995 and Stevens, in preparation.!
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noise in a spectral representation, such as those of Fig. 6~a!
and ~b!. The observer makes estimates of the amount of
noise on a scale from 1 to 4, where 1 means there is essen-
tially no evidence of noise interference and 4 means that
there is little evidence of periodicity. Separate estimates are
made from the waveform and from the high-frequency part
of the spectrum.

II. EXPERIMENTAL DATA

Based on the theoretical discussion of Sec. I, we sug-
gested several measures that can be made directly on the
spectra and waveforms of natural vowels and that may give
some indication of the vocal-fold and glottal configuration
during vowel production. The theory predicts relationships
between these measures in some cases, particularly under
conditions where the glottis does not close completely during
some part of the vibration cycle. For example, we see in
Table I that as the area of the glottal chink increases, both the
F1 bandwidth and the spectral tilt are expected to increase,
and we also expect the strength of the noise source to in-
crease. In this section we describe data collected from a
group of female speakers, and we attempt to interpret these
data in terms of the theoretical models, using the proposed
acoustic parameters.

A. Speakers and speech material

We collected recordings of a number of utterances from
22 adult female subjects. Subjects were recruited from the
Speech Communication Group at MIT and a group of speech
pathology students at Massachusetts General Hospital. The
age and dialect history of each subject are listed in Table II.
The speakers showed no evidence of voice or hearing prob-
lems, and all were native speakers of American English.
Eleven speakers had experience being subjects for speech

production experiments. The speakers had a wide range of
dialects, but nearly half of the group grew up in New En-
gland. Subjectively, the vowel qualities produced were quite
similar to one another, with a few exceptions for /,/.

The utterances consisted of three nonhigh vowels, /,, },
#/, embedded in the carrier phrase ‘‘Say bVd again.’’ These
vowels were chosen because the first formant is well sepa-
rated from the first harmonic, simplifying the acoustic mea-
sures to be described below. The recordings were made in a
sound-isolated chamber. The subjects were instructed to
speak naturally and to put emphasis on the word /bVd/. Each
utterance was repeated five times, with the 15 sentences pre-
sented in random order during a single session. All the utter-
ances were low-pass filtered at 4.5 kHz, digitized with a
sampling rate of 11.4 kHz, and stored for further analysis.

B. Measurements

The acoustic measurements described in Sec. I were ex-
tracted from these utterances in the following manner:

First-formant bandwidths.For all repetitions of the
vowel /,/ the first-formant bandwidth during the initial part
of the glottal cycle was estimated from the rate of decay of
the waveform. Analysis was restricted to /,/ because its first
formant is usually high enough to get at least two oscillations
during the closed part of the glottal cycle, and the second
formant is well separated from the first. The rate of decay
was determined from the change in the peak-to-peak ampli-
tude in the first two cycles of theF1 oscillation. Estimates
were made for eight consecutive pitch periods in a relatively
stable portion of the vowel, generally at the middle. To re-
duce interference by the second formant, the waveforms
were bandpass filtered with a filter having a bandwidth of
600 Hz centered at the first formant frequency. These 40
estimates were then averaged to obtain a mean value for each
speaker.

H1* –H2* . The difference between the amplitudes of
the first and second harmonics was measured for all repeti-
tions of all three vowels. For /,/, H1–H2 was measured
from the spectrum obtained by centering a 22.3-ms Ham-
ming window during the initial part of the glottal cycle, at
the eight points where theF1 bandwidth was estimated. For
/#/ and /}/, the measurements were taken at three points in
midvowel, 20 ms apart, where the formants were relatively
stable. Corrections were made for the amounts by whichH1
andH2 are ‘‘boosted’’ by the effect of the first formant on
the vocal-tract transfer function,5 yielding the measure
H1* –H2* . This corrected measure can be compared across
vowels and across speakers. The values for each repetition
were averaged to obtain a mean value for each vowel for
each speaker.

H1* –A1. The difference between the~corrected! am-
plitude of the first harmonic and the amplitude of the first
formant peak (A1) was measured.A1 was estimated by
measuring the amplitude of the strongest harmonic of theF1
peak. The measurements were taken at the same points as
those forH1* –H2* , and similarly, average values were
computed for the three vowels for each speaker.

H1* –A3* . The difference between the amplitudes of
the first harmonic and the third formant peak (A3) was mea-

TABLE II. Dialect history of the 22 female subjects, age 0–12 years.

Age Dialect history

F1 30 Massachusetts~north shore!
F2 22 Rhode Island
F3 27 0–5 North Carolina; 5–6 Brussels; 6–12 Zaire
F4 38 New York; Illinois; Maryland
F5 44 St. Louis, MO
F6 36 Atlanta, GA
F7 25 Virginia; California
F8 23 Massachusetts
F9 32 Schenectady, NY
F10 41 Massachusetts
F11 30 Attleboro, MA
F12 22 0–8 California; 8–12 New Hampshire
F13 31 Southeastern Connecticut
F14 14 0–3 western Missouri; 3–5 eastern Pennsylvania; 5–12

southeastern Iowa
F15 27 Massachusetts
F16 37 0–3 Queens, NY; 3–12 Long Island, NY
F17 30 Massachusetts
F18 38 Buffalo, NY
F19 30 Haverhill, MA
F20 26 0–3 New York, NY; 3–8 Haiti; 8–12 Brockton, MA
F21 37 0–6 Arkansas; 6–7 Berkeley, CA; 7–8 Arkansas; 8–12

Missouri
F22 49 0–3 Syracuse, NY; 4–12 Philadelphia, PA
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sured. As was done forA1, A3 was estimated using the
strongest harmonic of theF3 peak.H1 was corrected as
above, andA3 was corrected for the effect ofF1 andF2 on
the spectrum amplitude of the third formant.6 For this nor-
malization neutral first and second formant frequencies were
set to 555 and 1665 Hz, respectively, based on the average
third-formant frequency measured for all speakers. As men-
tioned in Sec. I A,A3 is also dependent on the bandwidth of
F3. House and Stevens~1958! measuredF3 bandwidths of
male speakers of English for /,, #, }/ to be 103, 64, and 88
Hz, respectively. In dB this means that /,/ is expected to
have anF3 amplitude that is 4 dB less than that of /#/, while
that for /}/ is 3 dB less. For females speakers, the bandwidth
values will be higher, but because data are not available for
these vowels for female speakers, we made corrections based
on the male data. This use of male data should result in
minimal error because the ratios of the bandwidths are used
to compute the difference in dB and these ratios are not
expected to differ greatly across gender. Thus, the value of
A3 measured for each token of /,/ and /}/ was increased by
4 and 3 dB, respectively. The combination of these two cor-
rections, for the location ofF1 andF2 and for theF3 band-
width, yields a normalizedH1* –A3* .

Noise ratings.All repetitions of the three vowels were
bandpass filtered around the third formant using a filter hav-
ing a bandwidth of 600 Hz. The bandpass-filtered waveforms
and the speech spectra corresponding to the speech segments
used in the previously described measures were given ratings
for noise, as described in Sec. I B 3 and in Klatt and Klatt

~1990!. These judgments were made independently by two
judges, who did not know which waveforms or spectra cor-
responded to which speaker. Their average ratings were
highly correlated~r.0.92! and were averaged to obtain two
noise judgments for each speaker, one based on the wave-
forms and the other on the spectra. The waveform-based rat-
ings were found to be well correlated with the spectrum-
based ratings.

C. Results

1. Mean values

The mean values of the acoustic parameters for each
speaker are summarized in Tables III–V. Minimum and
maximum values for each measure across speakers are given
in boldface in these tables.H1* –H2* has a range of about
10 dB.H1* –A3* has a range of about 26 dB, indicating a
wide variation in spectral tilt among the subjects. This large
range of spectral tilt is assumed to be a consequence of the
presence of a glottal chink or nonsimultaneous closure along
the length of the glottis, or both, for some speakers. The
minimum value of tilt is 8.6 dB, about what might be ex-
pected for the case where there is complete, abrupt glottal
closure during some part of the glottal cycle~see Sec. I A!.
The range ofH1* –A1 is 16 dB, as predicted earlier, and the
minimum and maximum values are very close to those pre-
dicted in Sec. I B 1:211 and 5 dB. The range of values
obtained suggests that first-formant peaks vary from being
very prominent for some speakers to being highly damped
for others, although part of this range can be due to variation

TABLE III. Average values of the acoustic parameters for the vowel /,/, 22
female speakers, whereH1* –H2* , H1* –A1, andH1* –A3* are given in
dB, Nw andNs are the waveform- and spectra-based noise judgments, and
B1 is the bandwidth of the first formant, given in Hz. Numbers in boldface
represent maxima or minima for each measure across speakers. The mean
values and average standard deviations across speaker are also given.

Subject H1* –H2* H1* –A1 H1* –A3* Nw Ns B1

F1 3.5 20.2 30.7 3.0 2.8 194
F2 1.7 0.4 32.2 2.8 2.9 244
F3 4.4 28.0 32.1 2.7 2.8 94
F4 1.6 25.7 13.0 1.6 1.6 209
F5 5.4 2.2 35.0 3.8 2.7 245
F6 2.4 25.5 23.0 1.1 1.1 153
F7 3.8 21.3 31.3 3.1 3.1 150
F8 2.1 23.7 32.6 2.9 2.7 97
F9 2.8 27.2 16.8 1.2 1.2 104
F10 5.0 3.9 26.4 2.2 2.6 184
F11 4.5 24.4 19.5 1.8 2.1 158
F12 0.7 25.6 31.3 2.4 2.2 217
F13 3.8 28.9 19.4 1.7 1.2 53
F14 5.2 211.3 16.3 1.1 1.2 78
F15 6.2 0.3 33.7 3.1 2.4 256
F16 6.8 1.2 30.4 2.3 2.5 132
F17 1.6 22.6 22.0 2.0 1.8 280
F18 4.5 22.2 21.8 2.0 2.5 163
F19 5.4 20.5 24.3 2.0 2.0 166
F20 0.9 26.2 14.7 1.7 1.6 178
F21 0.8 28.5 17.9 1.5 1.4 124
F22 0.6 29.2 20.8 1.4 1.2 149

Mean 3.4 24.2 24.1 2.1 2.1 165
Mean s.d. 1.4 2.3 3.4 0.5 0.5 34

TABLE IV. Average values of the acoustic parameters for the vowel /#/, 22
female speakers, whereH1* –H2* , H1* –A1, andH1* –A3* are given in
dB, andNw andNs are the waveform- and spectra-based noise judgments.
Numbers in boldface represent maxima and minima for each measure across
speaker. The mean values and average standard deviations across speaker
are also given.

Subject H1* –H2* H1* –A1 H1* –A3* Nw Ns

F1 4.8 2.8 26.4 3.0 2.8
F2 1.2 20.3 25.2 2.7 2.9
F3 3.6 21.7 26.0 2.7 2.7
F4 20.7 29.0 10.9 1.8 1.3
F5 3.7 1.5 29.1 2.3 2.4
F6 3.0 26.6 18.9 1.4 1.2
F7 1.8 21.0 28.3 3.2 3.5
F8 3.0 22.7 29.2 2.5 2.3
F9 1.5 26.4 20.6 1.7 1.8
F10 3.1 2.8 24.7 2.4 2.3
F11 3.9 22.9 22.0 1.7 2.1
F12 2.2 25.8 22.9 2.2 1.9
F13 2.7 24.4 15.5 1.4 1.1
F14 5.1 211.9 15.1 1.4 1.3
F15 3.6 24.0 27.2 2.9 2.3
F16 5.8 3.5 24.6 2.0 2.3
F17 1.5 24.0 22.7 2.4 1.7
F18 3.5 22.8 18.5 1.7 2.0
F19 5.0 1.3 34.1 3.5 3.2
F20 20.2 29.9 14.9 1.6 1.7
F21 0.1 26.8 20.5 2.5 1.6
F22 0.3 212.1 14.8 2.1 1.2

Mean 2.6 24.1 22.0 2.2 2.0
Mean s.d. 1.1 1.7 3.3 0.6 0.6
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in the amplitude ofH1 and how wellF1 is centered on a
harmonic across speakers. This range of first-formant ampli-
tudes presumably arises in part due to a range ofF1 band-
widths and in part due to differences in the degree to which
spectral tilt extends to the low-frequency harmonics.

The first-formant bandwidth estimates for /,/ vary from
53 to 280 Hz. For the speaker with the lowest value of band-
width ~53 Hz!, this estimate is about what is expected for the
closed-glottis condition~Fant, 1972!. For speakers with
higher values of bandwidth, losses must exist at the glottis.
Theoretical analysis of glottal losses indicates that a first-
formant bandwidth of 280 Hz corresponds to a minimum
glottal opening of about 0.09 cm2 ~see Table I!, while 75 Hz
corresponds to about 0.01 cm2, so we have a range of esti-
mated glottal chink cross-sectional areas of about 0.08 cm2.
The noise judgments range from 1.0 to 3.8; that is, some of
our speakers show little to no noise in the high-frequency
range, while other speakers have substantial noise.

Because there were only five tokens of each vowel per
speaker, it is difficult to judge the consistency of the speak-
ers. Standard deviations of each measure were computed for
each speaker, and the average value across speakers is given
in the last lines of Tables III–V. We see that the speakers
were generally quite consistent, and there are only small dif-
ferences in consistency across vowel. Given the range of
values observed for each acoustic parameter, the variations
within a speaker do not seem significant.

2. Statistical analysis
All acoustic parameters~exceptB1! were subjected to

repeated measures analyses of variance~ANOVA ! with

vowel ~/,/ vs /#/ vs /}/! as a within-subject factor. The re-
sults are summarized in Table VI. There was a significant
effect for the parametersH1*2H2* and H1*2A3*
@F~2,42!54.04, p,0.05, andF~2,42!55.25, p,0.01, re-
spectively#. However, referring to Tables III–V and compar-
ing mean values across vowel for these two parameters, we
see that, despite the statistical significance, there are only
very small differences~1–2 dB!. Thus, it would seem that
the corrections made toH1, H2, andA3 for vowel quality
~see Sec. II B! were successful in minimizing differences
across vowels.

Table VII shows Pearson product moment correlation
coefficients (r ) for the various measures for each vowel. In
the following discussion we consider a correlation with
r>0.70 to be strong. The strongest correlation was found
between the high-frequency noise ratings and the measure
H1* –A3* ~r>0.79,N522!. As mentioned earlier, this is
not unexpected given that both tilt and noise are expected to
increase with the area of a fixed glottal opening~see Table I
and the discussion in Secs. I B 2 and I B 3!. H1* –A1 tends
to have a strong correlation with the spectra-based noise rat-
ings ~r.0.70,N522 for four out of six correlations!. Again,
this is predicted from earlier discussion~see Table I where
B1 increases withAch!. For the vowels /#/ and /}/,
H1* –A3* is well correlated with H1* –A1 ~r>0.70,
N522!, but the correlation is only moderate for /,/ ~r50.62,
N522!. Finally, the correlation betweenH1* –A1 and esti-
matedF1 bandwidth for /,/ is moderate~r50.61,N522!.

Although one might expect a larger open quotient to
lead to greater losses and noise, due to an increase in average
glottal area, the differenceH1* –H2* is not well correlated
with any other measure~r,0.59,N522!. This result could
be interpreted to mean thatH1* –H2* is not a good indica-
tion of open quotient. However, Holmberget al. ~1995!
found H1* –H2* to be well correlated with the adduction
quotient in simultaneous observations of airflow and acoustic
spectra for female speakers. Assuming that adduction quo-
tient is 1002open quotient,H1* –H2* is then also well
correlated with open quotient. Therefore, our results may in-
dicate that open quotient is nearly independent of other glot-
tal parameters. For example, a speaker may adjust her glottal
configuration in such a way that a larger open quotient re-
sults while the rate of decrease of flow at glottal closure
remains nearly the same. Thus,H1* –H2* would increase
while H1* –A3* remains the same.

Table VIII shows the Pearson product moment correla-
tion coefficients for the three vowels combined. The noise
measures are strongly correlated with the tilt-related measure

TABLE V. Average values of the acoustic parameters for the vowel /}/, 22
female speakers, whereH1* –H2* , H1* –A1, andH1* –A3* are given in
dB, andNw andNs are the waveform- and spectra-based noise judgments.
Numbers in boldface represent maxima and minima for each measure across
speakers. Average values and average standard deviations across speaker are
also given.

Subject H1* –H2* H1* –A1 H1* –A3* Nw Ns

F1 6.3 1.7 28.8 3.2 2.9
F2 1.3 22.0 27.4 2.8 2.1
F3 3.5 23.1 31.9 3.2 3.1
F4 0.9 211.0 8.6 1.7 1.1
F5 5.4 3.7 30.6 3.2 3.0
F6 3.3 29.0 17.3 1.4 1.0
F7 3.1 22.5 27.3 3.6 3.3
F8 2.6 23.8 29.8 2.4 2.2
F9 3.0 24.3 19.9 2.2 1.5
F10 6.5 2.5 22.6 2.7 2.5
F11 4.6 25.8 18.0 1.8 1.7
F12 1.9 25.7 26.0 2.1 1.6
F13 3.0 25.3 16.0 1.6 1.1
F14 4.0 212.4 16.6 1.9 1.2
F15 4.0 21.1 30.2 2.5 1.9
F16 6.9 21.6 29.4 2.9 1.9
F17 2.4 25.3 27.1 2.7 2.3
F18 4.2 23.7 16.5 1.6 1.6
F19 5.1 23.9 32.8 2.8 2.5
F20 20.8 210.3 13.7 1.9 1.4
F21 1.5 25.5 20.4 1.9 1.2
F22 22.6 26.7 15.5 1.7 1.2

Mean 3.1 24.7 22.5 2.3 1.9
Mean s.d. 1.3 1.9 3.4 0.5 0.8

TABLE VI. Results of repeated measures analyses of variance~ANOVA !
performed to examine differences in the acoustic parameters across vowels.
An asterisk~* ! indicates statistical significance at the 0.05 level.

Measure F~2,42! p

H1* –H2* 4.04 ,0.05*
H1* –A1 0.85 .0.1
H1* –A3* 5.25 ,0.01*
Waveform-based noise 1.97 .0.1
Spectra-based noise 2.25 .0.1
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H1* –A3* , and the spectra-based noise measure is strongly
correlated with the bandwidth-related measureH1* –A1. In
addition,H1* –A1 has a good correlation with the measure
H1* –A3* .

D. Interpretation of acoustic measurements

In order to gain a better understanding of the correla-
tions reported in Table VIII, and to perhaps be able to inter-
pret the acoustic measurements in terms of glottal configu-
rations, we examined scatterplots of measures that were well
correlated with each other.

Figure 8 plots the measureH1* –A3* against
H1* –A1. Almost all of the data points withH1* –A1 less
than about26 dB have anH1* –A3* measure less than
about 23 dB, while all of the data points withH1* –A1
greater than about22 dB have anH1* –A3* measure
greater than about 23 dB. Note that the highestH1* –A3*
measure expected for speakers with a posterior glottal open-
ing and simultaneous closure of the membranous part of the
folds is about 25 dB~see Sec. I B 2!. Based on this observa-
tion, we divided the data points into two groups, depending
on whetherH1* –A3* was less than or equal to 23 dB
~group 1! or greater than 23 dB~group 2!. Analysis of the
two groups revealed that for 19 speakers, all three data points
fell into either one group or the other, but not both. Data
points for the other three speakers~F10, F12, F17! fell into
both groups. Because subjects F10 and F12 had only one

point each in group 1, they were assigned to group 2.
Speaker F17 had only one point in group 2, so she was
assigned to group 1.

In Fig. 8 data points for group 1 speakers are represented
by filled circles and those for group 2 are represented by
open circles. The 11 speakers in group 1 have relatively low
values ofH1* –A3* andH1* –A1; that is, speakers in this
group have shallow spectral tilts and prominent first-formant
peaks. Therefore, this group can be hypothesized to have
abrupt glottal closures. Some of these speakers may also
have posterior glottal chinks, leading to a range of
H1* –A3* ~about 15 dB! andH1* –A1 ~about 11 dB!.

Speakers in group 2, indicated by open circles, have
much higher values ofH1* –A3* , that is, steeper spectral
tilts. Because these values are close to or greater than 25 dB,
we surmise that the glottal closure is not simultaneous along

TABLE VII. Pearson product moment correlation coefficients (r ) for the acoustic parameters for each of the
three vowels /,, #, }/. Numbers in boldface represent strong correlations~r.0.70!. The notation n.s. indicates
that a correlation was not significant.N522.

H1* –H2* H1* –A1 H1* –A3* Nw Ns B1

/,/ H1* –H2* 1
H1* –A1 0.47 1
H1* –A3* n.s. 0.62 1
Nw n.s. 0.67 0.87 1
Ns 0.38 0.72 0.82 0.88 1
B1 n.s. 0.61 n.s. 0.45 n.s. 1

/#/ H1* –H2* 1
H1* –A1 0.57 1
H1* –A3* 0.51 0.78 1
Nw n.s. 0.56 0.81 1
Ns n.s. 0.75 0.84 0.83 1

/}/ H1* –H2* 1
H1* –A1 0.59 1
H1* –A3* 0.49 0.70
Nw 0.45 0.71 0.82 1
Ns 0.48 0.73 0.79 0.94 1

TABLE VIII. Pearson product moment correlation coefficients (r ) for the
acoustic parameters for the three vowels /,, #, }/ combined. Numbers in
boldface represent strong correlations~r.0.70!. N566.

H1* –H2* H1* –A1 H1* –A3* Nw Ns

H1* –H2* 1
H1* –A1 0.53 1
H1* –A3* 0.46 0.68 1
Nw 0.30 0.63 0.80 1
Ns 0.40 0.73 0.80 0.86 1

FIG. 8. Relation betweenH1* –A3* andH1* –A1. Each point represents
data for one vowel by one speaker. Data points for group 1 are displayed as
filled circles and data points for group 2 are displayed as open circles~see
text!. A line of slope one has been drawn through the data points for group
1, showing the theoretically predicted relationship between spectral tilt and
the amplitude of the first formant.~After Stevens and Hanson, 1995.!
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the length of the membranous part of the vocal folds and that
incomplete glottal closure also occurs. This nonsimultaneous
closure is probably due to the glottis being abducted at the
vocal processes, although the folds could also close non-
abruptly when the vocal processes are approximated. The
higher values ofH1* –A1 for group 2 speakers are due to
two influences onA1: ~1! the first formant has an increased
bandwidth because there are greater losses associated with
the glottal configuration in which the vocal processes are
abducted, and~2! the spectral tilt is so steep that its influence
extends down into the first-formant range.H1* –A3* does
not appear to be correlated withH1* –A1 for group 2 speak-
ers, possibly because the effect of the nonsimultaneous clo-
sure is independent of the effect of the posterior glottal open-
ing.

From Table I we see that if the bandwidth of the first
formant is expressed on a log~dB! scale, then it should in-
crease with tilt with a slope of 1 for speakers who have
abrupt glottal closure. SinceH1* –A1 is an indicator of
bandwidth andH1* –A3* is an indicator of tilt, a similar
linear relationship should also exist between these two pa-
rameters for speakers with abrupt glottal closure. In Fig. 8 a
line with slope 1 has been drawn through the data and is seen
to fit nicely with the group 1 points. This result is evidence
that group 1 speakers have abrupt glottal closure and poste-
rior glottal openings that range in size across speakers, and
that as first-formant bandwidth increases,H1* –A1 in-
creases.

Figure 9 shows the relation between the two types of
noise judgments and the tilt parameterH1* –A3* . Recall
that there was a high correlation between these quantities.
This figure is also divided into the two groups of speakers of
the previous figure. Speakers with greater degrees of tilt
show greater amounts of noise in their speech signals, as
predicted from the theoretical discussion of Sec. I. A regres-
sion line ~r 250.62! has been drawn through the points in
Fig. 9.

In Fig. 10 the parameterH1* –A1 is plotted againstF1
bandwidth~on a log scale! as measured in the first part of the
glottal cycle (B1) for the 22 speakers producing the vowel
/,/. The data are presented to indicate which points belong
to group 1 and group 2 speakers. A line of slope 1 is drawn
through the data to represent the relationship expected based

on the theoretical development. There is a trend toward a
decrease inF1 prominence~that is, a decrease inA1! as the
F1 bandwidth increases, but the correlation is only moderate
~r50.61, p,0.01!. The relatively weak correlation may be
due to the fact that the prominence ofA1 depends on the
entire glottal cycle, whereas the bandwidth estimateB1 is
based only on the closed~or minimum glottal area! part of
the glottal cycle. Thus,A1 is influenced by the open quotient
and the glottal aperture during the open phase, but the band-
width estimateB1 is not. In addition, other factors, such as
spectral tilt, may reduceA1. In fact, given these influences, it
is not surprising that the group 1 data in Fig. 10 appear to be
better correlated than the group 2 data.

For one speaker~F13! the bandwidth is sufficiently
small ~53 Hz! that complete glottal closure can be assumed
during a portion of the glottal cycle. This speaker is from
group 1. For speakers with higher bandwidth andH1* –A1
measures, it is reasonable to assume that the source of loss is
an incomplete glottal closure. Two speakers from group 2
~F3 and F8! have fairly narrow bandwidths~94 and 97 Hz!,
although this would not be expected given our hypothesis
that group 2 members have abduction at the vocal processes.
TheH1* –A1 measure for these speakers indicates thatA1
is indeed quite prominent, consistent with the narrow band-
width. The findings for these speakers may indicate that their
glottal closure is characterized by adducted vocal processes
with no posterior glottal chink, but nonsimultaneous closure
within the membranous portion. This interpretation might
explain the narrow first-formant bandwidths, high first-
formant amplitudes, and steep spectral tilts that these two
speakers exhibit~see Tables III–V!.

Our results are satisfying in that the ranges of observed
values and the relationships between these values are in line
with the predictions based on our theoretical development.
However, our classification of the subjects by glottal con-
figuration is only an hypothesis. It should be verified by di-
rect observation of the vocal folds during phonation. Prelimi-
nary evidence gathered from 4 of the 22 subjects suggests
that this hypothesis is correct~Hanson, 1995!. These subjects
were examined using fiberscopy and two subjects from
group 1 were observed to have rather small glottal chinks,

FIG. 9. Relation between noise judgments andH1* –A3* , together with a
regression line~r 250.62!. Points represented as circles are judgments based
on waveforms and the squares are based on spectra. Filled points represent
group 1 data, while open points represent group 2 data.~After Stevens and
Hanson, 1995.!

FIG. 10. Relation betweenH1* –A1 andF1 bandwidth~on a log scale! as
measured from the waveform. The data are from speakers producing the
vowel /,/. Data points for group 1 members are represented by filled
circles, while those for group 2 members are represented by open circles. A
straight line representing the slope of the theoretical relationship has been
drawn through the data.~After Stevens and Hanson, 1995.!
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while two subjects from group 2 were observed to have rela-
tively large posterior openings. For one of the group 2 speak-
ers, the opening extended well beyond the vocal processes
and closure was possibly nonsimultaneous. However, the fi-
berscopic images were not collected simultaneously with the
sound-pressure signals, and the resolution of the images was
not high enough to allow us to make judgments regarding the
abruptness of closure. Therefore, a study that includes more
subjects, and simultaneous recordings of image and sound-
pressure data is needed to verify our classification of glottal
configuration based on acoustic parameters.

III. FUTURE WORK

The wide ranges of acoustic parameter values that we
have observed in this study suggest that consideration of
glottal characteristics has great importance for describing fe-
male speech and, in addition to formant frequencies and fun-
damental frequency, should be taken into account for appli-
cations such as speech synthesis, speech recognition, and
speaker recognition. The work should be extended in several
ways.

As mentioned above, simultaneous collection of physi-
ological and sound-pressure signals is necessary to validate
the use of the acoustic parameters for classification of sub-
jects according to glottal configuration. In addition, the cur-
rent study was limited to female speakers without voice dis-
orders. A study based on male subjects is currently under
way and will provide comparisons with the female data
~Chuang and Hanson, to appear!. These acoustic parameters
should also be applied to the speech of people with voice
disorders.

Another aspect of these acoustic parameters that remains
to be studied is the variability for a given speaker across
repeated recordings. Speaking intensity has been found to be
systematically related to variations in airflow-based glottal
parameters~Holmberget al., 1988!, and thus should also in-
fluence acoustic parameters. Such intrasubject variation may
be significant~Holmberg et al., 1994a; Hanson, 1995!. It
should also be noted that source characteristics, and hence
perhaps voice quality, change constantly throughout an utter-
ance, due to the effects of prosody and coarticulation be-
tween vowels and voiceless consonants. The possible use of
the acoustic parameters presented here as a tool to examine
these changes should be explored.

Finally, the relation of the proposed parameters to per-
ceived voice quality should be examined. In a preliminary
study, speakers from group 2 were perceived to be breathier
than speakers from group 1, and listeners could perceive
changes in the acoustic parameters obtained by manipulating
synthesized speech~Hanson, 1995!.
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1Due to the radiation characteristic at the mouth, the radiated sound pressure
can be approximated as the derivative of the volume velocity at the mouth.
Thus, the derivative of the glottal waveform is the effective excitation
~Fant, 1982!, and may be of more interest for analysis than the glottal
airflow itself.
2The synthesized waveforms described in this paper were produced using
the KLSYN88 synthesizer~Klatt and Klatt, 1990!, which contains several
glottal sources, including a representation of the source proposed by Fant
et al. ~1985!. Our intention in using these waveforms is simply to illustrate
how changes in glottal waveform parameters are manifested in both the
glottal source and speech spectra, and not to promote a particular model of
the glottal waveform.
3This model of nonsimultaneous closure is not based on actual data. It
should be verified with high-speed image data.
4The amplitude of the turbulence noise increases with glottal area only up to
a certain point: when the glottal area becomes large enough, a drop in
transglottal pressure occurs, the flow velocity decreases, and the amplitude
of the turbulence noise also decreases.
5The quantity 20 log10[F1

2/(F122 f 2)] is subtracted fromH1 and H2,
where f is the frequency at which the harmonic is located.
6The quantity

20 log10S F12S F3
F1

D 2GF12S F3
F2

D 2G
F12S F3

F1̃
D 2GF12S F3

F2̃
D 2G D

is added toA3, whereF1̃ andF2̃ are the first- and second-formant fre-
quencies of a neutral vowel.

Ananthapadmanabha, T. V.~1984!. ‘‘Acoustic analysis of voice source dy-
namics,’’ Speech Trans. Lab. Q. Prog. Stat. Rep.2–3, Royal Institute of
Technology, Stockholm, 1–24.

Ananthapadmanabha, T. V.~1993!. ‘‘Modeling the return phase of the de-
rivative of glottal flow,’’ Speech Communication Group Working Papers,
9, Research Laboratory of Electronics, MIT, Cambridge, MA, 28–34.

Chuang, E. S., and Hanson, H. M.~1996!. ‘‘Glottal characteristics of male
speakers: Acoustic correlates and comparison with female data,’’ J.
Acoust. Soc. Am.100, 2657~A!.

Cranen, B., and Schroeter, J.~1995!. ‘‘Modeling a leaky glottis,’’ J. Phon.
23, 165–177.

Fant, G. ~1960!. Acoustic Theory of Speech Production~Mouton, The
Hague!.

Fant, G.~1962!. ‘‘Formant bandwidth data,’’ Speech Trans. Lab. Q. Prog.
Stat. Rep.1, Royal Institute of Technology, Stockholm, 1–3.

Fant, G. ~1972!. ‘‘Vocal tract wall effects, losses, and resonance band-
widths,’’ Speech Trans. Lab. Q. Prog. Stat. Rep.2–3, Royal Institute of
Technology, Stockholm, 28–52.

Fant, G.~1979!. ‘‘Glottal source and excitation analysis,’’ Speech Trans.
Lab. Q. Prog. Stat. Rep.1, Royal Institute of Technology,
Stockholm, 85–107.

Fant, G.~1982!. ‘‘The Voice source—Acoustic modeling,’’ Speech Trans.
Lab. Q. Prog. Stat. Rep.4, Royal Institute of Technology, Stockholm,
28–48.

Fant, G.~1993!. ‘‘Some problems in voice source analysis,’’ Speech Com-
mun.13, 7–22.

Fant, G., and Lin, Q.~1988!. ‘‘Frequency domain interpretation and deriva-
tion of glottal flow parameters,’’ Speech Trans. Lab. Q. Prog. Stat. Rep.
2–3, Royal Institute of Technology, Stockholm, 1–21.

Fant, G., Kruckenberg, A., Liljencrants, J., and Ba˚vegård, M. ~1994!.
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A noninvasive methodology for studying the kinematics of speech production is presented. It is
based on the tracking of very small and light passive markers attached to the subjects’ face. Using
a pair of TV cameras, the 3-D markers’ positions are computed in real time, at a subpixel accuracy,
by a dedicated hardware. From these data, the time course of a set of parameters which describe lip
and jaw movement is computed; in addition, a semiautomatic procedure that identifies the exact
onset and offset of the investigated sequences has been developed. To compare the results over
different productions, a time normalization procedure based on a continuous inverse Fourier
transform has been implemented. ©1997 Acoustical Society of America.
@S0001-4966~97!05512-4#

PACS numbers: 43.70.Jt, 43.70.Aj@AL #

INTRODUCTION

In this work, we report on a noninvasive methodology
developed to obtain reliable data on lips and jaw kinematics
in speech production. In the past, different approaches have
been followed. The first system, developed in the 1970s, was
based on strain gauge transducers~Sussman and Smith,
1970! and was later improved in the interface with the sub-
jects’ face by Barlow and co-workers~Barlow et al., 1983!.
A less intrusive system was introduced to the field in the
early eighties by the group of Kelso~Kelsoet al., 1984!: one
TV camera detected the light emitted by LEDs attached to
subjects’ face. Other approaches based on magnetic trans-
ducers~Perkell et al., 1992; Scho¨nle, 1988! or ultrasounds
~Sonieset al., 1981! are less reliable and accurate~Burdea
and Coeffet, 1994!. The drawback of all these systems is the
need to attach electromechanical devices to the subjects’ face
which, although small, do interfere with jaw and lips move-
ments and do not allow the recording of a true free motion
~Ladin, 1995!. A different approach is the detection of a set
of anatomical repere points directly on a stream of TV im-
ages~e.g., lips boundaries, chin, wrinkles; Essaet al., 1994!.
Although, in principle, this approach is interesting to the
field, the features cannot be identified with the high accuracy
and reliability required; moreover, the sampling rate does not
exceed 30 Hz, which is not sufficient for a detailed analysis.

A good compromise is the use of small, light, passive
markers fixed on the subjects’ repere points which can be
detected by a dedicated system. In particular, the system pro-
posed by Ferrigno and Pedotti~Ferrigno and Pedotti, 1985,
1987! allows one to detect and to reconstruct in real time, at
100 Hz, the 3-D position of hemispherical passive markers, 1
mm in diameter and 0.3 mg in weight, at a subpixel accu-
racy, thanks to a cross correlation between the TV images
and a marker template implemented with VLSI chips. From
the markers’ positions, a set of 3-D parameters which de-

compose lip motion into opening/closing, rounding, and pro-
trusion is computed~e.g., Bell-Berti and Harris, 1979; Lade-
foged and Maddison, 1990; Lubker and Gay, 1982; Perkell,
1986!. Moreover, the identification of the utterances onset
and offset time~segmentation! and the statistical comparison
of the different productions of the same utterance are re-
quired.

The methodology presented here is of general interest.
In particular, it can be extremely useful in clinical laborato-
ries for the quantitative diagnosis of speech motor disorders
and for rehabilitation~e.g., Gracco, 1992!. In computer sci-
ence, it can produce a detailed knowledge on the jaw and lips
kinematics in speech which can assist in the construction of
artificial machines that can produce and understand speech
movements~Silsbee and Bovik, 1993; Brooke and Summer-
field, 1983!.

I. METHODOLOGY AND RESULTS

A. Experimental setup and acquisition system

The subject comfortably sits at about 1.5 m from a pair
of CCD TV cameras placed one upon the other, 1.5 m apart,
with the best overlapping/accuracy trade-off~Borghese and
Ferrigno, 1990!. The cameras are equipped with a ring of
LEDs flashing in the infrared bandwidth, creating no distur-
bance to the subjects, and with an infrared filter which elimi-
nates all the light coming from the environment outside the
infrared bandwidth, increasing the signal-to-noise ratio. A
standard microphone is located in front of the subject, just
below the chin~to avoid interference with the TV cameras’
view!. Eight markers are attached to the subjects’ skin at the
following repere points~Fig. 1!: tip of the nose~1!, middle of
the upper~2! and of the lower~5! lip, right ~4! and left corner
~3! of the mouth, middle of the chin~6!, lobe of the left~7!
and of the right~8! ear. Markers 2–5 identify jaw and lips
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geometry, while markers 1, 7, and 8 are used to construct a
coordinate reference system solid with the subject’s head~cf.
Sec. II A!.

During speech production, the markers’ coordinates and
the acoustic signal are collected synchronously by a host
computer. The audio signal is sent to a preamplifier which
scales it to the voltage required by the acquisition board~61
V!. It is then sampled at 16 KHz with a resolution of 12 bits.
The video signal is sent to a dedicated hardware system
which extracts in real time the 2-D coordinates of the mark-
ers and sends them to the host. The core of this system is two
pipelined hardware processors which sequentially scan the
TV image, 2563256 pixels wide, and cross correlate it with
a hardware template of the markers, 636 pixels wide, at 100
Hz, with a rate of'15 ms per correlation~'800 Mflops!.

By this operation, the cross correlation gets higher val-
ues the closer the pixel is to the center of a marker, and those
pixels which belong to a marker can be extracted from the
rest of the image by hardware thresholding the cross-
correlation function. Moreover, computing the markers posi-
tion as the average of its constituting pixels coordinates, each
weighted with its corresponding cross-correlation value, in-
creases the accuracy up to 0.1 pixels~Ferrigno and Pedotti,
1985, 1987!. Another advantage offered by this kind of im-
age processing is the possibility to use very small~1 mm of
diameter! and light ~about 0.3 mg! markers which, in our
experiments, were made of a plastic support covered by ret-
roreflective paper. Subjects do not feel the markers and they
often have to rely on a mirror to take them off.

With the passive markers approach, the modification of
the markers’ shape on the TV cameras is a potential problem.
For example, during the production of /u/, if the markers on
the mouth corners~Fig. 1! are too internal, they rotate in-
ward, and, if they are partially hidden by the lips, they can-
not be detected anymore by the system. This is carefully
checked out before the acquisition session: The subject is
asked to perform maximum opening, rounding, and protru-
sion of the mouth while the original~not processed! images
picked up by the TV cameras are analyzed on a monitor to
verify that the markers are always detected.

The identification of the markers in the 2-D representa-
tions in each TV camera is automatically carried out taking
into account the relative 2-D positions of the markers~e.g.,
the markers on the earlobes are, respectively, the rightmost
and leftmost ones!. This procedure is based on the fact that
the subject’s position, with respect to the cameras, is ap-
proximately known. The 3-D reconstruction is carried out by
the host computer through a fast triangulation procedure with
a 3-D experimental accuracy of 0.1 mm which is achieved
throughout a high-precision calibration procedure which ef-
fectively corrects for systematic errors~distortions!. The as-
sessment of the accuracy has been carried out through the
standard deviation of the measured 3-D distance between
two markers attached on the extremities of a rigid bar sur-
veyed at moderate speed inside the field of view~Borghese
and Ferrigno, 1990!.

B. Segmentation and interval identification

The exact time boundaries associated with a particular
phonetic sequence are identified through the following semi-
automatic procedure~Fig. 2! inspired by the work of Rabiner
and Sanbur~1975!. The choice of segmenting speech move-
ment through the acoustic trace is suggested by the fact that
the transition between phonemes can become fuzzy in the
kinematic domain. The procedure will be described along
with its application to the segmentation of a /tiltru`/ sequence.
It is based on the analysis of a low-pass filtered version of
the amplitude of the acoustic signal,A(n), which is obtained
as the moving average over a 1.31-ms sliding window:

A~n!51/21 (
k5210

110

uS~n1k!u. ~1!

A(n) filters out spikes accidentally recorded, which can be
erroneously identified as segment boundaries. The noise
mean amplitude,ĀN , is estimated averagingA(n) over a
100-ms period~1600 samples!, where the subject was silent.

In the first step of the procedure, a gross identification of
the interval boundaries is carried out manually@interval
Io@a1 a2# in Fig. 2~a!# to isolate the sequence of interest
from the carrier phrase. InsideIo, the mean value ofA(n),
ĀS , is computed as

Ās5
1

a22a111 (
n5a1

a2

A~n! ~2!

FIG. 1. The geometrical description of the analyzed kinematics parameters.
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and a first threshold, TH1, is set to 50% ofĀS @Fig. 2~b!#.
Going from the extremes ofIo inward, the instants of time
@b1 b2# in which A(n) goes over TH1 are detected.
I 1@b1 b2# represents a new interval which, although closer to
the real interval, neither contains the first /t/ nor the very last
portion of the /u/. To get to the real boundaries, a second
threshold, TH252ĀN , is considered@Fig. 2~c!#. Going from
the extremes of the intervalI 1 outward, the instants of time
@c1 c2# in which A(n) goes below TH2 are detected.
I 2@c1 c2# represents the true time boundaries associated to
/tiltrù/. Using only TH2 and starting from@a1 a2#, false
boundaries~reported as dashed vertical lines! would have
been detected. At the end, thanks to the simultaneous record-
ing of kinematics and acoustics, these temporal markers are
reported on the time course of the kinematics parameters@on
lip opening in Fig. 2~d!#.

Although the thresholds are somehow arbitrary, varia-
tions of TH1 of more than 100% do not shift the boundaries
of the intervalIo. TH2 is more critical: the interindividual
intensity of the stop consonants with respect to the back-
ground noise may require some tuning of TH2 according to
the particular speaker. Nevertheless, when the speech pro-
duction results in a clear acoustic pattern, as in the laboratory
environment, and the boundaries do not coincide with
unvoiced–voiced boundaries, as in our study, the procedure

gives the optimal result most of the time without adjustments
for the level of TH2.

C. Signal modeling and filtering

Filtering of the kinematics data is carried out in the fre-
quency domain by multiplying the fast Fourier transform
~FFT! of the parameter time course by the FFT of the ideal
low-pass filter~sinc function!:

H~n!5
sin~ f cutoff / f sn!

pn
. ~3!

To get a limited number of samples fromH(n) a poly-
nomial windowing function is applied to the filter. To
achieve the optimal filtering, the cutoff frequency,f cutoff , is
automatically determined for each parameter from its power
density spectrum~PSDp!. This is set as the frequency at
which the signal-to-noise ratio drops under a predefined
threshold, THcutoff , experimentally set to 50:

f cutoff : PDSpu f cutoff5THcutoffPSDN . ~4!

PSDN is the mean value of the noise power spectrum
density which, under the hypothesis of noise being additive,
white, zero mean, like in the Elite system~Ferrignoet al.,
1992!, is equal at all the frequencies. Its value can be advan-

FIG. 2. The sequential steps of the segmentation procedure are reported from top to bottom~a!–~d! for the location of the boundaries of a \iltru`\ sequence.
In ~a!, a first time interval,Io, containing the sequence is manually identified on the signal time courseS(n). In ~b!, the moving average,A(n), of the acoustic
signal, is plotted along with a first threshold, TH1, which is equal to 50% of the mean value ofA(n) computed insideIo@a1 a2#. The time in whichA(n)
goes above TH1 are the extremes of the intervalI 1@b1 b2#. In ~c!, a second threshold, TH2, which is equal to twice the noise mean amplitude, is reported.
The time for whichA(n) goes below TH2 represent the true boundaries of the time interval associated to the analyzed sequence,I 2@c1 c2#. The search for
the boundaries using only TH2 would have produced wrong boundaries, which are plotted as vertical dashed lines. Finally, thanks to the simultaneous
recording of kinematics and acoustics, these time boundaries are reported on the time course of the parameters@~d!, segmentation of the parameter lip
opening#. For subsequent normalization, the intervalI S@d1 d#, 30% larger thanI 2, is considered.
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tageously estimated in the highest frequency region~in our
case between 0.8* f s/2 and f s/2, where f s5100 Hz is the
sampling frequency!, whenever the signal contribution is
small with respect to the noise. To avoid distortions at the
borders, PSDp is computed from the Zeta transform of an
autoregressive model estimated from the parameters time
course~D’Amico and Ferrigno, 1990!. For the speech pro-
ductions that we have analyzed, the frequency content of the
markers’ movement was maximal in the vertical direction,
and in particular for the marker on the lower lip which
reached 12.80 Hz. Whenever the signal content of an utter-
ance would exceed 40 Hz, a standard FIR filter should be
employed. This filtering scheme is particularly suitable for
an adaptive implementation where different cutoff frequen-
cies can be automatically computed for different speech seg-
ments. To obtain the derivatives of the parameters, their fil-
tered FFT is multiplied by the derivative operators:jv ~to
obtain the velocities! and2v2 ~to obtain the accelerations!;
and then antitransformed through the IFFT~inverse fast Fou-
rier transform!. The derivatives time course will not be re-
ported for the sake of brevity.

D. Time normalization

As the velocity of speech changes in the different pro-
ductions of the same utterance from the same subject or from
different subjects, to compare different time courses of the
same parameter, a time normalization of the data is required.
This is a procedure which receives as input an arbitrary num-
ber of time samples (N) and outputs a fixed number of
samples~N1!, not necessarily synchronous with the input
ones; this implies that the time interval from two consecutive
samples may differ from one production to the other depend-
ing on the actual speed of speech production. In this work,
time normalization is achieved through sampling the CIFT
~continuous inverse Fourier transform!, computed from the
filtered FFT of the kinematics parameters, into a fixed num-
ber of samples, equally spaced in time. In particular, theN
input samples are all the samples contained in the interval
Is@d1 d2# @cf. Fig. 2~d!# which is 30% larger than the actual
interval,I 2, associated to the utterance under investigation to
take into account perseveratory and anticipatory effects. The
number of output samples,N1, is set to 128 by the following
considerations. The maximum value ofIs was 930 ms, cor-
responding to 93 kinematic samples~N593!; the FFT is
most efficient when the number of samples is equal to a
power of 2.

II. EXEMPLARY DATA

A. Parameters considered

To describe speech kinematics, a simplified geometrical
model is usually adopted~e.g., Bell-Berti and Harris, 1979;
Ladefoged and Maddison, 1990; Lubker and Gay, 1982; Per-
kell, 1986! which is based on the following parameters~Fig.
1!: lip opening, lip rounding, and lip protrusion. To analyze
movement asymmetries, four additional parameters have
been defined: upper lip opening, lower lip opening, right

emi-rounding, and left emi-rounding. An additional param-
eter, jaw opening, was introduced to study the coordination
between the lips and the jaw.

The parameters are defined as follows:
Lip opening is computed as the 3-D distance between

marker 2~upper lip! and marker 5~lower lip!, Fig. 1~a!.
Lip rounding is computed as the 3-D distance between

marker 3~lips left corner! and marker 4~lips right corner!,
Fig. 1~b!.

Jaw opening is computed as the 3-D distance between
marker 1~tip of the nose! and marker 6~chin!, Fig. 1~c!.

To compute the other parameters a reference frame is
constructed. It is constituted of a straight line,s, and two
planes,P andS @Fig. 1~d!–~f!#. The lines connects markers
7 and 8@earlobes; see Fig. 1~d!#; the planeP is defined as the
plane containing the lines and marker 1, and it is approxi-
mately coincident with the Camper plane@Fig. 1~e!#. The
plane S, which is a plane of vertical symmetry, contains
marker 1 and it is orthogonal tos.

Upper ~lower! lip protrusion is computed as the 3-D
distance between marker 2~marker 5! and the lines, Fig.
1~d!.

Upper~lower! lip opening are computed as the 3-D dis-
tance between marker 2~marker 5! and the planeP, Fig.
1~e!.

Lip left ~right! emi-rounding is computed as the 3-D
distance between the marker 3~marker 4! and the planeS,
Fig. 1~f!.

B. Results

In order to validate the system, preliminary results on a
phonetic study are reported and discussed. The study was
aimed to assess the coarticulation rules in Italian language
~Magno Caldognettoet al., 1992!: six native Italian speakers
had to repeat six times, in random order, each of the selected
nonsense sequences /titu/, /tilu`/, /tiltù/, /tiltrù/, /tisù/, /tistù/,
and /tistrù/, within the carrier phrase: ‘‘Ripeto...chiara-
mente’’ ~I repeat...clearly!. A clear picture of lips and jaw
coordination can be gained from Fig. 3 where the time
course of all the parameters and of the acoustic signal is
reported for the sequence /tiltru`/. The time boundaries of the
sequence, which were identified through the procedure out-
lined in Sec. I B, are reported as vertical lines which segment
the acoustic and parameters traces.

In this particular sequence, the variations in amplitude of
the parameters are very small throughout the movement, in
the range of a few millimeters. Lip movement on the hori-
zontal plane is highly symmetrical both in the rounding@Fig.
3~a! and~b!# and in the protrusion@Fig. 3~c! and~d!# dimen-
sions. During the production of /til/, the lip corners remain
close to their resting position; this corresponds to the mini-
mum rounding of the mouth@maximum of the parameter
rounding, Fig. 3~g!, cf. Fig. 1~b! and ~f!#. Afterward, the lip
corners are brought close to each other for the production of
the vowel /u/ and then back to their resting position at the
end of the production. The same temporal pattern is true for
lip protrusion @Fig. 3~c! and ~d!#: The lips move outward
synchronously to produce the vowel /u/ and go back to their
resting position afterward. On the contrary, the symmetry of
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the movement on the vertical plane is not preserved here:
There is a difference in the time course of lower@Fig. 3~e!#
and upper lip@Fig. 3~f!# opening for the production of /tru`/.
The opening of the lower lip is due not only to the lip move-
ment per se, but also by the rising of the jaw@Fig. 3~i!#. To
achieve the correct configuration for the production of /u/,
this should be taken into account and it suggests a differen-
tial control of lip opening during the production of the inter-
vocalic consonants~/ltr/ in this case! which precede the final
/u/.

The comparative analysis of the time course of lip pro-
trusion @Fig. 3~c! and ~d!#, lip rounding @Fig. 3~g!#, and lip
opening@Fig. 3~h!# shows that they do not have a similar
time course throughout the entire phonetic production. For
example, in the production of the vowel /u/, the lips begin to
protrude in correspondence of the syllable /til/, well before
the opening and rounding start; and they go back to their
resting position much slower in the protrusion and rounding
dimensions than in the opening one. The difference in the
time course of lip rounding@Fig. 3~g!# and lip protrusion
@Fig. 3~c! and ~d!# is also evident in the production of the
syllable /til/ where the mouth corners are set apart~low value
for lip rounding! with very little opening of the mouth~small
increase in lip opening!. The same observations apply also to
jaw kinematics which is described by the parameter jaw
opening@Fig. 3~i!#. Its time course is similar to that of lip
opening@Fig. 3~h!# in some productions, like in the syllable
/chi/ in ‘‘chiaramente’’@right most part of Fig. 3~h! and~i!#,

where the lips and the jaw open synchronously; but in gen-
eral its time course is different from that of the lip param-
eters. For example, in the production of the syllable /tru`/,
while all the lip parameters exhibit their maximal variation to
produce the final vowel /u/, jaw opening slightly increases.
This may suggest that, for this phoneme, the jaw constitutes
a stable platform with respect to which the lips movement is
controlled.

III. CONCLUSION

A nonintrusive methodology for studying the kinematics
of speech production has been presented. It is based on the
detection of very small and light passive markers attached to
a subject’s face. The movement is filmed by a pair of TV
cameras and the 3-D marker position is computed in real
time, at a subpixel accuracy, by a dedicated hardware. From
these data, the time course of a set of 3-D parameters which
describe lips and jaw movement is reconstructed. These al-
low one to identify the differential contribution of jaw and
lips to the motion, and the kinematics characteristics of each
phoneme as well as of their concatenation in speech produc-
tion. To determine the exact time boundaries of the investi-
gated sequences a semiautomatic procedure which avoids
manual zooming in and out the audio trace has been de-
scribed. To analyze statistically the parameters’ time course
of the same utterances over different productions of the same

FIG. 3. The time course of all the parameters and of the acoustic trace is reported for a production of \tiltru`\ . Maximum and minimum for each parameter is
reported as tick markers on the vertical axes. The vertical lines bound the time interval associated to \tiltru`\ .

486 486J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Borghese et al.: Automated analysis of jaw and lip movement



and of different subjects, a normalization procedure based on
a continuous inverse Fourier transform has been imple-
mented.
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Perception of nonlinear and linear formant trajectories
Anna K. Nábělek and Alexandra Ovchinnikov
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Perception ofF2 trajectories in synthetic vowels was investigated. Perceptual boundaries~50%
response points of identification functions! of 20-step /*–(/ continua with various shapes ofF2
trajectories were determined and compared with the boundary for vowels with steady-stateF2. In
experiment 1, the vowels were synthesized in either /j–j/ or /w–w/ context resulting in parabolic
trajectories, then the stimuli were split into halves resulting in quadraticF2 trajectories. All stimuli
were 200 ms long. For the /wVw/, and /wV/ stimuli, the boundaries were at lower stimulus numbers
than for the stimuli with steady-stateF2, indicating that the nonlinearF2 trajectories were
perceived as having frequencies beyond the extreme values actually synthesized in the stimuli. This
type of signal processing has been termed ‘‘perceptual compensation.’’ For the /jVj/ stimuli, there
was only a trend for perceptual compensation ofF2 trajectories. For the /Vw/, /Vj/, and /jV/ stimuli,
the boundaries were at stimulus numbers corresponding to frequencies of the relatively steady-state
vowel-like segments. In experiment 2, the quadraticF2 trajectories of the /wV/ stimuli were
changed to linear trajectories andF1 andF3 trajectories were either quadratic, linear, or steady
state. The results indicated that the shape ofF1 andF3 trajectories had no effect on the boundaries.
For the linearF2 trajectories, as for the quadraticF2 trajectories in the /wV/ stimuli, the boundaries
were at lower stimulus numbers than for the stimulus with steady-stateF2, indicating presence of
perceptual compensation. In the experiment 3, theF1 andF3 were steady state and the linearF2
trajectories had three different values of frequency difference,DF, between the initial and final
frequencies. The perceptual compensation was found for the 200-ms stimuli with largeDF up to
500 Hz over 200-ms stimulus duration, and perceptual enhancement of final frequencies was found
for the stimuli withDF5280 Hz. © 1997 Acoustical Society of America.
@S0001-4966~97!01001-1#

PACS numbers: 43.71.An, 43.71.Es, 43.66.Mk@RAF#

INTRODUCTION

Effects of temporal changes of vowel trajectories on cat-
egorization of stimuli in synthetic vowel continua have been
investigated in several studies. DiBenedetto~1989!; Nábělek
et al. ~1993!; and Nábělek and Ovchinnikov~1994! studied
F1 andF2 trajectories changing linearly over time. The re-
sults of these studies seemed to indicate that linear trajecto-
ries were perceptually averaged over time. Nonlinear vowel
trajectories in synthetic vowel continua with variedF2 were
studied by Lindblom and Studdert-Kennedy~1967! and by
Nearey ~1989!. The results of these studies indicated that
categorical boundaries were different than for continua with
steady-stateF2 as if the perceived frequencies of the nonlin-
earF2 trajectories were beyond the extreme values actually
synthesized in the stimuli. This type of signal processing has
been termed ‘‘perceptual compensation’’ or ‘‘perceptual
overshoot’’ which might serve to offset the undershoot ef-
fects of production. In natural connected speech, vowel for-
mant frequencies usually do not reach target values that
could be reached when a talker produces sustained, monoph-
thonged vowels. It has been hypothesized that listeners may
compensate for this undershoot in articulation by ‘‘over-
shooting’’ the target in perception~Lindblom and Studdert-
Kennedy, 1967!.

Van Son~1993! has discussed ‘‘overshoot’’ versus tem-
poral averaging theories and has come to the conclusion that
both types of perception of formant trajectories can be found

depending on the stimuli involved. In the Lindblom and
Studdert-Kennedy~1967! study, the transitory characters of
F2 ~and F3! were achieved by presenting vowels in /j–j/
and /w–w/ contexts. Perceptual boundaries~50% response
points of identification functions! of /*–(/ continua were de-
termined. In relation to the boundary for the isolated vowels,
the boundaries for the CVC stimuli were shifted. TheF2
frequency of vowels in a /w–w/ context was perceived as
higher than the maximum value of a convex upward pa-
rabola. The frequency ofF2 of vowels in a /j–j/ context was
perceived as lower than the minimum value of a concave
downward parabola. Similar ‘‘perceptual overshoot’’ ofF2
was demonstrated by Nearey~1989! for vowels in /d–d/ and
/b–b/ contexts. Van Son~1993! synthesized stimuli withF1
and F2 trajectories forming either convex or concave pa-
rabolas. The stimuli were flanked by consonants /n/ or /f/,
but coarticulation between consonants and vowels was delib-
erately not modeled. Thus according to van Son, the conso-
nants were not integrated with vowel trajectories but were
just attached to them. Subjects identified these stimuli in an
open response paradigm. The results indicated that the para-
bolic formant trajectories were averaged over time. Van Son
~1993! concluded that the perceptual compensation~‘‘over-
shoot’’! was related to coarticulation between consonantal
and vowel segments in Lindblom and Studdert-Kennedy
~1967! and Nearey~1989! stimuli. However, the difference
in responses to his and others’ stimuli could have been
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caused by the method of data collection. While van Son re-
quired phonetic identification in an open set response, in the
other two studies, the stimuli were categorized as belonging
to vowels corresponding to end-point stimuli in the tested
continua.

In the studies by Lindblom and Studdert-Kennedy
~1967!; Nearey ~1989!; and Nábělek and Ovchinnikov
~1994!, subjects categorized vowels from continua in which
F2 was varied in steps. In the Na´bělek and Ovchinnikov
~1994! study theF2 trajectories, which changed linearly
over time in either upward or downward directions, were
averaged over time. In the two other studies, in which the
vowel segments were synthesized in C-C contexts and the
nonlinear trajectories had either maxima or minima in the
middle, the trajectories were perceptually compensated
~‘‘overshoot’’!. The goal of the present study was to deter-
mine ~1! if, in categorization experiments, the perceptual
compensation is restricted to the CVC stimuli or if can be
also observed for the CV and VC stimuli with quadraticF2
trajectories which change only in one direction, and~2! what
other modifications ofF2 trajectory are needed to demon-
strate temporal averaging as in the Na´bělek and Ovchinnikov
~1994! experiment.

To answer the above questions, several types of stimuli
were tested. The boundaries of continua with stimuli having
F2 trajectories changing over time were compared with the
boundary of a continuum with isolated vowels having
steady-stateF2 trajectories. In experiment 1, /*–(/ continua
as used by Lindblom and Studdert-Kennedy~1967! were
synthesized in /w–w/ and /j–j/ contexts. Then, continua were
created which corresponded to first and second halves of the
CVC stimuli ~/wV/, /Vw/, /jV/, and /Vj/!. In experiment 2,
continua were created in which quadratic trajectories ofF1,
F2, andF3 corresponding to the /wV/ stimuli, were modi-
fied. In all modified continua,F2 was linearly changing in an
upward direction whileF1 andF3 trajectories were qua-
dratic, linear, or steady state. In experiment 3, three /*–(/
continua were tested in whichF2 was changing linearly in
an upward direction with three different values of frequency
difference between the initial and final frequencies.

I. EXPERIMENT 1

A. Methods

1. Test materials

Seven 20-step /*–(/ continua were generated with a
Klatt synthesizer~Klatt, 1980!. In the continua, vowels were
in isolation or were combined with consonants as follows:
~1! vowels in isolation, #V#;~2! in a /j–j/ context, /jVj/; ~3!
in a /w–w/ context, /wVw/;~4! preceded by /j/, /jV/;~5!
followed by /j/, /Vj/, ~6! preceded by /w/, /wV/; and~7!
followed by /w/, /Vw/. The Klatt synthesizer was configured
in the cascade mode using five formants. Each formant reso-
nance was specified by two parameters: frequency~F! and
bandwidth~BW!.

The selected formant frequency values for vowels in the
#V# stimuli and for vowels and consonant loci in the /jVj/
and /wVw/ stimuli were the same as used by Lindblom and
Studdert-Kennedy~1967!. For the vowels, the frequency of

F1 was 350 Hz. The values ofF2 varied from 1000 to 2000
Hz in equal steps of about 53 Hz. The values ofF3 varied
from 2300 to 2823 Hz in equal steps of about 28 Hz. In all
stimuli BW1560 Hz, BW25100 Hz, and BW35110 Hz.
The remaining formants and bandwidth values were:F4
53300 Hz, BW45250 Hz;F553850 Hz, BW55300 Hz. A
fundamental frequency (F0) contour was specified as falling
linearly from 130 Hz at the onset to 100 Hz at the offset of
the stimulus.

In the consonants, the loci for /j/ were:F15250 Hz,
F252200 Hz, andF352900 Hz. The loci for /w/ were:
F15250 Hz,F25800 Hz, andF352200 Hz. The frequen-
cies in formants changed quadratically over time. In the
CVC stimuli, the selected values of loci and vowel formants
produced initialF2 andF3 transitions changing in down-
ward directions for /j/ and changing in upward directions for
/w/, whereas the finalF2 andF3 transitions were mirror
images of the initial transitions. Thus in /jVj/ stimuli, theF2
andF3 transitions formed concave downward parabolas and
in /wVw/ stimuli theF2 andF3 transitions formed convex
upward parabolas. The course ofF1 was identical in both
types of stimuli: it was convex upward and always reached
its maximal value at the point at which the rate of change
was equal to zero. The segments of stimuli with formants
changing over time which were 200 ms long were preceded
and followed by 20-ms steady states.

The /jV/ and /wV/ stimuli were the first halves of /jVj/
and /wVw/ stimuli, respectively. The /Vj/ and /Vw/ stimuli
were the second halves of /jVj/ and /wVw/ stimuli, respec-
tively. The durations of these halves were extended from 100
to 200 ms and were either preceded~/wV/ and /jV/ stimuli!
or followed ~/Vw/ and /Vj/ stimuli! by 20-ms steady states.
The #V# stimuli were 200 ms long.

The synthesized stimuli were analyzed using the Signal
Technology, Inc., ILS computerized system. Autocorrelation
analysis was conducted. A 20-ms Hamming window, 6.4-ms
frame advance and no preemphasis were used. The data
points from the analyses for the seven types of stimuli are
shown in Fig. 1.

For testing, the 20 stimuli in each continuum were gen-
erated ten times in random order. Therefore, there were
seven tests, each containing 200 stimuli. The tests were pre-
ceded by the two end-point stimuli, each repeated two times.

2. Subjects

All subjects were college students with audiometrically
normal hearing. Because most subjects were available for
limited periods of time, different groups of 12 or 24 subjects
were tested.

3. Procedures

Subjects were tested individually in a sound-treated
room. The test tapes were reproduced from a tape recorder
~Revox, model PR99! and presented monaurally through a
TDH-50 earphone at a comfortable level to the right ear.
Before data collection, subjects were informed about the pro-
cedures, specifically that tests contained /*/ and /(/ vowels in
isolation or combined with the consonants /j/ or /w/. At the
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beginning of each continuum the end-point stimuli of that
continuum were presented as examples of the contrast be-
tween the /*/ and /(/ stimuli that they should listen for in that
condition. Subjects also had the opportunity to set the vol-
ume at a comfortable level while listening to the end-point
stimuli. During data collection, subjects were asked to iden-
tify each stimulus as /*/ or /(/ and mark the corresponding
column on a response sheet. The 200 responses were imme-
diately computed. The two end-point stimuli, Nos. 1 and 20,
were identified correctly 100% of the time as the intended
vowels in all continua by all subjects. All subjects listened to
the continuum with isolated vowels. #V# Group 1, consisting
of 24 subjects, listened to the /jVj/ and /wVw/ continua.
Group 2, consisting of 12 subjects, listened to the /jV/ and
/Vj/ continua. Group 3, consisting of 12 subjects, listened to
the /wV/ and /Vw/ continua. Thus each subject listened to
three continua. The tests with the three continua were coun-
terbalanced. The data collection with each subject was ac-
complished in 1 h.

B. Results

The percentage of /*/ responses was plotted as a func-
tion of stimulus number for individual subjects for the seven
stimulus types. For statistical evaluation of the data, the in-
dividual functions were smoothed using logit transformation
~Anderson, 1989!.1 Two values were recorded from each
function: the location of the boundary between /*/ and /(/,
which was defined as the 50% response point~subsequently
called the boundary!, and the slope of the smoothed function
at the boundary~subsequently called the slope!. The mean

boundary and slope values and their standard deviations for
the tested continua and three groups of subjects are given in
Table I.

1. #V# continua, groups 1, 2, and 3

Because the continua were tested with three groups of
subjects, to compare performance of these groups the bound-
aries and slopes for the #V# continua were evaluated using
one-factor analyses of variance. The boundaries and slopes

FIG. 1. Formant frequencies of stimuli from the seven continua as functions of time,F1 ~the same for all stimuli in each continuum!, F2 andF3 of stimuli
Nos. 1, 13, and 20.

TABLE I. Means and standard deviations of boundaries and slopes for
various types of stimuli and three groups of subjects.

Boundary~stimulus number!
Group 1 #V# jVj wVw
24 Ss X̄ s.d. X̄ s.d. X̄ s.d.

13.54 1.10 14.21 1.60 12.08 1.40
Group 2 #V# jV Vj
12 Ss X̄ s.d. X̄ s.d. X̄ s.d.

13.30 0.98 12.82 0.78 13.51 1.04
Group 3 #V# wV Vw
12 Ss X̄ s.d. X̄ s.d. X̄ s.d.

13.43 1.32 11.93 1.28 13.15 0.77

Slope
Group 1 #V# jVj wVw

X̄ s.d. X̄ s.d. X̄ s.d.
0.34 0.09 0.24 0.09 0.24 0.09

Group 2 #V# jV Vj
X̄ s.d. X̄ s.d. X̄ s.d.
0.31 0.11 0.31 0.12 0.30 0.09

Group 3 #V# wV Vw
X̄ s.d. X̄ s.d. X̄ s.d.
0.33 0.09 0.29 0.08 0.24 0.10
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for the three groups of subjects were not statistically differ-
ent~p.0.05!, indicating that performance of these groups on
the #V# stimuli was similar.

2. #V#, /jVj/, and /wVw/ continua, group 1

The boundaries and slopes for the three continua were
evaluated using one-factor analyses of variance with re-
peated measures on the type of continuum. For the boundary,
there was a significant effect of the type of continuum
@F~2,46!517.30; p,0.0001#. A post hocTukey test indi-
cated that the mean boundary for the /jVj/ stimuli~14.21!
was not significantly different~p.0.05! from the boundary
for the #V# stimuli~13.54!, whereas these two means were
significantly greater~p,0.05! than the mean for the /wVw/
stimuli ~12.08!.

This result is in general agreement with data of Lind-
blom and Studdert-Kennedy~1967! who demonstrated shifts
in boundaries for*–( continuum when the vowels were em-
bedded in /j–j/ and /w–w/ contexts. The shifts were calcu-
lated as a difference between the boundary for a given type
of stimuli ~vowels in context! and the boundary for the #V#
stimuli ~isolated vowels!. In the present study, the boundary
shifts were21.45 for the /wVw/ stimuli and10.68 for the
/jVj/ stimuli. In the Lindblom and Studdert-Kennedy~1967!
study, the boundary shifts were22.19 for the /wVw/ stimuli
and20.19 for the /jVj/ stimuli. In both studies, the absolute
value of the shift for the /wVw/ stimuli was greater than for
the /jVj/ stimuli.

For the slopes, there was also a significant effect of the
type of continuum@F~2,46!513.64;p,0.0001#. A post hoc
Tukey test indicated that the slopes for the /jVj/ and /wVw/
stimuli ~0.24 for both types! were shallower than the slope
for the #V# stimuli ~0.34! ~p,0.05! but the slopes for the
/jVj/ and /wVw/ stimuli were not significantly different~p
.0.05!. This result indicated that there were greater ranges
of ambiguous stimuli in the CVC’s continua than in the #V#
continuum.

3. #V#, /jV/, and /Vj/ continua, group 2

The boundaries and slopes for the three continua were
evaluated using one-factor analyses of variance with re-
peated measures on the type of continuum. The boundaries
and slopes for the three types of continua were not statisti-
cally different~p.0.10!. These results indicate that both /jV/
and /Vj/ stimuli were perceived similar to the #V# stimuli,
which means that the preceding and following consonant /j/
had little effect on categorization of stimuli as /*/ and /(/ in
the continua.

4. #V#, /wV/, and /Vw/ continua, group 3

The boundaries and slopes for the three continua were
evaluated using one-factor analyses of variance with re-
peated measures on the type of continuum. For the boundary,
there was a significant effect of the type of continuum
@F~2,22!58.20; p,0.01#. A post hocTukey test indicated
that the means for the #V#~13.43! and /Vw/ ~13.15! stimuli
were not significantly different~p.0.05! but were greater
than the mean for the /wV/ stimuli~11.93! ~p,0.05!. Thus it

appeared that the consonant /w/ preceding vowels had a sig-
nificant effect on categorization of /*/ and /(/ vowels, while
the consonant /w/ following vowels did not have a significant
effect on vowel categorization. The direction of boundary
shift for the /wV/ stimuli, relative to the boundary for the
#V# stimuli, was the same as for the /wVw/ stimuli, and the
sizes of the boundary shifts were similar~21.50 and21.45
for /wV/ and /wVw/, respectively!. For the slopes, the effect
of the type of continuum was not significant.

5. Summary

For two types of stimuli~/wVw/ and /wV/! a perceptual
compensation~‘‘overshoot’’! took place. Relative to the
boundary for the #V# stimuli, the boundaries for the /wVw/
and /wV/ stimuli were shifted toward the lower stimulus
numbers. The boundary for the /jVj/ stimuli was shifted to-
ward the higher stimulus number, which also indicated the
presence of a perceptual compensation, but this shift did not
reach a level of statistical significance. For the stimuli /Vj/
and /Vw/ there were no significant boundary shifts. Because
subject’s task was to identify stimuli as /*/ or /(/, the initial
vowel-like segments in the /Vj/ and /Vw/ stimuli appeared to
be perceptually most important. The perceptual importance
of the vowels might be also related to the fact that these
syllables are not legal constructions in English. Because per-
ceptual compensation was found for the /wV/ stimuli but was
not found for similar stimuli in which formants changed lin-
early over time~Nábělek and Ovchinnikov, 1994! for the
next experiment, the trajectory shapes were altered from qua-
dratic to linear to determine if perceptual compensation can
be found for these new stimuli.

For the /jV/ stimuli, the boundary shift was not signifi-
cant but the boundary was slightly lower than for the #V#
stimuli. This trend seems to indicate that theF2 trajectories
were perceptually averaged over time and their frequencies
perceived as slightly higher than the frequency of the steady
state. Additional 12 data points were collected in the experi-
ment 2 for the /jV/ stimuli to assess this trend.

II. EXPERIMENT 2

A. Methods

1. Test materials

Five 20-step /*–(/ continua in whichF2 was varied in
steps were tested. Two continua from experiment 1:~1! vow-
els in isolation~#V#! and ~2! /wV/ stimuli were used. In
addition, three new continua were generated with a Klatt
synthesizer~Klatt, 1980! in which formant trajectories were
either steady state or changed in upward directions. Formant
trajectories in these new continua were as follows:~3! F1
andF3 changing quadratically as in the /wV/ stimuli andF2
changing linearly,~4! F1,F2, andF3 changing linearly, and
~5! F1 andF3 steady state andF2 changing linearly. The
F1,F2, andF3 trajectories of the /wV/ and of the three new
stimuli are illustrated in Fig. 2. The linear trajectories had the
same initial and final frequencies as the quadratic trajectories
in the /wV/ stimuli. Thus, the frequency differences,DF ’s,
for these and /wV/ stimuli were identical. The stimuli were
200-ms long except the /wV/ stimuli which were preceded
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by 20-ms steady-state segments. The stimuli were numbered
according to the final frequencies ofF2 which was varied
from 1000 to 2000 Hz. All other details of the new stimuli
were the same as for the /wV/ stimuli.

2. Subjects

All subjects were college students with audiometrically
normal hearing. The group consisted of 24 subjects.

3. Procedures

Procedures were the same as in experiment 1. Presenta-
tion of the five continua was counterbalanced. Data collec-
tion with each subject was accomplished in 11

2 h. Twelve
subjects were additionally tested with the /jV/ stimuli.

B. Results

The boundaries and slopes of identification functions
were established as in experiment 1. The mean boundary and
slope values and their standard deviations are given in Table
II. The boundaries and slopes for the five continua were
evaluated using one-factor analyses of variance with re-
peated measures on the type of continuum. For the boundary,
the effect of the type of continuum was significant@F~4,92!
56.92;p,0.0001#. A post hocTukey test indicated that the
mean boundary for the #V# stimuli was significantly higher
~p,0.05! than the boundaries for the remaining stimuli
which were not significantly different~p.0.05! among

themselves. For all types of stimuli there was an increase of
/(/ responses and the boundaries were shifted toward lower
stimulus numbers relative to the boundary for the #V#
stimuli. The lower stimulus numbers indicated that for all
types of stimuli the perceived frequencies ofF2 trajectories
were beyond the extreme values actually synthesized in the
stimuli, or in other wordsF2 frequencies were perceptually
compensated~‘‘overshooted’’!.

For the slope, the effect of the type of continuum was
significant @F~4,92!512.98; p,0.0001#. A post hocTukey
test indicated that the mean slopes for the #V# and /wV/
stimuli ~0.31 and 0.26, respectively! were not significantly
~p.0.05! different between themselves but they were sig-
nificantly ~p,0.05! steeper from the slopes for the remaining
stimuli with the linearF2 trajectories~0.23, 0.19, 0.20!.

The result for the boundaries was unexpected because it
was anticipated that a change from quadratic to linearF2
trajectories would decrease the size of perceptual compensa-
tion or would cause temporal averaging ofF2. Such averag-
ing was found in the Na´bělek and Ovchinnikov~1994! study
for a /*–(/ continuum in which stimuli hadF1 and F3
steady state andF2 changing linearly in an upward direction.
However, there were differences betweenF2 trajectories of
the stimuli in the present and previous study. In the present
study the initial frequency ofF2 was 800 Hz, which was
constant for all 20 stimuli in the continuum@Fig. 2~d!#. The
final frequency ofF2 was varied from 1000 to 2000 Hz. As
a consequence, the absolute value of the frequency differ-
ence,DF, was 200 Hz for stimulus No. 1, about 756 Hz for
the boundary stimulus, and 1200 Hz for stimulus No. 20. In
the previous study, the absolute value ofDF for F2 was
constant and equal to 280 Hz in all 20 stimuli in the con-
tinuum. ThusDF for the the boundary stimulus was greater
in the present than in the previous study. It is possible that
the perceptual compensation~‘‘overshoot’’! observed in the
present study was caused by the largeDF and not by the
shape of formant trajectories.

III. EXPERIMENT 3

A. Methods

1. Test materials

In order to determine if absolute value ofDF of linearly
changingF2 trajectories determines type of perception~per-
ceptual compensation or temporal averaging!, a new con-
tinuum was generated. In this continuum,F2 changed lin-
early as in the Na´bělek and Ovchinnikov~1994! study but
DF was increased from 280 to 500 Hz. This was the greatest
DF which could be generated without overlapping withF1.

Four continua with the following types of stimuli were
tested:~1! #V#, ~2! a continuum from experiment 2@Fig.
2~d!#, with F1 andF3 steady state andF2 with a variable
DF from 200 Hz in stimulus No. 1 to 1200 Hz in stimulus
No. 20, shown again in Fig. 3~a!, ~3! F1 andF3 steady state
andF2 with a constantDF of 500 Hz@Fig. 3~b!#, and~4! F1
andF3 steady state andF2 with a constantDF of 280 Hz
@Fig. 3~c!#. The stimuli were numbered according to the final

FIG. 2. Formant frequencies of stimuli:~a! /wV/; ~b! F1 andF3 quadratic,
F2 linear; ~c! F1, F2, andF3 linear; and~d! F1 andF3 steady-state,F2
linear. F1 ~the same for all stimuli in each continuum!, F2 and F3 of
stimuli Nos. 1, 13, and 20.

TABLE II. Means and standard deviations of boundaries and slopes for the
following types of stimuli:~1! #V#, ~2! /wV/, ~3! F1 andF3 quadratic,F2
linear, ~4! F1, F2, F3 linear, and~5! F1 andF2 steady state,F2 linear.
Group of 24 subjects.

Boundary~stimulus number!
1 2 3 4 5

X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d.
12.94 1.09 11.60 1.48 11.82 1.30 11.52 1.54 11.46 1.56

Slope
1 2 3 4 5

X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d.
0.31 0.08 0.26 0.09 0.23 0.07 0.19 0.06 0.20 0.07
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frequency ofF2 which was varied from 1000 to 2000 Hz.
The stimuli were 200-ms long. All other details of the stimuli
were the same as for the /wV/ stimuli.

2. Subjects

A new group of 24 college students with audiometrically
normal hearing was used.

3. Procedures

The procedures were the same as in experiment 1. Pre-
sentation of the four continua was counterbalanced. Data col-
lection with each subject was accomplished in about 11

2 h.

B. Results

The boundaries and slopes of identification functions
were established as in experiment 1. The mean boundary and
slope values and their standard deviations are given in Table
III. The boundary and slopes were evaluated for the four
continua using one-factor analyses of variance with repeated
measures on the type of continuum. For the boundary, the
effect of the type of continuum was significant@F~3,69!
511.52;p,0.0001#. A post hocTukey test indicated that the
mean boundary for the #V# stimuli~12.79! was significantly
higher ~p,0.05! than the boundaries for the stimuli with
largeDF, either variable~11.13! or constant~11.58!. How-
ever, the boundary for the #V# stimuli was not significantly
different ~p.0.05! from the boundary for the stimuli with

smallDF ~12.28!. These results indicate that the stimuli with
large DF of F2 were perceptually compensated while the
stimuli with small DF of F2 were perceived as the final
frequency of the formant.

For the slope, the effect of the type of continuum was
significant @F~3,69!512.26; p,0.0001#. A post hocTukey
test indicated that the slope for the stimulus with variableDF
~0.19! was significantly~p,0.05! shallower than the slopes
for the remaining stimuli~0.31, 0.25, and 0.26! which were
not significantly different among themselves~p.0.05!.

IV. DISTRIBUTIONS OF BOUNDARY SHIFTS

The boundary shifts were calculated as the difference
between the boundary of stimuli withF2 changing over time
and the boundary of the #V# stimuli obtained by a given
subject. Distributions of the boundary shifts for individual
subjects were plotted in Figs. 4 and 5 for all stimuli for
which at least 24 data points were collected. These were the
/jVj/ and /wVw/ stimuli from experiment 1 and all stimuli
from experiments 2 and 3. In experiment 2, an additional 12
data points were obtained for the /jV/ stimuli which were
combined with the 12 data points for this stimulus from ex-
periment 1. For the /wV/ stimuli, 36 data points were avail-
able, 12 from experiment 1 and 24 from experiment 2.

The distributions of the boundary shifts for the CVC and
CV stimuli are shown in Fig. 4. The data points in Fig. 4
were spread indicating that various perceptual criteria might
be used by subjects in categorization of the CVC and CV
stimuli as /*/ or /(/. In order to investigate if the data points
could be subgrouped, the agglomerative hierarchial cluster-
ing analysis was performed. Ward’s minimum-variance
method was used~Ward, 1963!. The analysis indicated that
the data points for the CVC stimuli could be divided into two
subgroups. A multivariate secant method was used to fit the
nonlinear regression model~Ralston and Jennrich, 1978!, un-
der an assumption of two normal distributions. Each of the
two distributions was described by a position of a maximum,
its width ~s!, and a number of data points associated with
this distribution. The calculated functions are plotted in Fig.
4~a! and ~b!.

The distribution of the data points for the /jVj/ stimuli
@Fig. 4~a!# looked like a mirror image of the distribution for
the /wVw/ stimuli @Fig. 4~b!#. The two maxima in the distri-
butions seemed to indicate that two criteria were used by
subjects in the categorization of these stimuli as /*/ or /(/.
Perceptual compensation was more prevalent for the /wVw/
than for the /jVj/ stimuli~72% data points with a maximum
at a boundary shift of22.29,s50.53 and 48% data points
with a maximum at a boundary shift of11.96, s50.37,
respectively!. The maxima not greatly different than 0~28%
data points with a maximum at20.25, s51.04, for the
/wVw/ stimuli and 52% data points with a maximum at
20.31, s50.77, for the /jVj/ stimuli! indicated perceptual
emphasis of the relatively steady-state, vowel-like middle
segments.

The CV stimuli seemed to be interpreted differently than
the CVC stimuli. It appeared that the distributions of the data
points for the CV stimuli did not exhibit two distinct
maxima. The clustering analysis indicated that the data

FIG. 3. Formant frequencies of stimuli withDF of F2: ~a! variable, ~b!
constant 500 Hz, and~c! constant 280 Hz.F1 ~the same for all stimuli in
each continuum!, F2 andF3 of stimuli Nos. 1, 13, and 20.

TABLE III. Means and standard deviations of boundaries and slopes for the
following types of stimuli:~1! #V#, ~2! variableDF of F2, ~3! constant
DF5500 Hz ofF2, and~4! constantDF5280 Hz ofF2.F1 andF3 steady
state in all types of stimuli. Group of 24 subjects.

Boundary~stimulus number!
1 2 3 4

X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d.
12.79 1.24 11.13 1.36 11.58 1.71 12.28 1.56

Slope
1 2 3 4

X̄ s.d. X̄ s.d. X̄ s.d. X̄ s.d.
0.31 0.09 0.19 0.06 0.25 0.08 0.26 0.10
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points for the CV stimuli could not be divided into sub-
groups. For both the /jV/ and /wV/ stimuli a nonlinear re-
gression model fitted the data under an assumption of one
normal distribution. The calculated functions are plotted in
Fig. 4~c! and~d!. For the /jV/ stimuli, the maximum was at a
boundary shift of20.48,s51.36. This boundary shift was
not significantly different than 0, but a trend toward negative
boundary shift seemed to indicate that at least some subjects
perceptually averagedF2 trajectories over time and per-
ceived F2 slightly higher than the frequency of the final
vowel-like segment. For the /wV/ stimuli, the maximum for
the 36 data points was at a boundary shift of21.20,s51.35
which indicated that subjects perceptually compensated these
stimuli.2!

The distributions of the boundary shifts for the stimuli
with linearly changingF2 trajectories from experiment 2 and
3, are shown in Fig. 5. They were arranged according to the
mean values of boundaries from Tables II and III, from the
smallest to the greatest. The distribution in Fig. 5~a! is for the
48 data points collected in the two experiments, the remain-
ing distributions are for the 24 data points each. The cluster-
ing analysis indicated that the data points for these stimuli
could not be divided into subgroups. Therefore a nonlinear
regression model fitted the data under an assumption of one
normal distribution. The calculated functions are plotted in

Fig. 5. The maxima at the boundary shifts of21.39,21.38,
21.36, and21.07 ~s51.42; 1.25; 1.02; and 1.03!, for the
stimuli in Fig. 5~a!, ~b!, ~c!, and ~d!, respectively, indicated
perceptual compensation. The maximum at the boundary
shift of 20.40, s50.89, for the stimulus in Fig. 5~e! indi-
cated perceptual emphasis of the final frequencies ofF2
changing over time. Apost hocTukey test indicated that the
three shifts~21.39, 21.38, and21.36! were not signifi-
cantly different among themselves~p.0.05! but were differ-
ent ~p,0.05! from the21.07 and20.40 boundary shifts.

V. DISCUSSION

The results of the experiments of this study indicate that
temporal changes ofF2 trajectories influenced categoriza-
tion of stimuli in /)–(/ continua. In the tested continua, per-
ceptual compensation~‘‘overshoot’’! was found for stimuli
and which transitory characters ofF2 ~and F3! were
achieved by presenting vowels in /j-j/ and /w-w/ contexts.
The /jVj/ and /wVw/ stimuli and corresponding isolated
vowels, #V#, were synthesized according to specifications
given in the Lindblom and Studdert-Kennedy~1967! study.
The boundary for the /wVw/ stimuli, in which trajectories
formed convex upward parabolas, was at a lower stimulus
number than the boundary for the #V# stimuli. The differ-

FIG. 4. Distributions of boundary shifts for individual subjects and fitted functions for the following stimuli:~a! /jVj, ~b! /wVw/, ~c! /jV/, and ~d! /wV/ ~for
/wV/, data from experiment 2 are below dashed line and data from experiment 1 are above dashed line.!
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ence between these two boundaries~the boundary shift! was
statistically significant. The boundary for the /jVj/ stimuli, in
which trajectories formed concave downward parabolas, was
at a higher stimulus number than the boundary for the #V#
stimuli, however, the difference between these two bound-
aries ~the boundary shift! was not statistically significant.
These results agree with the results of Lindblom and
Studdert-Kennedy~1967! who found a boundary shift for the
/wVw/ stimuli indicating perceptual compensation and no
shift for the /jVj/ stimuli. However, there were large differ-
ences in amounts of boundary shifts for their subjects. Van
Son ~1993! suggested that if subjects in the Lindblom and
Studdert-Kennedy study had interpreted the CVC stimuli as
diphthongs, they would have used the extent of the ‘‘glide’’
segment as a cospecification of diphthong or glide identity.
Van Son further suggested that diphthong or glide perception
could also make the large differences between subjects more
understandable. In the present study the analysis of distribu-
tions of boundary shifts indicated that various perceptual cri-
teria were indeed used by subjects in the categorization of
the CVC stimuli as /*/ or /(/. Whereas the data did not pro-
vide information about how subjects interpreted the CVC
stimuli, Williams ~1987! demonstrated that complex stimuli
can be perceived as speech units or as sounds with pitch
changing over time. When he instructed subjects to catego-
rize /wVw/ stimuli as /*/ or /(/, he obtained perceptual com-
pensation. However, when he instructed the subjects to judge
the relative pitch of the same stimuli, he obtained either no
shift ~emphasis on the mid-point frequencies! or a shift in the
opposite direction, suggesting perceptual averaging over
time. Nearey~1989! suggested that the results of Williams
~1987! provide an evidence that perceptual interpretation of
the CVC stimuli depends on the mode of perception. In the
present study, no instruction were given to the subjects how
to interpret the stimuli. In appears that some subjects per-
ceived the stimuli as a linguistic units and perceptually com-
pensatedF2 trajectories, others associatedF2 trajectories
with the frequencies of the steady states or with some fre-
quencies resulting from perceptual averaging over time.

When the CVC stimuli in the present study were split
into the CV and VC stimuli, the mean boundaries for the
/jV/, /Vj/, and /Vw/ stimuli were not significantly different
from the boundary for the #V# stimuli. Thus for these
stimuli, the perceptual emphasis was at the relatively steady-
state, vowel-like segments ofF2 trajectories. Only for the
new /wV/ stimuli was the mean boundary significantly dif-
ferent from the boundary for the #V# stimuli. The mean
boundary shift for the /wV/ stimuli was in the same direction
as for the /wVw/ stimuli which indicated that perceptual
compensation took place for both types of stimuli.

For both the /Vw/ and /Vj/ stimuli, perceptual emphasis
of the initial vowel-like segments, probably related to in-
structions required categorization of the stimuli as vowels.
The perceptual compensation for the /wV/ stimuli and lack
of compensation for the /jV/ stimuli may reflect differences
between perception of the /wVw/ and /jVj/ stimuli~Fig. 4!.
There were more perceptual compensation responses for the
/wVw/ than for the /jVj/ stimuli. For the /wV/ stimuli, there
were many perceptual compensation responses with bound-

FIG. 5. Distributions of boundary shifts for individual subjects and fitted
functions for the stimuli with linearly changingF2; ~a! F1 andF3 steady-
state, variableDF for F2 ~data from experiment 2 are below dashed line and
data from experiment 3 are above dashed line!; ~b! F1 and F3 linear,
variableDF for F2; ~c! F1 andF3 linear, constantDF5500 Hz forF2; ~d!
F1 and F3 quadratic, variableDF for F2; and ~e! F1 and F3 linear,
constantDF5280 Hz forF2.
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ary shifts ranging from very small to large. For the /jV/
stimuli, there were even fewer perceptual compensation re-
sponses, than for /jVj/ stimuli. The boundary shifts close to 0
indicated perceptual emphasis of the initial vowel-like seg-
ments and the negative boundary shifts indicated that the
trajectories were perceptually averaged over time. Appar-
ently as in the case of the CVC stimuli, for the CV stimuli
different modes of perception could take place.

It was determined that perceptual compensation can take
place not only for parabolicF2 trajectories, but also forF2
trajectories changing quadratically in upward directions. In
order to determine if quadratic shape ofF2 trajectories or
specific shapes ofF1 andF3 trajectories caused perceptual
compensation, new types of stimuli were tested in experi-
ment 2. The quadraticF2 trajectories were altered to linear
trajectories changing in upward directions and trajectories of
F1 and F3 were either quadratic, linear, or steady state.
Regardless of the shape ofF1 andF3 trajectories, percep-
tual compensation of the linearF2 trajectories was found. It
was concluded that the perceptual compensation was related
to large frequency difference forF2 trajectories, but it was
not related to the shape ofF1, F2, andF3 trajectories.

In experiment 3, the boundary shifts of three types of
stimuli with linear F2 trajectories were compared. In all
three types of stimuliF1 andF3 were steady states. The
stimuli differed by both absolute values ofDF and the initial
frequencies ofF2 trajectories. In the first type of stimuli,DF
was variable and large, from 200 to 1200 Hz~in stimulus No.
1 and No. 20, respectively!, and the initial constant fre-
quency was equal to 800 Hz. In the second type of stimuli,
DF of 500 Hz was constant and large, and the initial fre-
quency was variable from 500 to 1500 Hz~in stimulus No. 1
and No. 20, respectively!. In the third type of stimuli,DF of
280 Hz was constant and small, and the initial frequency was
variable from 720 to 1720 Hz~in stimulus No. 1 and No. 20,
respectively!. The results of experiment 3 indicated that per-
ceptual compensation took place for the stimuli with large
DF ’s. TheF2 trajectories with smallDF ’s were perceived
as their final frequencies. These results suggest that for
200-ms long stimuli withF2 trajectories changing in upward
directions, perceptual compensation can take place for a
large range ofDF ’s. The perceptual compensation had a
tendency to disappear when theDF was reduced to 280 Hz.

This study was limited to 200-ms long stimuli. A study
with shorter stimuli could resolve if the size of perceptual
compensation is dependent upon the value ofDF or upon the
rate of frequency change over stimulus duration. Although
Lindblom and Studdert-Kennedy~1967! postulated that the
perceptual shift would be greater for shorter than longer
stimuli, they found only a trend for increased shift for their
/wVw/ shortened from 200 to 100 ms but no change for the
/jVj/ stimuli. It should be also considered that the relation-
ship between the size of perceptual compensation and the
rate of frequency change can be different for linear than for
nonlinearF2 trajectories.

The absolute value ofDF could have played role in
perception ofF2 trajectories in the CVC, CV, and VC
stimuli. For the CVC stimuli, theDF was calculated as a
difference between the initial and maximal frequencies, and

for the CV and VC stimuli, theDF was calculated as a
difference between the initial and final frequency. In the
/jVj/, /jV/, and /Vj/ continua, the absolute value ofDF for
the boundary stimuli was 506, 581, and 542 Hz, respectively.
In the /wVw/, /wV/, and /Vw/ continua the absolute value of
DF for the boundary stimuli was 783, 772, and 840 Hz,
respectively. The smaller boundary shift for the /jVj/ than for
the /wVw/ stimuli and smaller boundary shift for the /jV/
than /wV/ stimuli might be related to the smaller absolute
values ofDF for the boundary stimuli in the continua with /j/
than in the continua with /w/.

For the 200-ms long stimuli withDF of 280 Hz, 54%
responses~the boundary shifts greater than20.5! indicated
perceptual emphasis of the final frequency of theF2 trajec-
tory. These responses agree with perceptual weighing toward
the final frequencies found by Na´bělek et al. ~1970! for tone
glides in which the frequency changed linearly over time.
The glides investigated in their study which were changing
in either upward or downward directions and had a mean
frequency of 715 Hz were matched to pitch of steady tones.
For the 120-ms-long glides in which the absolute value of
frequency difference between the initial and final frequencies
was 200 Hz, perceptual shift toward the final frequency was
greater for the frequency changes in the upward than in the
downward direction. In a recent study on glide perception,
Schouten and Peeters~1995! reported that pitch matches to
rising glides were shifted toward final glide frequencies
while the matches to falling glides were close to the 1000-Hz
mid-point of their stimuli. It should be noticed that in the
Nabeleket al.~1970! and Schouten and Peeters~1995! stud-
ies in which pitch was assigned to the glides, no matches
were beyond the final glide frequencies. It appears that the
glides did not evoke perceptual compensations probably be-
cause they were not perceived as speech sounds and because
the task was to assign a pitch. Even for the CVC stimuli
which could be perceived as speech sounds, Williams~1987!
eliminated perceptual compensation of responses when he
asked his subjects to concentrate on pitch of the stimuli. In
future studies with stimuli in which frequencies are changing
over time a consideration should be given to instructions
evoking specific mode of perception.

The tendency for the greater shifts toward the final fre-
quency for the upward than downward frequency changes
over time could be another reason for a significant boundary
shift for the /wVw/ stimuli and not significant shift for the
/jVj/ stimuli. This tendency might also have an effect on the
/wV/ and /jV/ stimuli; the first were perceptually compen-
sated and the second primarily associated with the final, rela-
tively steady-state segments.

The results of the present study provide some support
for van Son’s~1993! suggestion that the presence of the per-
ceptual compensation~‘‘overshoot’’! depends more on the
perception of the context than on the actual formant track
shape and for Nearey’s~1989! assertion that the perceptual
compensation requires speech mode perception. The ‘‘over-
shoot’’ was found for the /wVw/ stimuli with parabolic
shape of theF2 trajectory, for the /wV/ stimuli with qua-
dratic shape of theF2 trajectory, and for the stimuli with
linear shape of theF2 trajectory and large frequency differ-
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ence between the initial and final frequencies. While in the
last types of stimuli, /w/ was not modeled, some subjects
could have interpreted theF2 changing in upward directions
as /w/.

However, perception of a consonant was not always suf-
ficient for inducing perceptual compensation. The perceptual
compensation was not found for 50% of the responses for the
/jVj/ stimuli and for 80% of the responses for the /jV/
stimuli. The ‘‘overshoot’’ was not found for the /Vj/ and
/Vw/ stimuli. The lack of perceptual compensation was in
agreement with results of van Son~1993! for his CVC, CV,
and VC stimuli in which C was either /n/ or /f/. There were
differences, however, in the frequencies, which were percep-
tually emphasized. In the present study, the CVC, CV, and
VC stimuli which were not perceptually compensated were
usually perceived as their vowel-like segments, middle, final,
or initial, respectively. In the van Son~1993! study, the em-
phasis was on the final stimulus frequencies.

The lack of perceptual compensation in the van Son
~1993! study might be related not only to differences in per-
ception of consonants in his and other studies~Lindblom and
Studdert-Kennedy, 1967; Nearey, 1989! or to differences in
data collection~phonetic identification versus categoriza-
tion!, but to relatively small values ofDF in his stimuli. The
largest frequency difference between the initial and middle
frequencies in his parabolicF2 trajectories was either2375
or 1375 Hz which was smaller than in the CVC stimuli in
the present study. This relatively small frequency difference
might not be sufficient for perceptual compensation.

Analyses of slopes of identification functions provided
information about certainty of categorization of stimuli. In
all continua the end point stimuli were identified 100% of the
time as either /*/ or /(/. The steepness of the slopes was
related to ranges of ambiguous stimuli in the continua. In all
three experiments, the steepest slopes were found for the
continua with the #V# stimuli. Significantly shallower slopes
were found for the continua with the CVC stimuli and for the
continua with the stimuli havingF2 linearly changing over
time with variableDF. The slopes for the continua with the
CV and VC stimuli and with the stimuli havingF2 changing
linearly over time but with constantDF were not signifi-
cantly different from the slope for the continuum with the
#V# stimuli. It appeared that the ranges of stimuli which
were unambiguously identified as /*/ or /(/ were not related
to the type of perception ofF2 trajectories, compensation, or
emphasis of certain frequencies.

VI. CONCLUSIONS

In the 200-ms-long stimuli, the perceptual compensation
for the F2 trajectories changing in upward directions ap-
peared to be unaffected by the shape of the trajectories, qua-
dratic or linear, and was similar to the compensation for the

convex parabolic trajectories. For the linearF2 trajectories,
the shape ofF1 andF3 trajectories appeared to have no
effect on the amount of the compensation. The only factor
affecting the size and number of the perceptual compensa-
tion responses was the frequency difference between the ini-
tial and final frequencies of theF2 trajectories. The linear
F2 trajectories with frequency difference up to 500 Hz were
perceptually compensated and with frequency difference of
280 Hz were perceptually averaged over time with an em-
phasis of the final frequencies.
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1For each continuum and each subject, the sample fractionf i5si /m was
calculated, wheresi is the number of /*/ responses andm is the number of
test repetitions. Sample logitsl i5ln[ f i /(12 f i)]

1/2 were regressed using a
weighted regression with weightwi5[n fi(12 f i)]

1/2. All points f i50 and
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Nábělek, A. K., and Ovchinnikov, A.~1994!. ‘‘Perception of linear formant
trajectories in vowels,’’ J. Acoust. Soc. Am.95, 2978~A!.
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Modulations in the temporal intensity envelope of 24 1/4-octave bands were reduced by
proportionally raising the troughs and lowering the peaks relative to the mean intensity in each
band. The effect on intelligibility of various degrees of modulation reduction was investigated by
measuring the speech-reception threshold~SRT! in noise. For conditions of severe modulation
reduction, the number of correctly received sentences in quiet was scored. The effect of this
deterministicmodulation reduction was compared to the effect of stochastic modulation reduction
obtained with addition of noise. Results for 12 normal-hearing subjects show that in the case of
deterministic modulation reduction, intelligibility is reduced to 50% when the modulation-transfer
factor equals 0.10, whereas in the case of modulation reduction by addition of noise, this
intelligibility is reached already at a modulation-transfer factor of 0.27. This confirms that the effect
of additive noise on intelligibility cannot be understood completely as a result of only modulation
reduction. As suggested by Drullman@J. Acoust. Soc. Am.97, 585–592~1995!# two other factors
associated with the addition of noise have to be taken into account:~1! the introduction of
nonrelevant modulations, and~2! the corruption of the fine structure. ©1997 Acoustical Society of
America.@S0001-4966~97!04912-6#

PACS numbers: 43.71.Es, 43.66.Mk, 43.72.Dv@WS#

INTRODUCTION

Speech can be represented as a summation of frequency
bands with amplitude-modulated signals. Each frequency
band consists of a fine structure and a temporal envelope.
The temporal envelope contains information that is essential
for speech intelligibility. For common disturbances to
speech, like noise and reverberation, the detrimental effects
on intelligibility are generally understood as a consequence
of reduced temporal envelope modulations. This is the basis
of the concept of the modulation transfer function~MTF! and
the speech transmission index~STI! for estimating intelligi-
bility ~Houtgast and Steeneken, 1985!.

However, equal MTFs do not always lead to equal in-
telligibility; previous experiments~Drullman, 1995! showed
that reduction of temporal modulations by several direct ma-
nipulations of the envelope is less detrimental to intelligibil-
ity than the same degree of reduction brought about by the
addition of noise. A possible explanation was offered by
Drullman ~1995!: first, the nonrelevant modulations intro-
duced by the statistical nature of the noise leave the listener
with a ‘‘sorting problem’’ ~i.e., he/she is unable to separate
the relevant speech modulations from the nonrelevant noise
modulations! and second, noise affects the speech fine struc-
ture.

Direct manipulations of the speech envelope do not suf-

fer from these side effects. The abovementioned study on
direct manipulations of the temporal envelope was carried
out to determine the relative contributions to intelligibility of
peaks and troughs in the envelope, using very specific types
of envelope processing. In the present study the effect on
intelligibility of ‘‘pure’’ modulation reduction is investigated
and compared to the effect of modulation reduction by addi-
tion of noise. The ‘‘pure’’ modulation reduction is performed
by proportionally raising the troughs and lowering the peaks
of the intensity envelope. This method of modulation reduc-
tion will be called ‘‘deterministic’’ to distinguish it from
noise-induced reduction of modulations which has a stochas-
tic character. The deterministic modulation reduction used
here was applied to the entire range of modulation frequen-
cies ~uniform reduction!. Similarly, the addition of continu-
ous noise to a speech signal results in a uniform reduction.

I. METHOD

A. Materials and design

The speech materials consisted of 10 lists of 13 every-
day Dutch sentences of 8 to 9 syllables read by a trained
female speaker~Plomp and Mimpen, 1979!. For masking in
the SRT measurements, a Gaussian noise shaped according
to the long-term average spectrum of the 130 sentences was
used. Both the speech and the noise were digitized at a sam-
pling rate of 15 625 Hz with 16-bit resolution.

For all sentences, deterministic modulation reduction
of the temporal intensity envelope was performed in 24 1/4-

a!Current address: TNO Human Factors Research Institute, P.O. Box 23,
3769 ZG Soesterberg, The Netherlands.
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octave bands~linear-phase finite impulse response filter
bank, slopes of at least 80 dB/oct!, covering the range 0.1–
6.4 kHz!. Narrow bands were chosen, because after elimina-
tion of only wide-band modulations, part of the original
narrow-band modulations can still be perceived by the audi-
tory system~Drullman, 1995!. The intensity envelope of
each band was obtained by squaring the Hilbert~amplitude!
envelope. The degree of reduction was controlled by multi-
plication of the band envelope relative to its average by the
modulation-transfer factor1 m, which can take any value be-
tween 0~all modulations suppressed! and 1~all modulations
intact!. To distinguish this deterministic modulation transfer
from the effects by noise we will use a suffix~mdet!. The
modified envelopeImod of each band at timet is given by

Imod~ t !5 Ī1mdet~ I org~ t !2 Ī !, 0<mdet<1, ~1!

where I org symbolizes the original intensity envelope andĪ
the long-term average intensity of that band.

Manipulations in the temporal domain will have an ef-
fect in the spectral domain. The spectral effect of modifica-
tion of the temporal envelope according to Eq.~1! has been
investigated by Drullmanet al. ~1996!. It appears that uni-
form reduction of temporal modulations leads to uniform
reduction of spectral modulations of~almost! equal magni-
tude. The spectral effect of temporal modulation reduction is
thus a reduction toward the average bandfilter spectrum.

A preliminary test revealed that sentences presented in
quiet were not completely intelligible when the modulation-
transfer factor was set at 0.1. Therefore, sentences with trans-
fer factors below 0.2 were presented in quiet and the number
of correctly received sentences was scored. This will be re-
ferred to as the SIQ~Sentence Intelligibility in Quiet! experi-
ment. For modulation-transfer factors from 0.2 to 1.0 the
standard SRT procedure was carried out.

Ten processing conditions were investigated. In the SIQ
experiment, the modulations in each frequency band were
multiplied by the following factors: 0.00, 0.05, 0.10, and
0.15. In the SRT experiment the modulations were multi-
plied by factors running from 0.20 to 0.80 in steps of 0.15.
Finally, the processing was performed with the modulation-
transfer factor set at 1.0. This latter condition served as a
reference without modification of the envelope.

The masking noise was processed separately for each
condition in the same way as the sentences. There are two
reasons for doing so. First, splitting up the wide-band speech
signal into 1/4-octave bands and subsequently adding these
bands resulted in slight high-frequency emphasis~less than 1
dB/oct!. With the noise processed in the same way as the
sentences, the~long-term! speech-to-noise ratio will remain
constant over the entire spectral range in the SRT experi-
ment. Second, as mentioned before, the statistical nature of
the noise may introduce spurious modulations that disturb
the perception of the speech modulations. Whether these
noise modulations play a role or not, in any case they are
reduced by the same amount as the relevant speech modula-
tions.

B. Subjects

Subject were 12 normal-hearing students, whose ages
ranged from 19 to 27. Their pure-tone air-conduction thresh-
olds in the test ear did not exceed 15 dB HL at octave fre-
quencies from 125 to 4000 Hz and at 6000 Hz.

C. Procedure

From the 10 lists of 13 sentences, 4 lists were used in the
SIQ experiment and 6 in the SRT experiment. The lists were
presented in a fixed order. The presentation order of the con-
ditions was counter balanced over the listeners according to a
diagram-balanced Latin square—434 for the SIQ experi-
ment and 636 for the SRT experiment—to avoid order and
lists effects. With 12 subjects, each sequence was presented
to 3 subjects in the SIQ experiment and to 2 subjects in the
SRT experiment. Six subjects started with the SIQ experi-
ment and six with the SRT experiment.

In the SIQ experiment every sentence was presented
once, at an A-weighted average level of 70 dB, after which
the subject had to reproduce it. In the SRT experiment the
level of the A-weighted masking noise was fixed at 70 dB;
the level of the sentences was changed according to an adap-
tive up–down procedure. The first sentence in a list was
repeated each time at a 4-dB higher level, until the listener
could reproduce it correctly. The remaining 12 sentences
were then presented only once, in an up–down procedure
with a step size of 2 dB. The average signal-to-noise ratio for
sentences 4–13 was adopted as the SRT for that condition.

The stimuli were presented monaurally through head-
phones~Sony MDR-CD999! at the test ear in a soundproof
room. Before both the SRT and the SIQ experiment, a list of
13 sentences pronounced by a male speaker was presented,
in order to familiarize the subjects with the procedure. For
the SIQ experiment this list consisted of sentences with a
modulation-transfer factor 0.20; for the SRT experiment an-
other list was used with modulation-transfer factor 0.50.

II. RESULTS

Figure 1 shows the percentage correct score for sen-
tences in quiet as a function of the imposed deterministic
modulation-transfer factormdet. Because the scores were not
normally distributed over the listeners, medians and quartiles
are displayed. By linear interpolation in Fig. 1, we find that
the 50% correct score was reached formdet50.11 ~standard
deviation50.02!. Wilcoxon tests for matched samples~Hays,
1988! showed that the scores differ significantly~p,0.05!
for all but the 0.10 and 0.15 condition.

The mean SRT for sentences in noise as a function of
mdet is shown in Fig. 2. Wilcoxon tests2 for matched samples
showed that the SRT is significantly elevated~p,0.05! for
transfer factors from 0.65 downward. The curve drawn
through the data will be described in Sec. III B, because we
need the equations and assumptions of the next two sections
to derive this curve.
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III. DISCUSSION

A. Combined effect of deterministic and noise-
induced modulation reduction

In the SRT experiment, modulations in the temporal en-
velope were not only reduced by the imposed deterministic
modulation reduction, but also by the addition of noise. The
modulation-transfer factor brought about by the noise
~mnoise,exp! is determined by the signal-to-noise ratio at a
given SRT~Houtgast and Steeneken, 1985!

mnoise,exp5
1

11102SRT/10. ~2!

The combined modulation-transfer factor at the speech
reception threshold~mthr! resulting from both modulation re-
ductions can be calculated for each condition by multiplica-
tion of the deterministic and the noise factors:

mthr5mdet•mnoise,exp. ~3!

When deterministic and noise-induced modulation reduction
are equally detrimental to speech intelligibility,mthr will

have a constant value for different values ofmdet.
Figure 3 shows the meanmthr as a function ofmdet. The

filled dots are calculated from Eq.~3! based on the SRT data
given in Fig. 2. The open dot represents the casemthr5mdet,
i.e., themdet that corresponds to a 50% correct score for
sentences in quiet. This data point has been computed from
the data in Fig. 1 by linear interpolation. The curve fit to the
data will be described in the next section, because we need
the equations and assumptions of that section to derive the
curve.

A one-way analysis of variance showed that the effect of
deterministic modulation reduction onmthr is highly signifi-
cant@F~5,50!524,p,0.001#. Pairwise comparisons with the
Tukey HSD test~Hays, 1988! of the mean scores showed
thatmthr for combined conditions of deterministic reduction
and noise is significantly lower~p,0.05! for mdet<0.65 than
for noise alone~mdet51!. So,mthr is not constant, which is
caused by the fact that deterministic and noise-induced
modulation reduction yield different effects on intelligibility.

B. Relationship between deterministic and noise-
induced modulation reduction

The data in Fig. 3 represent different combinations of
deterministic and noise-induced modulation reduction, that
all lead to 50% intelligibility. It will be shown that these data
can be described with a simple linear relationship between
deterministic modulation reduction and the equivalent noise-
induced modulation reduction that causes the same decrease
in intelligibility.

Suppose the effectiveness of deterministic modulation
reduction~12mdet! is a constant fraction of the effectiveness
of modulation reduction introduced by noise (12 mnoise,i).
To obtain the same intelligibility with both procedures this
would imply:

12mnoise,i5C~12mdet!, 0,C,1. ~4!

If in the experiment the imposed modulation reduction
had been performed by addition of noise instead of direct

FIG. 1. Median percentage correct score for sentences in quiet as a function
of the imposed deterministic modulation-transfer factor. Vertical bars rep-
resent the quartiles for each condition.

FIG. 2. Mean speech-reception threshold for sentences in noise as a function
of the imposed deterministic modulation-transfer factor. Vertical bars rep-
resent the standard deviation for each condition.

FIG. 3. Mean values of the threshold modulation-transfer factor at the
speech reception threshold as a function of the imposed deterministic
modulation-transfer factor. Vertical bars represent the standard deviation for
each condition.
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modulation reduction, the result would have been trivial, be-
causemthr would have been a constantM thr,noisefor all values
of the imposed modulation-transfer factormnoise,i •

M thr,noise5mnoise,i•mnoise,exp. ~5!

With Eq. ~4! mnoise,i can be expressed as a function of an
equivalentmdet, with the same effect on intelligibility. Using
Eq. ~5!, the modulation-transfer factor associated with the
noise that is added in the SRT experiment to obtain the
threshold ~mnoise,exp! can be expressed as a function of
mnoise,i and thus also as a function ofmdet. Substitution of
mnoise,expin Eq. ~3! givesmthr as a function ofmdet•

mthr5
M thr,noise•mdet

12C~12mdet!
. ~6!

Fitting this equation by the least-squares method to the
filled dots in Fig. 3, results inC50.81 andM thr,noise50.27.
The proportion of variance accounted for by the model is
57%. The lack-of-fit test on the pooled individual listener
data~Walpole and Myers, 1989! revealed that the model ac-
counts for a significant fraction of the variation@F~4,66!
50.41, p,0.001# and that the deviation from the model is
not significant@F~1,66!589, p50.80#. Thus, given the ex-
perimental data, there is no need for a more complicated
relationship betweenmdet andmnoise,i than the one described
by Eq.~4! with C50.81. By combining Eqs.~2!, ~4!, and~5!,
we finally can derive the equation of the curve drawn in Fig.
2:

SRT5210 logS 12C~12mdet!

M thr,noise
21D . ~7!

From M thr,noise50.27 and Eq. ~4!, the threshold
modulation-transfer factor when all modulations are reduced
deterministically ~M thr,det! can be calculated. This value
equals 0.10, which agrees well with the open dot in Fig. 3,
that was obtained by linear interpolation in Fig. 1.

So, when the modulations are only reduced by addition
of noise ~e.g.,mdet51!, the speech reception threshold is
reached when the modulation-transfer factor equals 0.27. In
case of pure deterministic modulation reduction, the speech
reception threshold is reached when the modulation-transfer
factor equals 0.10. This confirms that deterministic modula-
tion reduction is less detrimental to sentence intelligibility
than the same degree of modulation reduction brought about
by the addition of noise.

Another interpretation of Eq.~4! with C50.81 is that
81% of the effect of noise on intelligibility can be explained
as the result of modulation reduction. To explain the remain-
ing 19%, two other effects, specific for noise, have to be
considered:~1! the introduction of nonrelevant modulations
and ~2! the corruption of the speech fine structure~see also
Drullman, 1995!.

C. Other modulation reduction schemes

We will now compare the threshold modulation-transfer
factors for other schemes of modulation reduction with the
two factors found in this study~M thr,noise50.27 and
M thr,det50.10!. Drullman ~1995! investigated four other

methods of modulation reduction. They were all performed
on the amplitude envelopes of 24 1/4-octave bands and all
left the speech fine structure intact. FT~flat troughs! set en-
velope parts below a certain target level~relative to the long-
term rms level per band based on the total set of 130 sen-
tences! to this target level; FP~flat peaks! set envelope parts
above the target level to this level; and BLK~block pulse! set
parts of the envelope below the target level to zero and above
the target level to a fixed level. SN~speech and noise! re-
placed the original speech envelope by the speech1noise
envelope. FT, FP, and BLK are deterministic modulation-
reduction methods. SN is a stochastic modulation reduction
method. Besides these processed signals~with intact speech
fine structure! unprocessed speech and noise served as a ref-
erence~REF!. In the case of REF, the target level simply was
the actual relative noise level.

The target levels at which the speech reception threshold
~50% sentence intelligibility! was reached were 5.5, 6.5, 12,
225, and231 dB re: rms for REF, SN, FT, FP, and BLK,
respectively. For various target levels and the five
modulation-reduction methods described, the corresponding
modulation-transfer factors were measured~Drullman,
1995!. It appears that the modulation-transfer factors at the
speech reception threshold were 0.24, 0.21, 0.09, 0.11, and
0.11, for REF, SN, FT, FP, and BLK, respectively. Table I
gives for different processing strategies an overview of the
effects on speech that are involved together with the
modulation-transfer factor at threshold~M thr!. Again, the sto-
chastic modulation-reduction methods~SN and REF! are the
most detrimental to intelligibility. SN~having the envelope
of speech1noise, but the fine structure of speech! is some-
what less detrimental than REF~unprocessed speech1noise!,
which may be attributed to the speech fine structure being
kept intact. For the deterministic modulation-reduction meth-
ods FT, FP, and BLK, essentially the same threshold
modulation-transfer factors were found as for the present
type of uniform, deterministic modulation reduction.

D. Results in relation to the STI

The MTF concept has led to the development of a
speech transmission index~STI!. The STI has proven to be

TABLE I. Overview of the effects on speech of different processing strat-
egies together with the threshold modulation transfer factors. An asterisk
indicates that the processing strategy mentioned in the left column produces
the effect given in the upper row.

Processing

Effects

M thr

Modulation
reduction

Nonrelevant
modulations

Corruption of
fine structure

Addition of noise
Present study * * * 0.27
REFa * * * 0.24

Envelope of
speech1noise
SNa * * 0.21

Deterministic
Present study * 0.10
FT, FP, BLKa * 0.09, 0.11, 0.11

aFrom Drullman~1995!.
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very successful in estimating the intelligibility of speech in
the presence of common disturbances, like noise and rever-
beration. But previous experiments~Drullman, 1995! and the
present study have demonstrated that its use cannot simply
be extended to any manipulation of the temporal speech en-
velope. The origin of the modulation reduction is an impor-
tant factor.

In calculating the STI, each modulation-transfer factor is
transformed to a corresponding apparent signal-to-noise ratio
@~S/N!app# irrespective of the actual sources of disturbance
~Houtgast and Steeneken, 1985!:

S SND
app

510 logS m

12mD . ~8!

This equation does not hold for deterministic modulation
reduction. With Eq.~4! we can revise Eq.~8! in such a way
that it also holds for the uniform deterministic modulation
reduction performed in this study:

S SND
app

510 logS 12C~12m!

C~12m! D , ~9!

where C is a constant that depends on the origin of the
modulation reduction.C equals 0.81 in case of deterministic
modulation reduction andC equals 1 in case of common
disturbances, like noise or reverberation.

IV. CONCLUSIONS

Uniform, deterministic reduction of temporal modula-
tions is less detrimental to sentence intelligibility than the
same modulation reduction brought about by addition of
noise. A linear relationship between deterministic and noise-
induced modulation reduction causing the same decrease in
intelligibility can describe the data well.

In case of deterministic modulation reduction, 50% in-
telligibility is reached when the modulation-transfer factor
equals 0.10 and in case of noise-induced modulation reduc-

tion, when the modulation-transfer factor equals 0.27. Hence,
the effect of additive noise on intelligibility cannot be under-
stood completely as a result of modulation reduction per se.
‘‘Pure’’ modulation reduction can explain 81% of the detri-
mental effect of additive noise. To explain the remaining
19% two other factors have to be taken into account, as
proposed by Drullman~1995!: ~1! the introduction of nonrel-
evant modulations and~2! the corruption of the speech fine
structure.
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In this study, the claim that intensity, as an acoustic operationalization of loudness, is a weak cue
in the perception of linguistic stress is reconsidered. This claim is based on perception experiments
in which loudness was varied in a naive way: All parts of the spectrum were amplified uniformly,
i.e., loudness was implemented as intensity or gain. In an earlier study it was found that if a speaker
produces stressed syllables in natural speech, higher frequencies increase more than lower
frequencies. Varying loudness in this way would therefore be more realistic, and should bring its
true cue value to the surface. Results of a perception experiment bear out that realistic intensity level
manipulations~i.e., concentrated in the higher frequency bands! provide stronger stress cues than
uniformly distributed intensity differences, and are close in strength to duration differences.
© 1997 Acoustical Society of America.@S0001-4966~97!00412-8#

PACS numbers: 43.71.Es, 43.70.Fq@RAF#

INTRODUCTION

Dutch and English are languages with word stress: one
of the syllables of a word, especially when pronounced in
citation form, is perceived as the most prominent one, the
so-called lexical stress position of the word. The phonetic
correlates of lexical stress in these languages are pitch, du-
ration, loudness, and vowel quality~Lehiste, 1970; Beckman
1986, and references mentioned there!. Of these, pitch and
duration have been found the most important perceptual
cues; intensity, as an acoustical operationalization of loud-
ness, is generally claimed to be of lesser importance~among
others: Fry, 1955, 1958; van Katwijk, 1974!, while vowel
quality is the least important cue~Fry, 1965; Rietveld and
Koopmans-van Beinum, 1987!. When words are spoken out-
side focus, i.e., without a pitch accent on the stressed syl-
lable, the position of the stress has to be inferred from the
remaining cues such as duration and intensity.

In the older linguistic and phonetic literature it was gen-
erally held that languages such as English and Dutch are
characterized by so-called dynamic~rather than melodic!
stress. That is to say, stressed syllables are produced with
greater pulmonary and glottal effort, with greater loudness as
the primary perceptual correlate~Sweet, 1906; Bloomfield,
1933!. With the advent of speech synthesis techniques in the
fifties this view was quickly discredited, when manipulating
intensity ~i.e., gain!, as an operationalization of loudness
variation, proved virtually inconsequential for stress percep-
tion ~Fry, 1955, 1958 for English; Mol and Uhlenbeck, 1956
for Dutch; Issatchenko and Scha¨dlich, 1966 for German!.

In the present study, the claim that loudness is a weak
cue in the perception of linguistic stress is reconsidered. Re-
cently, Sluijter and van Heuven~1996! showed that intensity
level differences between stressed and unstressed Dutch syl-

lables are concentrated in the higher parts of the spectrum,
whereas intensity differences in the lower part of the spec-
trum, i.e., below 500 Hz, were negligible. We assume that
these differences in the higher parts of the spectrum are
caused by a difference in the shape of the glottal waveform,
due to an increase in vocal effort when producing stressed
syllables, and are therefore a reflection of effort, and are
perceived in terms of greater loudness.

The assumption that vocal effort is related to the percep-
tion of loudness was explored by Brandtet al. ~1969!. They
independently varied vocal effort and intensity of continuous
speech stimuli. In their experiments speech samples that
were produced with greater effort, were estimated as louder
than the same samples spoken with less effort, even when the
mean intensity was adjusted so as to be constant. They con-
sidered the acoustic spectrum to be a special cue for the
perception of vocal effort. Glave and Rietveld~1975! also
examined the role of effort in speech loudness; their results
confirmed that greater vocal effort is related to greater per-
ceived loudness. Furthermore, they showed that the spectra
of vowels spoken with greater effort have more intensity in
the higher-frequency region, which they assumed to be
caused by the changes in the source spectrum due to a more
pulse-like shape of the glottal waveform.

This operationalization of loudness variation, i.e., in-
creasing intensity in the higher frequency bands only, differs
substantially from implementing loudness in terms of chang-
ing the gain factor uniformly across the spectrum as was
done in the perceptual experiments above. Therefore, vary-
ing the acoustical correlate of loudness in a more realistic
way, i.e., by varying the spectral balance,1 should bring out
the true cue value of loudness for stress perception.

If, indeed, varying intensity level in the higher fre-
quency bands only is a perceptually more effective stress cue
than applying uniform intensity level increments, a second
question arises: What is the importance of the loudness cue
relative to other stress cues? In order to keep this second
question within manageable proportions, we will examine

a!Now at KPN Research, P.O. Box 421, 2260 AD Leidschendam, The Neth-
erlands. Electronic mail: a.m.c.sluijter@research.kpn.com

b!Electronic mail: heuven@rullet.leidenuniv.nl
c!Electronic mail: pacilly@rullet.leidenuniv.nl
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the importance of intensity level manipulations relative to
that of duration manipulation, i.e., the cue that has been ad-
vanced as the most reliable stress cue so far.

It is not the intention of the present study to question the
primacy of theF0 cue in stress perception, since we regard
F0 movement as a cue for sentence accent rather than for
linguistic word stress. There is ample evidence, e.g., in
Dutch, that anF0 movement with the appropriate excursion
size ~>4 semitones! and time alignment~cf. ’t Hart et al.,
1990; Hermes and Rump, 1993! is a sufficient cue for accent,
and a fortiori for stress, since accents are normally associ-
ated with the lexically stressed syllable of a word. In fact,
when the accent is shifted to a nonstressed syllable so as to
signal a metalinguistic contrast as inI said SUGgest not
DIgest, 2 the original stress cues in the second syllable of
suggestare almost completely obliterated and transferred to
the initial syllable, cf. Sluijter and van Heuven~1995!. How-
ever, theF0 cues are not invariant stress cues, since they
disappear at the sentence level when the word is deaccented
through focus manipulation~cf. van Heuven, 1987; Sluijter
and van Heuven, 1996!. Formant changes, finally, have con-
sistently been reported as the least important cue for word
stress~and sentence accent!.

We will therefore examine the relative strength of the
two implementations of loudness and duration in unaccented,
i.e., nonfocused, targets.

In the experiment described below we studied the per-
ception of stress position in the disyllabic Dutch nonsense
word nanaby manipulating vowel duration, spectral balance
~intensity level increments in the higher frequency bands
only! and intensity~uniformly distributed gain increments! in
accordance with our production data~Sluijter and van Heu-
ven, 1996!. The hypothesis to be tested is that spectral bal-
ance is a stronger stress cue than overall intensity, and that
the importance of spectral balance as a stress cue will ap-
proximate~or even surpass! that of duration. The possible
finding that more realistic loudness manipulations provide a
stronger stress cue than the traditional operationalization of
loudness as gain/intensity should then, at least in part, reha-
bilitate the claim of the above mentioned older literature by
Sweet~1906! and Bloomfield~1933!.

I. PERCEPTION EXPERIMENT I

A. Methods

1. Material

We used the reiterant nonsense word pair /nnabnab/-
/nabnnab/. This type of speech allows us to vary duration,
spectral balance and intensity without taking into account
segmental differences between both syllables, e.g., differ-
ences in intrinsic duration~Peterson and Lehiste, 1960! and
intrinsic intensity ~Lehiste and Peterson, 1959! of vowels,
and possible perceptual compensation for these features. Re-
iterant speech was also used by Morton and Jassem~1965!,
van Katwijk ~1974!, Berinstein~1979! and many others in
similar experiments and is assumed to be like nonreiterant
speech in all aspects which are important in the study of
prosody~Larkey, 1982!.

We used the unstressed syllablena of the sentenceWil
je nanna zeggen/v(u j. nabnab z}$./ ‘Will you @nanna# say,’
uttered by a male speaker with a pitch movement onzeggen,
taken from the production study. This speaker was chosen
out of a set of ten because the quality of his voice was pre-
served best in LPC resynthesis in comparison with the other
male and female speakers.

We concatenated two syllablesna to form the disyllabic
nonsense wordnana. The duration of the syllables was var-
ied in seven steps fromnnana to nanna in accordance with
our production data~Sluijter and van Heuven, 1996!. We
took a representative duration range for reiterant speech av-
eraged over the speakers. This led to the following experi-
mental values: the initial syllable was varied in seven steps
of 20 ms from 250 to 130 ms, the second syllable was varied
in seven steps of 15 ms from 185 to 275 ms. Note that an
increase of the duration of the first syllable covaries with a
decrease of the duration of the second syllable. The stimulus
with an initial syllable of 190 ms and a final syllable of 230
ms ~number 4! was meant to be temporally ambiguous for
stress perception. The longer average duration of the second
syllable was copied from actual speech production so as to
reflect the influence of word-final lengthening~Wightman
et al., 1992; Sluijter and van Heuven, 1996!. Table I gives an
overview of the resulting stimuli.

In order to reduce the dimensionality of the stimulus
space, we implemented spectral balance in terms of variable
intensity levels below and above 0.5 kHz. It appeared from
our production data~Sluijter and van Heuven, 1996! that the
intensity levels in the three octave bands~B2–B4! were cor-
related ~r 2 between 0.45 and 0.57!, whereas there was no
correlation between the base band B1, and any of the higher
octaves~r 2 between 0.04 and 0.23!. The spectral balance of
the syllables was therefore varied by increasing the levels of
the frequency components above 500 Hz by 3, 6, or 9 dB, in
either the initial or the final syllable. We used the digital
filtering facilities of the speech and signal processing pack-
age XAudlab~Lagendijk, 1992! implemented on a Silicon
Graphics Indigo/Irix computer. The filtering and filter design
algorithms implemented in this package use the standard FIR
structure and DFT approach. The spectral balance steps were
a straightforward quantization of the differences between the
stressed and unstressed realizations of the syllablesna in our
production study. We applied uniform intensity level incre-
ments to all the frequencies above 500 Hz, although strictly
speaking the intensity differences in the third filter band

TABLE I. Overview of the duration manipulations yielding seven duration
steps. Durations are given~in ms! for first ~s1! and second syllable~s2!
separately, as well as total word duration~s11s2!.

Duration s1 s2 s11s2

1 NAna 250 185 435
2 230 200 430
3 210 215 425
4 neutral stimulus 190 230 420
5 170 245 415
6 150 260 410
7 naNA 130 275 405
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~1.0–2.0 kHz! should be a little larger than those in the sec-
ond ~0.5–1.0 kHz! and fourth ~2.0–4.0 kHz! filter bands.
Crucially, however, we did not add any intensity to the base
band.

Larger differences than the 9-dB increase in the higher
bands occur occasionally in our production data, but this
value was chosen as the maximum increment as stimuli with
larger intensity level differences in the higher bands sounded
less than acceptable.

These vocal effort/spectral balance manipulations yield-
ed overall intensity level changes of approximately 1, 2, or 3
dB, respectively. Consequently, these steps were used to
vary overall intensity level. Overall intensity level was var-
ied by simply multiplying the sample values of either the
initial or the final syllable by 1.12, 1.26, and 1.41, respec-
tively. Table II gives an overview of the manipulations.

As can be seen in Table II, the overall intensity level
differences in both stimulus sets are identical. There are
seven duration levels, seven intensity levels, and two imple-
mentation methods. This nominally yields 98 stimuli but
there were only 91 in practice since stimuli with the neutral
intensity level~i.e., step 4! are identical for the two methods.
The first partWil je, nana, and the last part of the sentence
zeggenwere concatenated and resynthesized using straight-
forward LPC synthesis. As a consequence spectral disconti-
nuities were smoothed over a window length of 25 ms. A
sample frequency of 10-kHz, 4.5-kHz low-pass filter and 12-
bit amplitude resolution were used for both analysis and re-
synthesis ~18 reflection coefficients, Hamming window
length 25.6 ms, window shift 10 ms!.

Stimuli were presented without a pitch movement on the
target in a fixed carrier phraseWil je [target] zeggen~Will
you @target# say!. The carrier sentence was synthesized with
a declining pitch contour, modeled after the pitch contour of
the original sentence, such that the target was part of a falling
declination line. An accent-lending pitch movement was re-
alized on the first syllable ofzeggen. The targets were pre-
sented in their original context since presenting stimuli out of
their original context induces strong perceptual bias to per-
ceive the stress on the first syllable~van Heuven and Menert,
1996!. The prefinal position in the sentence was originally
chosen to avoid preboundary lengthening in the targets; in

the present experiment it is therefore necessary to avoid per-
ceptual compensation for preboundary lengthening by main-
taining this position.

2. Subjects and procedure

One stimulus tape was prepared containing the 91
stimuli in two different random orders. The 182 stimuli were
presented in blocks of 13 utterances with 2-s intervals be-
tween utterances, offset to onset, and a larger interval and a
500-ms tone of 1000 Hz separating the blocks. This was
done to prevent subjects from losing their way on the answer
sheet, and to give them time to turn the pages of their an-
swering booklet. The tape started with five practice utter-
ances to familiarize the subjects with their task. Forty-six
listeners participated in the test. Twenty-four subjects~pho-
netically trained staff and students of the Faculty of Arts!
were tested in two groups in a language laboratory at Leiden
University. They listened to the tapes over headphones.
Twenty-two ~phonetically naive! subjects participated in the
test as part of a phonetics class taught by the second author,
and were tested in a classroom at Leiden University. They
listened to the tape over loudspeakers. Subjects were in-
structed to determine the stress position ofnana in each ut-
terance~with binary forced choice! and to note their re-
sponses on the response sheets provided. The experiment
lasted approximately 30 min.

B. Statistical analysis

We determined the number of judgments favoring initial
stress for each stimulus and expressed this as a percentage,
henceforthp( init ).

There were three goals for the statistical analysis. The
primary goals were to establish the relative strengths of du-
ration and intensity level manipulations as stress cues, and to
determine to what extent the way of varying intensity~over-
all versus above 500 Hz only! interacts with the effects of
duration and intensity level. An additional goal was to deter-
mine to what extent the way of presentation interacts with
the above effects. A four-way analysis of variance was per-
formed, with p( init ) as the dependent variable, and with
presentation~headphones versus loudspeakers!, methodof
varying intensity~intensity level increments in all bands ver-
sus spectral balance, i.e., increasing intensity above 0.5 kHz
only!, duration ~seven steps! andintensity level~seven steps!
as fixed effects and with repetition as repeated measure.3 The
effects ofdurationandintensity levelvariations will show up
as main effects in the ANOVA. The importance ofmethod
and presentationwill be visible in their interactions with
durationandintensitylevel. The main effects ofpresentation
andmethodare irrelevant in this research, since they will
merely reflect a difference in overall bias favoring one stress
position over the other.

C. Results

1. Global presentation

We computed the consistency of each subject by com-
paring their answers on the first and the second presentation
of the stimuli. Subjects who were not consistent in more than

TABLE II. In the left-hand part of the table the intensity level manipulations
per step are presented. Levels were increased for components above 500 Hz.
These manipulations caused overall intensity level increases of the syllables,
which are presented in the right part of the table. These values were used to
vary intensity level uniformly in all bands.

Step

Increased levels
above 500 Hz

Increase in overall
intensity level

~incl. baseband!

s1 s2 s1 s2

1 19 dB ••• 13 dB •••
2 16 dB ••• 12 dB •••
3 13 dB ••• 11 dB •••
4 ••• ••• ••• •••
5 ••• 13 dB ••• 11 dB
6 ••• 16 dB ••• 12 dB
7 ••• 19 dB ••• 13 dB

505 505J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Sluijter et al: Spectral balance and stress perception



60% of the cases were omitted from further analysis. The
60% consistency cutoff point was chosen as there was a clear
discontinuity between the six poorest subjects and the 40
individuals who remained in the analysis. Twenty-one sub-
jects who listened to the tape over headphones and 19 sub-
jects who listened to the tape over loudspeakers were used
for further analysis.

The listening test yielded a total of 7280 responses~91
stimuli * two repetitions* 40 subjects!. Overall, 57% of the
responses favored initial stress, which indicates that there is a
slight bias for initial stress. This bias is above chance, as
determined by a binomial test~p,0.001!.

In Table III the main effects and interactions ofdura-
tion, intensity level, presentation, andmethodare given.

There is a large effect of bothduration and intensity
levelon p( init ). In answer to our question if varying inten-
sity level in a more realistic way, i.e., by varying the spectral
balance, has an effect on stress perception, we can provision-
ally conclude from the highly significant interaction ofinten-
sity levelwith method, that the method of variation has at
least a considerable influence on the effect ofintensity level
on p( init ). Furthermore, the significance of the two- and
three-way interactions withpresentationmeans that the way
of presentation has an influence on both the effect ofdura-
tion andintensity levelonp( init ). Given the significant two-
and three-way interactions we decided to study the main ef-
fects of duration and intensity level separately for each pre-
sentation condition~headphones versus loudspeakers! and
for each method of varying intensity~overall level versus
manipulating spectral balance!. Therefore, we ran two sepa-
rate two-way analyses of variance withduration and inten-
sity ~uniformly distributed gain increments, henceforthinten-
sity! as fixed effects and with repetition as repeated measure
and two more analyses withdurationandspectral balanceas
fixed effects. The results are described below in separate
subsections for each way of varying intensity level.

2. Intensity (uniformly distributed gain increments)

In this subsection, the effect ofduration and intensity,
the latter varied by spectrally uniform amplification, on
p( init ) is examined. Figure 1 shows the decrease of the
percentage perceived initial stress as a function of duration
and intensity level difference. The duration of the first syl-
lable decreases from left to right, while at the same time the
duration of the second syllable increases. The intensity scale
gives the difference in overall intensity level~IL ! between
the initial syllable and the final syllable~ILs12ILs2!. The
upper panel displays the results for the stimuli presented over
headphones, the lower panel those for the stimuli presented
over loudspeakers. This way of presenting the data does in
no way mean that we assume the duration and the intensity
range to be absolutely identical. However, the similarity of
both ranges is that they are both a representative reflection of
ranges found in our production data~see Sec. I A 1!.

When stimuli are presented over headphones, the whole
range of intensity change produces only a slight decrease of
p(init): from 65% to 50%. The range of duration change
produces a much larger decrease ofp(init): from 98% to 8%.
Duration, intensity, and their interaction together explain
97% of the variance. Although the contribution ofintensityis
statistically significant@F~6,91!54.9, p,0.001#, it is only
small compared to that ofduration @F~6,91!5315.5,
p,0.001#. Intensityalone explains a mere 2% of the vari-
ance.Duration on the other hand, explains as much as 93%
of the variance. There is a significant interaction between
duration and intensity @F~36,49!51.8, p50.26#, which ex-

FIG. 1. Percentage of listeners ‘‘initial stress’’ judgments,p~init!, for the 91
stimuli nana as a function of syllable duration~solid lines! and overall
intensity~dashed lines!. The differences inintensity level~ILs12ILs2 in dB!,
obtained by spectrally uniform amplification, are given along thex axis, top
line. Duration values~in ms! are given on the middle and bottom lines for
the first and second syllable, respectively. The results are presented for each
presentation condition separately: headphones~upper panel! and loudspeak-
ers ~lower panel!.

TABLE III. Main effects and interactions of duration, intensity level, pre-
sentation~headphones versus loudspeakers!, and method~of varying inten-
sity: overall versus high frequency bands only! on p(init). F ratio, signifi-
cance ofF and percentage of explained variance~h2! are given.

Effects F sign. h2

Main effects
Duration 761.3 ,0.001 68
Intensity level 129.4 ,0.001 12
Presentation 2.8 NS 0
Method of variation 3.8 NS 0

Two-way interactions
Duration* intensity level 7.8 ,0.001 4
Duration* presentation 53.5 ,0.001 5
Duration* method 5.4 ,0.001 0
Intensity level* presentation 7.8 ,0.001 1
Intensity level* method 46.1 ,0.001 4
Presentation* method ,1 NS 0

Three-way interactions
Duration* int. level * presentation 1.9 0.003 1
Duration* int. level * method 2.4 ,0.001 1
Duration* presentation* method 1.6 NS 0
Int. level * presentation* method 4.1 0.001 0
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plains 2% of the variance. This interaction is due to the fact
that overall intensity level variations have little or no influ-
ence at the extremes of the duration scale, where judgments
are mainly guided by duration differences, whereas they
have a larger influence onp(init) in the temporally more
ambiguous stimuli.

As can be seen in the lower panel of Fig. 1, presenting
the stimuli over loudspeakers mainly affects the effective-
ness of duration as a stress cue and hardly influences the
perceptual contribution of intensity level differences. In this
case duration produces a less steeply sloping decrease, from
88% to 22%, whereas intensity again produces a decrease of
15%. Again, the effects of bothduration and intensityare
significant @F~6,91!590.5, p,0.001 andF~6,91!55.1, p
50.001, respectively#. Duration explains 80% of the vari-
ance andintensity5%. Together with their interaction, they
explain 93% of the variance, although the interaction was not
significant in this condition@F~36,49!51.4, NS#.

Our intermediate conclusion is that intensity level varia-
tion, as used in this experiment, implemented by spectrally
uniform amplification, is only a minor stress cue, whether
stimuli are presented over headphones or over loudspeakers.

3. Spectral balance (intensity level variation by
increments in the higher frequency bands only)

Figure 2 shows the decrease ofp(init) as a function of
duration ratio and difference in spectral balance. The dura-
tion range is the same as in Fig. 1, but now the intensity level
differences are obtained by increasing the levels in the higher
frequency bands only. The intensity level scale gives the
difference in spectral balance between the initial syllable and
the final syllable (Bs12Bs2). Again, the upper panel pre-
sents the data of the stimuli presented over headphones, the
lower panel of the stimuli presented over loudspeakers.

The whole range of spectral balance produces a decrease
of 41%: from 77% to 36% when stimuli are presented over
headphones. The duration range produces a decrease of 86%:
from 95% to 9%.Duration, spectral balanceand their inter-
action together explain 99% of the variance. Bothduration
andspectral balancehave a significant effect onp(init) @du-
ration: F~6,91!5420.5,p,0.001;spectral balance: F~6,91!
573.7,p,0.001#. Duration alone explains 76% of the vari-
ance, whereasspectral balanceexplains 13% of the variance.
The significant interaction betweenduration and spectral
balance@F~36,49!59.0, p,0.001# is again due to the fact
that variations in spectral balance have less influence on
stress judgments at the extremes of the duration range.

When stimuli are presented over loudspeakers, the effect
of duration on p(init) decreases. However, while intensity
~Sec. I C 2! proves equally ineffective through headphones
as over loudspeakers,presentationstrongly influences the
relative strength of effort and duration as stress cues.Dura-
tion andspectral balanceproduce an almost equal decrease
of p(init): 80% to 24% forduration versus 86% to 20% for
spectral balance. This, in fact, means that subjects rely more
heavily on differences in spectral balance than on duration
differences when stimuli are presented over loudspeakers.
Both durationandspectral balancehave a highly significant
effect onp(init) @duration: F~6,91!577.2,p,0.001;spectral

balance: F~6,91!5115.5,p,0.001#. Together with their in-
teraction they explain 96% of the variance.Duration alone
explains ‘‘only’’ 35%, whereasspectral balanceexplains as
much as 53%. The significant interaction ofduration and
spectral balance@F~36,49!53.1,p,0.001# is due to the fact
that the more extreme values of one parameter add dispro-
portionally more weight as the other parameter is more am-
biguous.

We conclude from these results that realistic intensity
level manipulations~i.e., mimicking speech production effort
by incrementing intensity level in the higher frequency bands
only! provide a relatively strong stress cue, and in fact ap-
proximate the cue value of duration differences, whereas
overall intensity level differences do not provide a substan-
tial stress cue.

Since the reliability of duration as a cue is degraded
when the stimuli are presented over loudspeakers, the rela-
tive cue value of spectral balance in this situation becomes
more important. One explanation could be that subject dif-
ferences ~phonetically trained versus phonetically naive!
were responsible for the difference in effectiveness of the
duration cue. Of course, an alternative explanation of this
interaction is that accurate perception of duration differences
suffers from reverberation of the acoustic signal in the room
in which the subjects were tested. Locating syllable bound-
aries in reverberant speech is more difficult since their exact
locations are obscured by energy reflections of preceding
segments. As a result, the variation in vocal effort became

FIG. 2. Percentage of listeners ‘‘initial stress’’ judgments,p~init!, for the 91
stimuli nana as a function of syllable duration~solid lines! and overall
intensity ~dashed lines!. The differences inspectral balance~Bs12Bs2 in
dB!, obtained by amplification of frequency components above 500 Hz only,
are given along thex axis, top line.Duration values~in ms! are given on the
middle and bottom lines for the first and second syllable, respectively. The
results are presented for each presentation condition separately: headphones
~upper panel! and loudspeakers~lower panel!.
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relatively more important as a stress cue since its acoustical
correlate~spectral balance! is not easily affected by rever-
beration. The experiment reported on in the next section was
specifically set up to allow us to choose between the two
alternative explanations suggested above.

II. PERCEPTION EXPERIMENT II

A. Effect of ‘‘reverberation’’ on the perception of
differences in duration and spectral balance

In a room, the acoustic signal produced by either a talker
or a loudspeaker may reach a listener by many individual
soundpaths. The original speech at the talker’s~or loud-
speaker’s! position and the resulting sound at the listener’s
position are not identical. Comparing the specific distribution
of sound intensity over frequency and time of the original
speech with that of the transmitted speech, a certain degree
of smearing of the finer details is found: the temporal inten-
sity distribution will be blurred by the combined effects
of the many individual soundpaths with various time de-
lays ~Houtgast and Steeneken, 1973, 1985; Duquesnoy and
Plomp, 1980!.

We assume that reverberation, which is a result of
myriad reflected sound waves, and is mainly a distortion in
the temporal domain, is responsible for the fact that the rela-
tive importance of duration as a cue in stress perception de-
creased when the stimuli were presented over loudspeakers.
It has been amply demonstrated that reverberation has a con-
siderable effect on speech intelligibility. These effects appear
to be due to the reflections that arrive at the subjects’ ear~s!
later than about 30 ms after the direct signal, while earlier
reflections are integrated with the direct sound~Gelfand and
Silman, 1979 and references mentioned there!.

In order to rule out alternative explanations for the re-
verberation effect based on subject differences~see above!,
we ran a control experiment. We presented both nonrever-
berant and reverberant stimuli over headphones with the
same duration and intensity level manipulations as in the
previous experiment and asked subjectsin a within-subjects
designto determine the stress position of each stimulus.

B. Methods

1. Stimulus material

The reverberant stimuli were produced by processing the
master test recordings through a Yamaha SPX 90II digital
multi-effect processor. The SPX 90II creates a highly natural
sounding reverberation. Reverberation time for this particu-
lar processor is defined as the length of the time it takes for
the level of reverberation at 1 kHz to decrease by 60 dB.
Usually natural reverberation varies according to the fre-
quency of the sound: the higher the frequency the more the
sound tends to be absorbed by walls, furnishings and even
air. We decided not to alter the reverberation time of the high
frequencies in proportion to the mid-frequency reverberation
time.

We decided to use a reverberation time of 0.6 s for our
stimuli. This value was chosen so that an impulse recorded in
a sound insulated booth but processed through the SPX 90II
sounded and looked more or less identical to an impulse

recorded in the reverberant room in which the stimuli were
presented in the previous experiment. Figure 3 presents an
example of a test item~Wil je nnana zeggen! with and with-
out artificial reverberation.

3. Subjects and procedures

A stimulus set was prepared containing the 182 stimuli
~91 with and 91 without reverberation! in four different ran-
dom orders. The third and fourth orders were identical to the
first and second, the only difference being that they were
recorded in reverse sequence. The 182 stimuli were pre-
sented on-line in blocks of 13 utterances with 2-s intervals
between utterances and a larger interval between blocks. The
procedure was similar to that in the first experiment. Forty-
four subjects~staff and students of the Faculty of Arts! par-
ticipated in the experiment. Seven subjects were phonetically
trained and 37 were phonetically naive. The latter subjects
were paid for their service. They were tested in four groups
in a language laboratory at Leiden University. Each group
listened to one of the four different orders. They listened to
the stimuli over good quality stereo headphones.

C. Results

1. Global presentation

The reliability of the subjects was determined by relat-
ing their individual scores to the composite group score. In
order to know how each of them affected the reliability of
the group, Cronbach’sa was calculated when each of the
subjects was removed from the group in turn. We wanted to
use the same number of subjects as in the first experiment.
We therefore eliminated the four subjects whose exclusions
yielded the largest increase ofa. Consequently, 40 subjects
were used for further analysis.

We determined the number of judgments favoring initial
stress for each stimulus and calculated the percentage,
p(init). The listening test yielded a total of 7280 responses
~182 stimuli * 40 subjects!. Overall 56% of the responses

FIG. 3. Example of a test item~Wil je nnana zeggen! without ~upper panel!
and with ~lower panel! artificial reverberation.
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favored initial stress, which indicates that there is a slight
bias for initial stress. This bias is above chance, as deter-
mined by a binomial test~p,0.001!.

As in the previous experiment, we ran a four-way analy-
sis of variance, withp(init) as the dependent variable, and
with presentation~reverberant versus nonreverberant!, met-
hod ~adding intensity in all bands versus adding intensity in
higher bands only!, duration ~seven steps! andintensity level
~seven steps! as fixed effects. There were no repeated mea-
sures. Since there is no residual variance, the variance caused
by the fourth-order interaction was used as the error term. In
Table IV the main and interaction effects are given. As can
be seen in Table IV, the crucial main effects and interactions
are quite similar to those in the previous experiment. There
are large effects of bothduration and intensity levelon
p(init), although the effect ofduration on p(init) is smaller
than in the first experiment. The significant main effect of
presentationindicates that there was a difference in stress
bias between reverberant stimuli and nonreverberant stimuli:
59% versus 54%, respectively, which we attribute to the fact
that the end of the second syllable ofnana is more strongly
demarcated by the unvoiced fricative@C#, than the initial syl-
lable, which is succeeded by an identical syllable. Therefore,
the perceived length of the initial syllable is possibly more
strongly influenced by reverberation than the second syl-
lable.

The significance of the two- and three-way interactions
with presentationmeans that reverberation has an influence
on both the effect ofduration and intensity levelon p(init).
Crucially, significant two- and three-way interactions with
presentationare found similar to the interactions in the first
experiment. This indicates that the effect of reverberation is
highly comparable to the effect of the way of presentation in
the first experiment. This is an indication that reverberation
was indeed~at least for the greater part! responsible for the
difference in relative importance ofduration and spectral

balancebetween the two presentation conditions. As in Secs.
I C 2 and 3, we will now study the main effects ofduration
and intensity levelin more detail separately forpresentation
~reverberant versus nonreverberant! andmethod~uniform in-
tensity level versus spectral balance!. Results are presented
in the next subsection.

2. Reverberant versus nonreverberant speech

We ran two separate two-way analyses of variance with
durationandintensityas fixed effects and two more analyses
with duration and spectral balanceas fixed effects. There
were no repeated measures: only percentages of explained
variance but noF ratios could be computed.4 Figure 4 shows
the decrease of the percentage perceived initial stress,p(init),
as a function of duration ratio and intensity presented as in
Fig. 1 with uniform intensity level differences. The upper
panel shows the data for the nonreverberant stimuli, the
lower panel shows the data for the reverberant stimuli. Fig-
ure 5 shows similar data, but now with differences in spectral
balance as in Fig. 2.

Figures 4 and 5 show that the effectiveness of duration
deteriorates considerably for the reverberant stimuli.5 As can
be seen in Fig. 4,intensitydoes not serve as a stress cue at all
for the nonreverberant stimuli. The effectiveness of this cue
slightly increases for the reverberant stimuli. This tendency
was also observed in the previous experiment.

The results forspectral balance~Fig. 5! are comparable
to those in the previous experiment: again a considerable

FIG. 4. Percentage of listeners ‘‘initial stress’’ judgments,p~init!, for the 91
stimuli nana as a function of syllable duration~solid lines! and overall
intensity~dashed lines!. The differences inintensity level~ILs1–ILs2 in dB!,
obtained by spectrally uniform amplification, are given along thex axis, top
line. Duration values~in ms! are given on the middle and bottom lines for
the first and second syllable, respectively. The results are presented for each
reverberation condition separately: no reverberation~upper panel! and with
artificial reverberation~lower panel!.

TABLE IV. Main effects and interactions of duration, intensity level, pre-
sentation~nonreverberant versus reverberant stimuli!, and method~of vary-
ing intensity: overall versus high-frequency bands only! on p(init). F ratio,
significance ofF and percentage of explained variance~h2! are given.

Effects F sign. h2

Main effects
Duration 338.0 ,0.001 60
Intensity level 78.8 ,0.001 14
Presentation 28.8 ,0.001 1
Method of variation 24.5 ,0.001 1

Two-way interactions
Duration* intensity level 2.5 0.004 3
Duration* presentation 53.5 ,0.001 9
Duration* method 3.4 0.009 1
Intensity level* presentation 5.4 ,0.001 1
Intensity level* method 27.0 ,0.001 5
Presentation* method ,1 NS 0

Three-way interactions
Duration* int. level * presentation 2.9 0.001 3
Duration* intensity level* method 1.4 NS 1
Duration* presentation* method 4.3 0.002 1
Int. level * presentation* method 1.7 NS 0
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increase in effectiveness ofspectral balanceis found for the
reverberant stimuli.

In the next section we will compare the results of both
experiments in more detail.

III. COMPARISON OF EXPERIMENTS 1 AND 2

In Table V, we present an overview of the percentages
explained variance for duration, intensity and spectral bal-
ance in both experiments to compare the relative strength of
the stress cues in both experiments. The left-hand part of the

table presents the data for experiment 1, in which stimuli
were presented to half of the subjects over headphones and to
half of the subjects over loudspeakers~separate conditions!.
The right-hand part of the table presents the data of the
present experiment~2!, in which both reverberant and non-
reverberant stimuli were presented in awithin-subjects de-
signover headphones~mixed condition!.

As can be seen in Table V the percentages explained
variance in both experiments are almost identical. We con-
clude on the basis of these results that duration indeed suf-
fered from reverberation and that reverberation was therefore
responsible for the relative increase in effectiveness of spec-
tral balance when stimuli were presented over loudspeakers.

In the present experiment, variations in duration did not
lead to an equally large change inp(init) as in the previous
experiment. In the nonreverberant speech condition,p(init)
decreased with roughly 60% from about 80% to 20%,
whereas in the previous experiment in this condition a range
was covered between 98% and 8%. This could possibly be
due to the fact that reverberant and nonreverberant stimuli
were presented in random succession, which might have pre-
vented our listeners from tuning in to one specific speech
type.6

In summary, the importance of duration as a cue to
stress perception decreased under reverberation~T50.6 s!,
whereas the relative contribution of spectral balance manipu-
lations increased strongly. The magnitude of the effects in
both experiments were in the same range. The effectiveness
of overall intensity, however, was hardly affected by rever-
beration and was equally poor in both experiments. On the
basis of these results we conclude that the use of duration as
a cue for stress suffers from reverberation. As a result, loud-
ness~as a reflection of vocal effort! becomes relatively more
important as a stress cue showing that its acoustical correlate
~spectral balance! is not easily affected by reverberation.

IV. GENERAL DISCUSSION AND CONCLUSIONS

In this study we reconsidered the general claim that
loudness is a weak cue in the perception of stress. This tra-
ditional claim was based on perception experiments in which
loudness was varied in a naive way: All parts of the spectrum
were amplified uniformly. We hypothesized that varying
loudness more realistically will make it a stronger stress cue,
and that we could possibly rehabilitate the traditional claim
that languages such as Dutch and English have dynamic
~rather than melodic or temporal! stress.

From the results of both experiments, we conclude that
loudness implemented as a difference in overall intensity
level ~i.e., manipulating gain without changing spectral bal-
ance! provides only a marginal stress cue. Of course, we
need not be surprised that intensity level variations turn out
to provide only a marginal stress cue. In fact, it seems to us
that intensity level variation will never have communicative
significance, for the simple reason that intensity level is too
susceptible to noise. If the speaker accidentally turns his
head, or passes a hand across his mouth, intensity level drops
of greater magnitude than those caused by the difference
between stressed and unstressed syllables will easily occur.
For this reason, manipulating intensity in stress perception

FIG. 5. Percentage of listeners ‘‘initial stress’’ judgments,p~init!, for the 91
stimuli nana as a function of syllable duration~solid lines! and overall
intensity ~dashed lines!. The differences inspectral balance~Bs1–Bs2 in
dB!, obtained by amplification of frequency components above 500 Hz only,
are given along thex axis, top line.Duration values~in ms! are given on the
middle and bottom lines for the first and second syllable, respectively. The
results are presented for each reverberation condition separately: no rever-
beration~upper panel! and with artificial reverberation~lower panel!.

TABLE V. Relative strength of stress cues~in % explained varianceh2! in
reverberant and nonreverberant stimuli, presented in separate and mixed
conditions~experiment 1 and experiment 2, respectively!.

Experiment 1
separate conditions

Experiment 2
mixed condition

Overall int.
~Fig. 1!

Spectral balance
~Fig. 2!

Overall int.
~Fig. 4!

Spectral balance
~Fig. 5!

No reverb
Duration 93 76 94 73
Intensity level 2 13 0 18
Dur. * int. 2 10 6 9
Residue 3 1 ••• •••

Reverb
Duration 80 35 84 35
Intensity level 5 53 6 57
Dur. * int. 8 8 10 8
Residue 7 4 ••• •••
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experiments seemed ill-advised. The reason why it was used
in the classical studies by Fry~1955! and Mol and Uhlen-
beck~1956! must have been that there were simply no alter-
natives available for investigating the role of loudness in
stress perception.

In contrast, loudness realistically implemented as the
acoustical reflection of greater vocal effort, is a reliable stress
cue, close in strength to duration. Moreover, the differences
in spectral balance provide an even stronger stress cue than
duration when accurate perception of syllable and segment
boundaries is hampered, for instance in a reverberant envi-
ronment. Examples of such reverberant listening conditions
in daily life abound. In fact, studying speech communication
in rooms, halls etc. is probably more realistic than in sound-
insulated booths and free-field situations. Therefore, it seems
that listeners have different cooperating cues at their disposal
to determine linguistic stress position. The effectiveness of
the different cues depends on environmental circumstances
in which speech is perceived.

Results of a perception experiment carried out by Beck-
man~1986! for English and Japanese showed that these two
languages differed greatly as to the relative importance of
F0, duration and loudness as perceptual cues to stress. Both
Japanese and English listeners were presented with disyllabic
words in which all these parameters were varied according to
production data. Japanese is an archetypal nonstress-accent
language, a so-called pitch-accent language, withF0 as the
most consistent acoustical correlate of stress/accent. English
is an archetypal stress-accent language with the same acous-
tical correlates of stress and accent as Dutch. The compari-
son between English and Japanese listeners showed that
Japanese listeners seemed to rely heavily on differences in
F0 and they hardly used any of the other cues. English lis-
teners also relied heavily onF0, although to a much lesser
extent. Loudness, however, was also found to be a very ef-
fective cue for English listeners in stress perception. Loud-
ness in this experiment was operationalized as ‘‘total ampli-
tude,’’ a measure of power integrated over the entire duration
of the vocalic nucleus~i.e., energy!, rather than as peak in-
tensity. Beckman assumes this measure to be closely related
to loudness and she attributes the success of this cue to this
relation:

Thus the total amplitude may be a better correlate
of stress than is either duration or intensity alone
and it may be a more consistent perceptual cue sim-
ply because it is a better measure of loudness,...
~Beckman, 1986, p. 197!.

In our view this measure of loudness is equally unreal-
istic as overall intensity level manipulations are. Beckman in
fact measured the combined effect of peak intensity and du-
ration. It is therefore no surprise that this measure yields
considerably better results than either duration or peak inten-
sity alone. It has only been established for pure tones of a
relatively short duration that differences in duration are re-
sponsible for differences in the perception of loudness. Al-
though the literature agrees about the fact that there is a
certain threshold value above which duration changes no
longer influence loudness, the literature largely disagrees as

to determining the exact value of this threshold. However,
despite the great variability of results regarding the threshold
value among the various studies, they largely agree on the
fact that temporal integration of energy occurs at very short
durations~Beckman, 1986 and references mentioned there!.
Therefore, although this measure may have some relevance
for plosives~i.e., the longer a noise burst, the louder it is
perceived!, it has no relevance for vowels and sonorants,
since these sounds are no short acoustic events. Therefore, in
our view, this operationalization of loudness has no rel-
evance in vocalic nuclei.7

In our view, the ultimate test to investigate whether En-
glish listeners are more sensitive to loudness than Japanese
listeners, would be to synthesize similar stimuli as used in
Beckman~1986! while separating focused and nonfocused
material and varying loudness in the way described in the
present article. If it is indeed true that languages such as
Dutch and English have dynamic accent as opposed to pitch
accent in languages such as Japanese, Japanese listeners will
be insensitive to these more realistic loudness manipulations
as well, whereas English listeners would make considerable
use of these differences.

In addition to the above mentioned, more linguistically
oriented implications, the findings of the present study have
some more practical, application-based implications as well.
The results can probably be used to improve the quality of
speech synthesis. In future research, experiments should be
executed investigating if stress and focus domains could be
more optimally synthesized if we take the present results into
account. There are elaborate rule-sets in Dutch text-to-speech
systems to predict whether or not a word should be accented
~Quenéand Kager, 1993; Dirksen and Quene´, 1993!. If a
word is accented, all its syllables, stressed as well as un-
stressed, should be lengthened, at least in Dutch, relative to
syllables of a word that remains unaccented~Eefting, 1991;
van Heuven, 1993!. The stressed syllables of both accented
and unaccented words should be marked by a combination of
~extra! longer duration8 and greater loudness. The present
experiments showed that the relative importance of these
cues depends on the listening circumstances; it is therefore
necessary to represent both cues optimally in synthetic
speech to guarantee adequate stress perception independent
of listening circumstances especially because for unaccented
words these cues are the only remaining cues to stress. Fur-
thermore, in our experiment stress was varied so as to reflect
production data. However, intensity level, spectral balance
and duration could be combined in a more extreme way, for
instance by both adding and shifting intensity levels. Listen-
ers could probably prefer more strongly marked stress posi-
tions when listening to synthetic speech, because of the fact
that there is not always a one-to-one mapping of what speak-
ers do and what listeners want. The intelligibility of synthe-
sized speech in text-to-speech systems could possibly im-
prove by a more accurate marking of stress and accent since
the former facilitates the recognition of words in continuous
speech~cf. van Heuven, 1988!, while the latter prompts the
listener to give priority to bottom-up processing exactly there
where it matters~cf. Terken and Nooteboom, 1987; van Don-
selaar, 1995!.

511 511J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Sluijter et al: Spectral balance and stress perception



We assumed the differences in spectral balance to be
caused by a more pulse-like shape of the glottal waveform
while producing stressed syllables. Future manipulations
could be made even more realistically by manipulating the
glottal pulse separately instead of using digital filtering of the
oral output.

To conclude this paper, the most important finding of
this study is that listeners are more susceptible to intensity
level variations when detecting stress position than hitherto
has been assumed. This is due to the fact that intensity level
differences in our experiments were implemented in a more
realistic way, i.e., by amplification in the higher frequency
bands only, as the acoustical reflection of an increase in vo-
cal effort used to produce stressed syllables. The results can
be viewed as a first step to rehabilitation of the claim that
languages such as Dutch and English have dynamic stress,
with perceived loudness as its most reliable cue.
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as the numerator term. The second-order interaction is the only interaction
in this analysis and it is inherent to this type of experiment that this inter-
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This paper presents the design and the evaluation of a method to study prosodic features of
discourse structure in unrestricted spontaneous speech. Past work has indicated that one of the major
difficulties that discourse prosody analysts have to overcome is finding an independent specification
of hierarchical discourse structure as to avoid circularity. Previous studies have tried to solve this
problem by constraining the discourse or by basing segmentations on a specific discourse theory.
The current investigation first explores the possibility of experimentally determining discourse
boundaries in unrestricted speech. In a next stage, it is investigated to what extent boundaries
obtained in this way correlate with specific prosodic variables: the features pause, pitch range, and
type of boundary tone are studied as a function of discourse structure. ©1997 Acoustical Society
of America.@S0001-4966~97!01701-3#
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INTRODUCTION

It is intuitively clear that a coherent discourse exhibits a
certain syntax, comparable to that at the sentence level. This
implies that spoken or written texts consist of larger-scale
information units, or discourse segments, which can be
viewed as building a hierarchical structure. That is, segments
may contain or may be embedded in others: for instance,
someone may talk about his holidays, with subtopics on ho-
tel, food, etc. The structure is generally reflected in the dis-
tribution of particular linguistic phenomena such as anaphora
~Grosz and Sidner, 1986; Reichman, 1985; Webber, 1988;
Geluykens, in press! or discourse particles~Shiffrin, 1987;
Passonneau and Litman, 1993!. It has also its consequences
for prosody, which is investigated in this paper, since such
features as speech melody, pause and tempo are likely can-
didates to highlight the make-up of a spoken text.

However, investigators who study linguistic, for in-
stance, prosodic, correlates of discourse structure are con-
fronted with a serious methodological problem. Ideally, one
would like to obtain an ‘‘independent’’ specification of junc-
tures in the information flow and of the mutual relationships
between segments. It is of course known that prosody may
influence subjects’ perceptions of discourse structure, so that
it is legitimate that investigators use it as one source of in-
formation to determine discourse structure. But it should be
guaranteed that the identification of boundaries does not
solely depend on prosodic considerations, to minimize the
risk of circularity. In order to make them useful for prosody
research, the criteria developed to mark discourse also need
to be explicit and reproducible, and need to be more than one
individual’s intuitive notion of information structure.

In practice, however, it is unclear to what extent such
autonomous and reproducible macro-labeling can be
achieved on the basis of existing discourse theories. Al-
though these may start from legitimate assumptions, taking,
for instance, coherence relations~Mann and Thompson,
1986! or topicality ~van Kuppevelt, 1995; Brown and Yule,
1983! as a basic organizing principle of discourse, they often

lack a degree of explicitness to enable~naive! subjects to
reliably label a given text in terms of structural features.
Coding schemes to annotate dialogue structure in terms of
utterance functions have been developed and tested in the
HCRC Map Task Corpus~Carlettaet al., 1996a, 1996b! and
the VERBMOBIL project ~Reithinger, 1995; Jekatet al.,
1995!. However, there are virtually no empirical investiga-
tions, except for a few in the Grosz and Sidner framework
~see below!, to test to what extent subjects are able to con-
sistently identify ‘‘discourse segments’’ using theory-based
guidelines. On the other hand, story grammars such as the
ones by Thorndyke~1977! and Mandler and Johnson~1977!
do present generative grammars, with explicit rewrite rules
defining units and relationships, but those schemata are very
much genre specific, i.e., typical for a particular type of nar-
rative prose, so that their usefulness as a general system for
discourse labeling remains questionable.

There have been a few attempts reported in the literature
to overcome the problem of independently specifying dis-
course structure. In a first line of research, the whole issue is
somewhat circumvented by looking at constructed speech
materials. One group of researchers has looked at read-aloud
texts with predetermined paragraph boundaries~for instance,
Thorsen, 1985, 1986; Lehiste, 1975; Sluijter and Terken,
1994; Brubaker, 1972; Bruce, 1982!; similarly, others have
focused on tightly constrained types of spontaneous speech,
by experimentally eliciting discourse in such a way that it
becomes easily segmentable in consecutive information units
~Terken, 1984; Swerts and Collier, 1992; Swertset al., 1994;
Swerts and Geluykens, 1994; Venditti and Swerts, 1996!. In
this way, prosodic features of discourse segments can be
adequately investigated. It was indeed found that larger-scale
information units have an impact on the distribution of ac-
cents, and prosodic characteristics such as pause, globally
declining melodic patterns, local boundary tones, and dura-
tional variation. These studies are limited, though, in that the
structures investigated, while being controlled, are overly
simple. An intrinsic danger, therefore, is that the role of
prosody as a means to signal information structure is exag-
gerated, since there are no ‘‘disturbing’’ factors of interac-a!Electronic mail: swerts@natlab.research.philips.com
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tive or attitudinal nature. It is thus an open question to what
extent findings from these experimental studies can be gen-
eralized to more complex types of discourse.

The second approach is theory-based, in an attempt to
motivate segmentations on the basis of an explicit model of
discourse structure, i.e., the one proposed by Grosz and Sid-
ner ~1986!. In studies by Grosz and Hirschberg~1992; see
also Hirschberg and Grosz, 1992! and Passonneau and Lit-
man ~1993!, seven subjects were instructed to segment a set
of monologues, using speaker intention as a criterion. It turns
out that there is some variation between labelers as ‘‘no two
segmentations were identical’’~Hirschberg and Grosz, 1992,
p. 443!. In particular the specification of hierarchical rela-
tionships between segments appears to be difficult. It is de-
cided in these studies either to concentrate on only those
structural features agreed upon by all labelers~Grosz and
Hirschberg, 1992!, or retain those boundaries assigned by at
least four out of seven labelers~Passonneau and Litman,
1993!. The studies report that the resulting discourse seg-
ments have clear prosodic features in terms of pitch range
~Grosz and Hirschberg, 1992! and pause~Grosz and Hirsch-
berg, 1992; Passonneau and Litman, 1993!. However, from
these investigations it cannot be decided whether prosody
can also be exploited to directly signal the level of embed-
dedness of a given segment. Passonneau and Litman~1993!
have limited their study to a purely linear intention-based
segmentation task, since more complex segmentation was
thought to be too cumbersome, given the average length of
their narratives. Grosz and Hirschberg~1992!, on the other
hand, do try to conduct an empirical study of hierarchies, but
do not really use these hierarchical representations in the
phonetic analyses afterward, since boundaries at different
levels of embeddedness are collapsed to represent one cat-
egory.

There have been a few more efforts in the mean time to
explore the possibilities of determining discourse structure
within the framework of Grosz and Sidner~Hirschberget al.,
1995; Nakataniet al., 1995!. Even a manual with instruc-
tions for segmenting discourse has been produced, which is
based on this particular theory and which is meant for ‘‘na-
ive’’ subjects, but this guide still needs to be further evalu-
ated ~Nakataniet al., 1995!. Despite all these previous at-
tempts, the current paper for two reasons introduces yet
another method to establish discourse structure. First, al-
though newer versions of the labeling manual will probably
lead to more consistent results, it will probably not yield
complete agreement on discourse structure, certainly when
subjects are confronted with difficult, incoherent texts~Con-
don and Cˇ ech, 1996!. Second, there are currently no gener-
ally accepted techniques available to assess the reliability of
different discourse labelings. Carletta~1996! criticizes the
measures used in many other discourse studies to evaluate
the agreement between labelers, and proposes a so-called
kappa statistic as an alternative.

Therefore, to arrive at an independent discourse labeling
in view of prosody research, this paper addresses another
approach, which—as will become clear in the next section—
exploits the fact that subjects vary in the way they agree on
discourse segmentations. It is partly inspired by Rotondo

~1984!, although he only considered labelings of texts, and
not speech or transcribed speech. The goals of our study are
twofold: first, it will be explored to what extent the experi-
mentally oriented method offers a useful alternative to al-
ready existing procedures; second, it is investigated to what
extent boundaries obtained in this way correlate with specific
prosodic variables. More specifically, the paper studies
whether prosody may play a role in signaling hierarchical
discourse structure.

I. METHOD

Rotondo ~1984! starts from the idea that from group
segmentation data one can derive a hierarchical discourse
structure. When subjects, for instance, are asked to mark
where one ‘‘complete thought’’ has ended and another one
begins, they will expectedly have some uncertainty about
what constitutes such a unit. Consequently, such a task will
lead to inconsistencies among subjects, since some will put a
lot of boundaries, whereas others only a few, or in different
places. It is logical to assume, however, that there will be
less disagreement about stronger breaks since they present
clearer transitions in the flow of information. It can thus be
expected that more people will feel inclined to mark these as
a boundary. Therefore, instead of taking the variance be-
tween labelers as a disadvantage, one can rather exploit it to
specify hierarchically different discourse boundaries. To ar-
rive at this goal, the segmentations of relatively many label-
ers are needed. Basically, boundary strength is then com-
puted as the proportion of subjects agreeing on a given
break, assuming that the degree of certainty about a given
discourse boundary reflects its level of embeddedness. At the
same time, the task of simply having to mark the boundary
between two consecutive units is relatively easy and less
time consuming, compared to a technique where subjects are
asked to express boundary strength on, for instance, a ten-
point scale, which was previously used to study prosodic
phrasing at the sentence level~de Pijper and Sanderman,
1994!.

The speech materials used in the present study were
taken from a larger corpus of 30 spontaneous Dutch mono-
logues~Beun, 1991!. These were originally collected in an
experiment in which subjects had to describe a set of paint-
ings. It is important to notice that the resulting narratives
were not controlled in terms of discourse structure, since, in
principle, speakers had the freedom to organize their descrip-
tions as they liked. Twelve monologues, i.e., six descriptions
produced by two speakers~MM and LK!, amounting to 46.5
min of speech in total, were selected for further analysis as
they were comparable in length~3 to 5 min!, and the speak-
ers were both female, using about the same pitch range
~which could facilitate prosodic comparisons afterward!.

Those selected descriptions were used in a task that was
individually performed by 38 subjects, who were instructed
to mark paragraph boundaries in transcriptions of the mono-
logues. These were presented without punctuation or specific
layout to indicate paragraph structure. Subjects were told to
draw a line between the word that ended one paragraph and
the one that started the next paragraph. No explicit definition
of a paragraph was given.
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There were two conditions: half of the subjects could
listen to the actual speech~SP condition!, whereas the other
half only saw the written version~TA condition!. The reason
to have both these conditions, a procedure also used by
Grosz and Hirschberg~1992!, was to gain insight into the
added value of prosody. The underlying hypothesis is that
prosody helps the listener to better understand the discourse
so that speech is comparably less ambiguous than text alone.

A typical example of part of a text is given below, fol-
lowed by a literal translation in English. The two digits in
round brackets represent the boundary strength estimates,
computed as the proportion of subjects indicating that there
was a break, for the SP and TA condition, respectively. For
sake of presentation, boundaries of strength 0 in either of the
two conditions are only given when there is a stronger break
in the other condition.

het is echt een paard dat@uh# over iets heen springt
heel heel snel~0.26; 0.11! de man die d’r opzit die
zit ook helemaal in zo’n gebogen@uh# @uh# ruiters-
houding met zijn billen omhoog en zijn@uh# hoofd
~0;0.05! in de manen van het paard~0.95;0.16! het
paard is wit~0.11;0! @uh# ruiter is is@uh# rozig rood
~0.53;0.79!

~it is really a horse that@uh# jumps across something
very very fast the man who sits on it he really sits
also in such a bent over@uh# @uh# rider’s position
with his bum in the air and his@uh# head stuck in
the mane of the horse the horse is white@uh# rider is
is @uh# pinkish red!

As can be seen, the breaks between word clusters may
vary from relatively weak ones~for instance, 0.05! to rela-
tively strong ones~0.95!.

In principle, as subjects were not given any constraints
on how they should segment the discourse, every word
boundary was a potential candidate for a breaking point be-
tween two paragraphs. But from the previous example, it is
clear that one can distinguish some ‘‘minimal units,’’ i.e.,

sequences of words not separated by any of the labelers. It
appeared that almost all the boundaries of those units coin-
cided with prosodic phrase boundaries, although minimal
units could contain more than one phrase; therefore, in the
rest of this paper, the prosodic phrase will be taken as a unit
of analysis. To this end, prosodic phrases were marked by
one experienced phonetician~other than the author!, who did
not have access to the segmentation results of the 38 labelers.
She was asked to assign both the boundaries of phrases and
the kind of boundary tone~high, mid, or low! at their respec-
tive ends. No explicit definition was given of either prosodic
phrase or boundary tone. Her labelings resulted in a total of
889 phrases for the two monologues~535 for LK and 354 for
MM !. In taking the prosodic phrase as an unit of analysis, the
study becomes similar to that of Passonneau and Litman
~1993! and Hirschberg and Grosz~1992! who restricted sub-
jects to placing boundaries between prosodic phrases.

To check whether the proportion of subjects agreeing on
a break can truly be seen as a measure of boundary strength,
one monologue of speaker MM was used as input for a small
comparison test. The monologue, split into consecutive
phrases, was presented to 20 subjects, none of whom had
participated in the previous labeling experiment. They were
asked to assign a number to each transition between two
consecutive phrases using a ten-point scale, with ‘‘1’’ mean-
ing ‘‘very weak boundary’’ ~word boundary! and ‘‘10’’
meaning ‘‘very strong boundary’’~paragraph boundary!. As
in the previous test, half of the subjects could listen to the
speech~SP condition!, whereas the other half had but the text
to label the discourse~TA condition!. It appears that this
method of establishing the depth of a discourse boundary
gives results which are very comparable to the one based on
proportions of subjects. The correlations between the ratings
on the ten-point scale~averages of ten labelers! and the pro-
portions, are highly significant, both in the SP~r50.75,
n530, p,0.0001! and in the TA condition~r50.70,n530,
p,0.0001!. In other words, the assumption that the degree of

FIG. 1. Boundary strength values for consecutive phrase boundaries in SP and TA condition for part of a monologue~further explanations in text!.
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certainty about a given discourse boundary reflects its level
of embeddedness appears to be valid.

II. RESULTS

A. Comparing text-with-speech (SP) and text-alone
(TA)

A first idea of the segmentation results and of the differ-
ences for the two conditions can be derived from Fig. 1,
which shows the boundary strength values for part of one
typical monologue by speaker MM. The figure reveals that
the two experimental conditions produce results which have
both similarities and differences. First inspection reveals that
the two conditions are comparable in the sense that they both
have major breaks in similar positions; they are different in
that segmentation is clearer in the text-with-speech case:
stronger breaks are more clearly visible in the SP condition
as proportionally more subjects agree on a paragraph transi-
tion. Also, focusing on the passage around phrase number 10
in Fig. 1 shows that in the text-alone condition, different
subjects may share the impression that within a ‘‘window’’
of a few phrases, there is a break, but they disagree on the
exact location of this boundary. Such sections which receive
different segmentations in the TA condition~indicating
structural ambiguity! often appear to be unambiguous when
subjects have access to speech.

This is supported quantitatively in Fig. 2, which gives a
scattergram of the values obtained in the SP and the TA
condition. The Pearson correlation coefficient between the
responses is relatively high:r50.89 ~n5889, p,0.001!
which shows that there is a strong association between the
two conditions. This is even true when the 0 boundaries are
left out of the comparison, as they form an overwhelming
class: r50.82 ~n5252, p,0.001!. The data points in this
figure that fall on the diagonal represent the scores that were
identical in the two conditions. As a general picture, how-
ever, one can observe that most of the scores are located

above this line, meaning that in the SP condition systemati-
cally more subjects agree on a paragraph transition.

As a particular data point in Fig. 2 may contain more
than one value, it is not visible from this plot how many
values fall within a certain range. This becomes obvious,
however, when looking at Fig. 3 which, for the two condi-
tions, gives a distribution of the strength estimates. These are
clustered into five groups, i.e., one cluster containing values
for phrase boundaries which up to 25% of the labelers
marked as a paragraph transition, the next cluster having
agreements between 25% and 50%, etc. Phrases within mini-
mal units, i.e., units not subdivided by any of the labelers,
were taken as a separate category, since they formed a rela-
tively large group. First, the figure reveals—as expected—
that in both conditions you get relatively few ‘‘strong’’
boundaries and relatively many ‘‘weak’’ ones. At the same
time, it appears that the SP condition compared with the TA
condition has comparatively more values in the extreme
clusters, i.e., the 0 boundaries and the ones of strength
.0.75. Apparently, when subjects have access to speech,
they are surer about both strong and zero boundaries,
whereas in the TA condition, the scores are more diffuse. In
other words, this indicates that people have clearer segmen-
tations in the SP condition. This is supported with a chi
square test, which shows that the two distributions are statis-
tically different ~x2540.36,p,0.001,d f54!: the effect is
mainly due to the differences in the,0.25 and the.0.75
classes.

B. Phonetic analyses

The previous section has brought to light that segmen-
tation is clearer when subjects have access to speech. To
explain this, one need to learn more about how particular
utterances are actually spoken, because this is information
subjects lack when they have but the text to label the dis-
course. In this section, the prosodic structure of the mono-
logues is studied, in order to find out whether it can~partly!
account for the differences between the two conditions.

The speech was phonetically analyzed to establish po-
tential relationships between boundaries obtained by the Ro-
tondo method and prosodic features. Only the phonetic cor-
relates of the boundaries in the SP condition are studied,
since prosody obviously could not have played a role in the
other condition. Measurements include pitch range and
pause, takingF0 maximum

1 and silent interval as the respec-
tive acoustic correlates. The distribution of different bound-
ary tones was also investigated, as transcribed by an inde-
pendent labeler~see above!. The choice of these prosodic
variables was inspired by the literature, since these were
mentioned as being important phonetic structuring devices.
Potentially interesting prosodic markers of discourse struc-
ture, such as final lengthening~Lehiste, 1979! and variation
in speech tempo~Brubaker, 1972!, were not investigated,
because phonetically segmented and annotated versions of
the monologues were not available.

1. Pause

A first major device reported in the literature to mark
boundaries of different kinds is pause~for instance, Swerts

FIG. 2. Scattergram of boundary strength values in the SP and TA condi-
tion.
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and Geluykens, 1994; Grosz and Hirschberg, 1992; de Pijper
and Sanderman, 1994; Passonneau and Litman, 1993!. Struc-
tural breaks are generally accompanied by a significant silent
interval. It can therefore be expected that the breaks given by
the current method are also signalled by pause. More specifi-
cally, it is explored whether differences in the strength of a
break are marked by differences in the length of the pause.
Strangert~1993! found in Swedish spoken news bulletins
that the difference between phrases, sentences, and para-
graphs is reflected in the length of the silent interval at the
boundary.

The place and length of pauses were taken from the
original database~Beun, 1991!, in which only those pauses
were retained of at least 1 s long. Additionally, shorter silent
intervals were measured manually by the author with the
minimum value set to 0.25 s.

There is a moderate, but very significant correlation be-
tween the boundary strength values and the pause durations:
r50.63 ~n5889,p,0.0001!, showing that there is trend for
longer pauses to be associated with stronger breaks. Table I
gives the average boundary strength values for each of six
pause duration categories, for both speakers pooled and sepa-
rately. An analysis of variance reveals a significant overall

difference between the six pause categories~F ~5,883!5184.35,
p,0.0001!. Post-hocScheffétests showed that all the con-
ditions differed from each other significantly~p,0.05!.

2. Pitch reset

Previous studies, at various levels of linguistic analysis
~for instance, de Pijper and Sanderman, 1994; Swerts and
Geluykens, 1994!, have reported that breaks between infor-
mation units, can be highlighted by means of melodic dis-
continuities. Pitch tends to decline in the course of an utter-
ance, but is generally reset at junctures in the information
flow. Therefore, it was hypothesized that there will be a
strong tendency for a declination reset at major breaks given
by the Rotondo method. It was also explored whether the
depth of a break is reflected in the amount of resetting.
Swerts et al. ~1996! found for Swedish spontaneous and
read-aloud monologues a systematic difference in pitch reset
between units differing in depth, i.e., phrases and utterances,
with a weaker reset in the former than in the latter.

The pitch resets were measured in two steps. First, in
any given phrase, the highestF0 peak in an accented syllable
at the vowel’s amplitude maximum was taken as a measure

FIG. 3. Percentage of responses for different degrees of boundary strength in SP and TA condition.

TABLE I. Mean boundary strength values~and respective standard deviations and number of observations! associated with different degrees of pause length
~in seconds! for speakers MM and LK, pooled and separately.

Pause length

Both MM LK

x̄ s.d. n x̄ s.d. n x̄ s.d. n

No pause 0.01 0.04 447 0.01 0.04 188 0.01 0.05 259
,1 s 0.08 0.16 198 0.08 0.18 76 0.08 0.15 122
1–2 s 0.26 0.32 159 0.23 0.29 48 0.28 0.33 111
2–3 s 0.37 0.28 24 0.24 0.32 8 0.44 0.25 16
3–4 s 0.58 0.29 30 0.44 0.30 14 0.69 0.24 16
.4 s 0.78 0.24 31 0.78 0.22 20 0.77 0.30 11
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of pitch range. This measure was taken rather than the actual
F0 peak, since the latter sometimes constituted a somewhat
exaggerated value, certainly in cases where a prominence-
lending pitch rise combined with a melodic boundary marker
~Grosz and Hirschberg, 1992; Beckman and Ayers, 1994;
Menn and Boyce, 1982!. Second, the distance~in terms of
semitones! was measured between the pitch range values be-
fore and after a given boundary of a particular strength. If
there was an upward reset, this measure gives a positive
number, and vice versa.

The correlation between the boundary strength values
and the pitch reset data is low, but significant~r50.35,
n5827, p,0.0001!. Table II lists the average boundary
strength values for different degrees of pitch reset, again for
both speakers pooled and separately. To create six catego-
ries, the reset data were clustered taking steps of 1 s.d. An
analysis of variance showed a significant overall effect of
pitch reset on boundary strength~F ~5,821!533.13,p,0.0001!.
Post-hocSheffécomparisons showed that the resets are clus-
tered in two groups, the four weakest versus the two stron-
gest degrees of reset.

3. Boundary tone

The last prosodic variable investigated was a type of
boundary tone. Several studies~Brown et al., 1980; Swerts
and Geluykens, 1994; Swertset al., 1994; Swertset al.,
1994! have shown that speakers can signal information struc-
ture by means of different boundary tones. That is, phono-
logically low tones tend to occur at the end of discourse
segments, whereas the high ones are generally found inside
such units. Accordingly, the hypothesis here is that low tones
are more typical in the final position of a major discourse
segment, and conversely, high ones are more typical of more
shallow breaks.

Originally, the transcriber who marked phrase bound-
aries~see above! was instructed to also mark them as ending
in a low, mid, or high boundary tone. No specific framework
was given. In this paper, the latter two categories are col-

lapsed into one, i.e., nonlow boundary tones, because the
transcriber complained about the difficulty to reliably distin-
guish between the high and mid tones. In this way, the pro-
sodic labeling becomes identical to the distinction made by
Brown et al. ~1980!.

Table III gives the average boundary strength values for
the two types of low boundary tone, again for the two speak-
ers pooled and separately. An analysis of variance shows that
the two types are significantly different~F ~1,887!587.03,
p,0.0001!.

C. Prediction of discourse structure

The previous section has shown that there are indeed
systematic correspondences between the break indices ob-
tained by the Rotondo method and prosodic variables. It is
now explored to what extent the discourse structure can
really be predicted by means of these prosodic variables. It is
not expected that one can fully explain the segmentation re-
sults on the basis of the pausal and melodic cues alone, since
subjects to a large extent appear to score similarly in the SP
and TA conditions~see r values given above!. The task
given to the labelers essentially was a semantic one, as they
actually were asked to mark information units for which ba-
sically only the content is needed. The hypothesis is that
prosody may help the job of segmenting the text as it sup-
ports particular segmentation hypotheses on the part of a
listener.

In order to find out more about the significance of pro-
sodic variables for the segmentation task, a general linear
model was fit to the scores from the SP condition using a
method of least squares regression. The following additive
model, not including interactions,

boundary5pause1reset1tone, ~1!

with pause and range clustered into six levels and with two
types of boundary tone~low and nonlow! can account for
58% of the variance, with significant effects for each of the
prosodic parameters~see Table IV!. If the two-way and

TABLE II. Mean boundary strength values~and respective standard deviations and number of observations! associated with different degrees of pitch reset
~in semitones! for speakers MM and LK, pooled and separately.

Pitch reset

Both MM LK

x̄ s.d. n x̄ s.d. n x̄ s.d. n

,24.11 0.02 0.05 19 0.02 0.04 9 0.02 0.07 10
24.11–22.07 0.07 0.19 95 0.06 0.18 40 0.07 0.19 55
22.07–20.03 0.07 0.19 310 0.08 0.19 118 0.07 0.18 192
20.03–2.01 0.11 0.23 277 0.09 0.23 111 0.12 0.23 166
2.01–4.05 0.37 0.38 101 0.32 0.39 39 0.40 0.36 62
.4.05 0.40 0.38 25 0.39 0.39 12 0.41 0.39 13

TABLE III. Mean boundary strength values~and respective standard deviations and number of observations! associated with type of preceding boundary tone
for speakers MM and LK, pooled and separately.

Boundary tone

Both MM LK

x̄ s.d. n x̄ s.d. n x̄ s.d. n

nonlow 0.09 0.22 761 0.08 0.21 290 0.10 0.22 471
low 0.31 0.36 128 0.27 0.35 64 0.36 0.37 64
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three-way interactions are added to the model, the explained
variance increases to 65%. If the model is simplified to each
of the prosodic factors separately, it turns out that pause can
explain 51% of the variance, pitch reset 17% and boundary
tone 9%.2

From the above, it can be concluded that prosody may
have functioned as a cue to the labelers, but that it is clearly
not the only factor. Obviously, subjects have probably relied
extensively on the content of the texts presented. Since this
was the only information for subjects in the TA condition,
their scores, clustered into five categories~see above!, were
added as a parameter to the additive model in~1!. The reason
to include these responses is to gain insight into the relative
importance of the semantic cues. In doing so, the explained
variance increases to 85%. Including two-way interactions
results in an explained variance of 90%. A fit on the text cues
separately gives a value of 77%. So one may conclude that
the textual cues are clearly predominant for the labelers, but
that the contribution of the prosodic variables studied here is
certainly not negligible.

III. DISCUSSION

The contribution of this paper is primarily methodologi-
cal in that it presents a technique to analyze hierarchical
discourse structure and its potential phonetic correlates in
unrestricted discourse. It is a useful alternative to existing
methods, as it is general and reproducible. A minor disad-
vantage, however, is that the boundary strength measure
~ideally! requires a large amount of subjects. Of course, as
Rotondo~1984! already remarked before, this method gives
a somewhat temporary solution since ultimately one would
like to have an accurate theory of discourse processing to get
an adequate representation of text structures. Consequently, a
logical follow-up to the current work might be to try and
determine in what ways the experimentally based discourse
boundaries correspond to junctures predicted by discourse
theories.

There are, however, a few drawbacks which need to be
solved in the future, although they are probably not typical
for this approach alone. First, some of the assumptions some-
what implicitly underlying this technique is that topic
changes are abrupt in the sense that they occur locally be-
tween a phrase ending one information unit and another
starting the next one. The technique so far does not capture
more gradual and smooth transitions between discourse seg-
ments. Similarly, the method does not account for the fact
that labelers may be confused about the exact spot at which
a boundary occurs, but they may agree that within a certain
‘‘region’’ there is change of information unit. Both problems
may, however, be solved by applying some sort of window
on the data.

As for the prosodic results, it is interesting to see that
prosodic variables such as pitch reset, pause length, and pro-
portion of low boundary tones increase continuously with
boundary strength at the discourse level. This is similar to
prosodic phrasing results below the level of the sentence:
Wightmanet al. ~1992! found that preboundary lengthening
appears ‘‘to occur in several gradations corresponding to
some of the perceptually distinct break indices‘‘~p. 1714!;
de Pijper and Sanderman~1994! also report that the strength
of prosodic boundaries in spoken utterances perceived by
listeners is not simply a binary feature as their continuous
perceptual boundary measure covaries with such features as
pause, pitch and declination reset in a seemingly gradient
manner. From the current study, a similar picture emerges
for phrasing at the macrolevel, because prosody has been
shown to mark boundaries of segments at multiple levels of
embeddedness.

Of course, the features studied in this paper are not the
only potentially interesting ones. In particular, preliminary
observations suggest that transitions between major informa-
tion units are accompanied by hesitation phenomena, such as
filled pauses. This is in agreement with the claim by Chafe
~1980! that significant breaks in the flow of information lead
to conspicuous speech disfluencies, indicating that these are
points where a speaker is planning a lot to verbalize his
ideas. Similarly, Brubaker~1972! found that initial utter-
ances of a paragraph tend to be uttered at a slower speaking
rate than other utterances, being consistent with a ‘‘reduction
of uncertainty hypothesis,’’ i.e., that speaking rate increases
and pause duration decreases as uncertainty about the re-
maining content of the paragraph decreases~see also Swerts
et al., 1994!. An interesting area for future research, there-
fore, is to explore whether discourse structure achieved by
the Rotondo method has some psycholinguistic relevance.
Given the claims by Chafe~1980!, a speaker-oriented hy-
pothesis is that hesitations will tend to occur at major breaks
in the flow of information. First analyses on the monologues
investigated here~Swertset al., 1996! indeed show that at
least one type of disfluencies, i.e., filled pauses, may carry
information about discourse structure, in that stronger breaks
in the flow of information are more likely to co-occur with
filled pauses than weaker ones. Moreover, filled pauses at
stronger breaks tend to be segmentally and prosodically dif-
ferent from other ones, and more often have preceding and
following silent pauses.

The Introduction remarked on the difficulty of obtaining
independent specification of junctures in the information
flow and of the mutual relationships between them. If such
an independent specification could be achieved, the contribu-
tion of prosodic features could then be analyzed by studying
correlations between the features and the independently es-
tablished junctures. This article has introduced a new method
to achieve such independent specification; this is based on
equating boundary strength with the frequency of junctural
judgments by subjects. The strong correlations found be-
tween the strength of junctures thus obtained and the strength
of prosodic marking confirms the efficacy of the methodol-
ogy and opens up a new path of research.

TABLE IV. Results of a general linear model fit on the segmentation data in
the SP condition.

Pause F ~5,815!5195.82, p,0.0001
Reset F ~5,815!520.52, p,0.0001
Boundary F ~1,815!530.98, p,0.0001
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On the perceptual distance between speech segments
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For many tasks in speech signal processing it is of interest to develop an objective measure that
correlates well with the perceptual distance between speech segments.~Speech segments are defined
as pieces of a speech signal of duration 50–150 ms. For concreteness, a segment is considered to
mean a diphone, i.e., a segment from the midpoint of one phoneme to the midpoint of the adjacent
phoneme.! Such a distance metric would be useful for speech coding at low bit rates. Saving bits in
those systems relies on a perceptual tolerance to acoustic perturbations from the original speech—
perturbations whose effects typically last for several tens of milliseconds. Such a distance metric
would also be useful for automatic speech recognition on the assumption that perceptual invariance
to adverse signal conditions~e.g., noise, microphone, and channel distortions, room reverberation,
etc.! and to phonemic variability~due to nonuniqueness of articulatory gestures! may provide a basis
for robust performance. In this paper, attempts at defining such a metric will be described. The
approach in addressing this question is twofold. First psychoacoustical experiments relevant to the
perception of speech are conducted to measure the relative importance of various time-frequency
‘‘tiles’’ ~one at a time! when all other time-frequency information is present. The psychophysical
data are then used to derive rules for integrating the output of a model of auditory-nerve activity
over time and frequency. ©1997 Acoustical Society of America.@S0001-4966~97!03901-5#

PACS numbers: 43.72.Ar, 43.71.An, 43.71.Cq, 43.66.Ba@JS#

INTRODUCTION

This paper is concerned with the derivation of a quanti-
tative measure of the perceptual distance between speech
segments, where by ‘‘speech segment’’ we mean a piece of a
speech signal of duration 50–150 ms—in particular, a di-
phone, i.e., a segment from the midpoint of one phoneme to
the midpoint of the adjacent phoneme. In deriving such a
measure, we will present a model of how the auditory system
integrates auditory nerve activity over time and frequency. A
measure of the perceptual distance would be of interest in its
own right. It would also have practical applications. For in-
stance, the influence of perturbations introduced by low bit
rate coders may extend, in general, over segment length in-
tervals. The design and evaluation of such coders should
therefore benefit from the derivation of a perceptual distance
of the type considered here. Also, we believe that such a
perceptual distance would provide a robust measure for au-
tomatic speech recognition. This belief is based on the fol-
lowing reasoning. Human beings perform far better than any
existing automatic speech recognizer, especially when the
speech signal has been degraded due to variations in the
transmission path, the presence of noise, articulatory changes
induced by the noise~i.e., the Lombard effect!, etc. There-
fore, use of a distance measure based on perceptual dissimi-
larity may be expected to improve automatic speech recog-
nition.

We approach the derivation of such a measure of dis-
tance in two main steps. First of all we conduct a psychoa-
coustical experiment relevant to the perception of speech. In
traditional psychophysical experiments speech is rarely used
as a test stimulus. Typically these experiments are concerned
with ~a! masking of steady-state signals by other steady-state
signals ~e.g., masking of tones by noise, noise by a tone,

etc.!; or ~b! measurement of the just-noticeable difference
~jnd! of some steady-state property~e.g., jnd for amplitude or
frequency of a tone, jnd for formant frequencies or pitch,
etc.!. Speech, however, is a highly nonstationary signal. For
processing speech signals, this nonstationarity is dealt with
by partitioning the signal into contiguous ‘‘frames’’~i.e.,
short time windows of about 20- to 30-ms duration!. Within
each frame the signal may be regarded as stationary. How-
ever, from frame to frame there is considerable nonstation-
arity. It is not clear how masking properties, jnds, etc.,
change due to this nonstationarity. Therefore the traditional
studies cited above are of limited application to problems
such as speech coding at low bit rates and automatic speech
recognition. Not surprisingly, almost all progress in these
areas has come from application of signal processing tech-
niques, with little help from psychophysics.

This paper is aimed at improving this situation. In con-
trast to experiments of the type mentioned above, our experi-
ment involves ‘‘segment level’’ properties, i.e., properties of
the whole segment rather than those of individual frames.
For concreteness we will consider diphones, although longer
segments could be studied by similar methods. Our experi-
ment is aimed at quantifying the relative importance of vari-
ous time-frequency regions~which we call ‘‘tiles’’ ! for the
perception of a given segment. To achieve this, we study the
perceptual effects of modifying a selected tilewhile at the
same time leaving the information in all other time-
frequency regions unchanged. This experiment, which we
call the ‘‘tiling’’ experiment is described in the next section.1

The second important step of our approach is tosimu-
late the tiling experiment. The simulation depends upon a
definition of distance between observation vectors based on
the ensemble interval histogram~EIH!. As discussed in
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~Ghitza, 1994!, the EIH is a functional model of how
auditory-nerve firings are analyzed in the auditory periphery.
The desired distance measure is derived by driving the per-
formance of the simulated tiling experiment to mimic that of
the human subjects.

The detailed description of these procedures given in the
next few sections may be summarized as follows: The psy-
chophysical paradigm used is the diagnostic rhyme test
~DRT!. The word pairs in the DRT are modified by inter-
changing judiciously selected time-frequency regions~tiles!.
This modified database is used in the standard DRT, and the
error patterns induced by these changes are recorded. The
same DRT is then simulated by an array of speech recogniz-
ers. These recognizers use a parametrized distance between
EIH vector sequences derived from the speech waveform.
The parameters of the distance metric are jointly optimized
over relevant tiling conditions so as to mimic the error pat-
terns of the human subjects. The optimal set of parameters
then defines the desired perceptual distance metric.~Note
that such an optimization can be performed with any choice
of observation vectors. We chose EIH on the assumption that
the optimized parameters will have relevance to human
speech perception because, as mentioned above, the EIH is a
functional model of the auditory periphery~Ghitza, 1994!.

I. PSYCHOPHYSICS

The experiment used in our search for the perceptual
distance is what we call the ‘‘tiling’’ experiment. It has been
described in a recent publication~Ghitza, 1993a!, so we will
give only a brief description of it here. In this experiment we
measured the relative importance of various time-frequency
‘‘tiles’’ by studying the perceptual effects of modifying these
tiles one at a time, or by simultaneously modifying various
combinations of these tiles. It is important to note that when
a particular tile~or a combination of tiles! is modified, the
information in the rest of the time-frequency plane is left
unaltered. In this way we measure the perceptual importance
of that tile ~or combination! in the presence of all other time-
frequency information.

For the psychophysical paradigm we have chosen the
DRT, which was first suggested by Voiers~1983!, and which
has been in extensive use for evaluating speech coders. In the
DRT, Voiers uses 96 pairs of confusable words spoken by
several male and female speakers. All the words are of the
consonant-vowel-consonant~CVC! type, and the words in
each pair differ only in the initial consonant. In an attempt to
uniformly cover the speech subspace associated with initial
diphones, the DRT database was designed such that the tar-
get diphones are equally distributed among six phonemic
distinctive features~16 word pairs per feature! and among
eight vowels. The feature classification follows the binary
system suggested by Jakobsonet al. ~1952!2 and the target
consonants in each pair differ in the presence or absence of
one of these dimensions. An explanation of these attributes,
as well as the complete list of words, may be found in Ghitza
~1993a!.

The database is used in a very carefully controlled psy-
chophysical procedure. The listeners are well trained and
quite familiar with the database, including the voice quality

of the individual speakers. As for the psychophysical proce-
dure, a one-interval two-alternative forced-choice paradigm
is used. A word pair is selected at random and displayed as
text on a screen. One of the words in the pair~selected at
random! is next presented aurally, and the subject is required
to indicate which of the two words was heard. The procedure
is repeated until all the words in the database have been
presented. The errors made by the subjects are recorded.

For the tiling experiment the DRT was conducted on
several distorted versions of Voiers’ standard database. The
details of the signal processing involved in creating those
distortions may be found in Ghitza~1993a!. Briefly, we di-
vided the time-frequency plane into nonoverlapping regions
called ‘‘tiles’’ that cover the target diphone in each pair of
words in the DRT. Ideally, one should use many small tiles,
but the experiments become increasingly time consuming
and expensive with increasing number of tiles. From consid-
erations of feasibility, we decided to use six tiles with the
configuration shown in Fig. 1. The six regions were chosen
on the basis of the following rough reasoning: On the time
axis a break at the boundary between the C and V portions of
the target diphone is an obvious choice. This boundary as
well as the midpoints of the C and the V were hand labeled
by a trained phonetician~see Ghitza, 1993a!. On the fre-
quency axis two breaks were selected. A break at 1 kHz is
suggested by the known change in the properties of nerve
firings at approximately this frequency~e.g., loss of syn-
chrony beyond 1 kHz!. A break at 2.5 kHz corresponds
roughly to the upper limit of the second formant frequency
~Peterson and Barney, 1952!. We will call the resulting fre-
quency regions as band-1~0–1 kHz!, band-2~1–2.5 kHz!,
and band-3~2.5–4 kHz!.

Each distorted database was generated by interchanging
a particular tile~or a combination of tiles! between the target
diphones of each of the 96 pairs of words in the database.
Such an interchange is illustrated in Fig. 2, in which the tile
selected is the consonant part of the target diphone between
1 and 2.5 kHz. In a similar manner, a total of 14 distorted
versions of the database were created. As described in Ghitza
~1993a!, special care was taken to minimize artifacts in the
speech signals due to the interchange operation.

A DRT test was performed on the original database as
well as on each of these distorted versions. The error for each

FIG. 1. Configuration of the six time-frequency tiles chosen for the tiling
experiment.
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word pair, for each of these distortion conditions was re-
corded for each of three speakers and each of eight listeners.
As described in Ghitza~1993a!, these experiments demon-
strated that perceptually, the interchange of the entire di-
phone in each band is far more dominant than the inter-
change of the consonant part or the vowel part alone.
Therefore, to derive the parameters of the perceptual distance
we used only the original, undistorted database and the dis-
torted versions corresponding to the interchange of the entire
diphone in band-1, band-2, and band-3, respectively.

These error patterns constitute the psychophysical data
which we would like to mimic with a simulated DRT test.
The simulated DRT described in the next section uses the
same speech waveforms as were used in the psychophysical
test. The optimization procedure used to drive the error pat-
terns of the simulated test toward those of the human sub-
jects is discussed in Sec. III.

II. SIMULATION

The method of simulating the DRT has been described
in Ghitza~1993b!, and the reader is referred to that article for
details. Recall that the DRT is a one-interval, two-alternative
forced-choice experiment. At each stage the subject knows
which pair of words has been selected and that one of them
will be presented at random. The subject must make a deci-
sion and indicate which word was heard. We therefore pos-
tulate that for each of these binary decisions, the subject is
able to retrieve from memory a recognizer optimized for that
pair of words.

In view of this postulate, wesimulate the DRT by re-
placing the human subject by an array of recognizers~one for
each pair of words in the database!. The particular type of
speech recognizer that we use in the simulation has also been
described in a recent article~Ghitza and Sondhi, 1993!, so
we will not describe it in detail here. Suffice it to mention
that the recognizers utilize hidden Markov models withnon-
stationary states, where each state is a template of a di-
phone. When used in the DRT, each recognizer in the array
reduces to a binary recognizer for a pair of initial diphones,
since the second diphone of the CVC is identical for the two
words in each pair.3 Thus correct recognition occurs if and
only if the initial diphone of the test utterance is closer to the
initial diphone of the correct word model than to the initial
diphone of the other word model of the pair. The word mod-
els were derived as follows: Every speaker in the DRT data-
base provides two repetitions of each word. We assign one of
these repetitions to be the ‘‘training’’ database and the other
to be the test database. The set of word models is obtained

from the training database by hand segmentation. If more
data were available for training, more accurate word models
could be derived. We believe, however, that by restricting
our experiment to a speaker-dependent mode we reduce
acoustic variability, so that word models derived from just
one repetition are accurate enough.

The errors made in this simulation are entirely governed
by the definition of distance between the test diphone and the
model diphone. The parametric form chosen for this distance
is therefore of crucial importance for the successful deriva-
tion of the perceptual metric. Let us discuss briefly the pa-
rametrization that we have chosen, and some of the consid-
erations which led us to this choice. For this discussion, it
will be helpful to refer to Fig. 3.

We begin by defining a diphone as a sequence of feature
vectors—one for each frame of the speech signal—roughly
100 frames per second. Our choice of feature vector is a
24-dimensional EIH vector, with the histogram bins allo-
cated on the ERB scale.~ERB stands for equivalent rectan-
gular bandwidth, which is the bandwidth of a hypothetical
rectangular filter that approximates the critical band of the
human auditory filters. See detailed definition in Ghitza,
1994.! As mentioned earlier, the EIH is a functional model
of how auditory-nerve firings are analyzed in the auditory
periphery~Ghitza, 1994!.

Let xk , k51,2,...,K be the EIH vectors of some given
test sequenceX. We need to define the distance ofX from a
template ~or state! sequenceS with EIH vectors sn ,
n51,2,...,N. The lengthN of the template sequence is in
general, different for different templates. The lengthK of the
test sequence is arbitrary within some broad range of values.

FIG. 2. Illustrating the interchange of tiles for a pair of words in the DRT
database.

FIG. 3. A schematic diagram describing the parameters used in the percep-
tual distance metric. The matricesMC andMV capture the intuitive notion of
‘‘lateral interaction’’ between neighboring critical bands. Theg n

i ’s weight
the vector distance near the transition point more heavily than vector dis-
tances further away from it. Theb i ’s reflect the relative importance of the
i th superband, in the presence of normal activity in all other superbands, and
are subject to the constraint( i51

4 b i51.
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Note that each component of the EIH vector functionally
represents the activity in a local region of the frequency
spectrum~roughly a critical band!. We postulate that these
components are processed in groups—orsuperbands—to
arrive at a distance within each group, and then the indi-
vidual distances are combined to give the overall distance
between the EIH vector sequencesX andS. In the auditory
periphery, presumably, there is a continuum of overlapping
superbands covering the frequency spectrum. In our func-
tional model we replace this continuum by four nonoverlap-
ping superbands—roughly one octave wide. Each superband
consists of six ERB bins of the whole EIH vector.

In order to define a distance betweenX andS we first
time align the two sequences by warpingX ontoS. For this
we use the usual dynamic time warp~DTW! algorithm,

D2~S,X!5
1

N
min
k~n!

(
n51

N

d2~sn ,xk~n!!, ~1!

wherek(n) is the time warp@with k~1!51 andk(N)5K#,
andd is the Euclidean distance betweensn andxk(n) . Let x̃n ,
n51,2,...,N, be the EIH vectors ofX after this alignment.
We next define the distance between individual vectorsx̃n
and sn . Let sn

i and x̃n
i be the i th subvectors ofsn and x̃n ,

respectively, representing thei th superband.4 Let mn
i be a

636 matrix defined for thei th superband, for the time index
n of the template sequenceS. Define ŝn

i and x̂n
i as the unit

length vectors

x̂n
i 5

mn
i x̃n

i

imn
i x̃n

i i
, ~2a!

ŝn
i 5

mn
i sn
i

imn
i sn
i i
, ~2b!

wherei•i denotes the Euclidean norm, or length, of a vector.
We next define the distance between the subvectorsx̃n

i andsn
i

by the relation

d~sn
i ,x̃n

i !5i ŝn
i 2 x̂n

i i . ~3!

With this definition of distance between vectors, the distance
between the sequences within a superband,X i andSi is de-
fined as

D2~Si ,X i !5
1

N (
n51

N

gn
i d2~sn

i ,x̃n
i !. ~4!

Here,d2~sn
i ,x̃n

i ! is weighted by the factorgn
i depending upon

position along the template sequence.
In general, the distanceD between the EIH sequencesS

andX can be any function of theD2~Si ,X i!’s. For the present
we assume that they are linearly combined. Thus

D2~S,X!5(
i51

4

b iD2~Si ,X i !, ~5!

whereD2~Si ,X i! is as defined in Eq.~4!, and thebi are sub-
ject to the constraint(i51

4 b i51. Thebi ’s reflect the relative
importance of thei th superband, in the presence of normal
activity in all other superbands.~See Fig. 3.!

With vector distance defined as in Eqs.~2! and ~3!, the
matricesmn

i may be regarded as the submatrices of a 434
block diagonal matrixMn , in which each block has dimen-
sion 636. The entries in the matricesMn , n51,2,...,N, are
part of the set of parameters to be determined by optimiza-
tion as discussed in the next section. We have allowed the
matricesMn here to depend arbitrarily on the time indexn of
the template. With this generality, however, the number of
parameters to be optimized becomes too large. We therefore
restrictMn to two possibilities:Mn5MC if the indexn is in
the consonant portion of the template, andMn5MV if it is in
the vowel portion. If the matricesmn

i are chosen to be diag-
onal, then they serve to specify the relative importance of
different components of the EIH vector~or, essentially, dif-
ferent critical bands!. With a more general structure, they can
capture the intuitive notion of ‘‘lateral interaction.’’ That is,
the notion that the output of a channel might be influenced
by the activity in neighboring channels. In our study we
chose themn

i matrices to be tridiagonal.
The gn

i are introduced because we believe that the vec-
tors near the transition point are more important for recog-
nizing the diphone than vectors further away from it. With
this in mind, we specify the functiongn

i with just two param-
eters,s i[(sC

i ,sV
i ). These are the variances of two Gaussian

curves with peaks at the transition point—one for the conso-
nant part and one for the vowel part.~See Fig. 3.!

In principle, the set of parameters that define the dis-
tanceD in Eq. ~5! ~e.g., the matricesMC andMV and the
parameterssi andbi! should be allowed to be different for
different diphones. This is again not feasible because of the
number of parameters involved. Note that the total number
of diphones is on the order of 2000 in English. In the DRT
database alone, the number of diphones is 192. Unique ma-
trices for each diphone would require an enormous number
of parameters. We therefore restrict the number of param-
eters by using the same sets for diphones with ‘‘similar’’
properties. At present we group together consonants into
seven categories according tomanner of articulation~voiced
and unvoiced stop, voiced and unvoiced fricative, nasal,
glide, and affricate!. The vowels are grouped into four cat-
egories according to the location of the constriction~low
back, high back, low front, and high front!. This gives us 28
classes of diphones, and we assign a parameter set to each
such class.

In summary, the distance of a test segmentX from a
diphone templateS is derived as follows: Depending on the
templateS, choose the appropriate parameter setMC , MV ,
si , and bi . Then compute the distance according to Eqs.
~1!–~5!. For a given specification of all the parameters, the
definition ofD gives us a parametrized distance which de-
pends on the template~or state!. The entire set of parameters
is optimized to best mimic human performance as described
in the next section.

Finally, let us note that the parametrization described
above is not necessarily optimal. Indeed we believe it can be
improved in several ways. Allowing a greater range of
choices for the matricesMC andMV as well as allowing the
submatricesmn

i to be full matrices~rather than tridiagonal!
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are obvious possible improvements in the definition of the
vector distanced. A more promising improvement is a gen-
eralization of the form of the segment distanceD in the
following manner: LetVs be the (24N)-dimensional vector
obtained by concatenating theN vectorssn in the template
sequence. Similarly letṼk

x be the test sequence after warping
on to the template sequence with a mappingk[k(n). Then
we can define the distance betweenS andX to be given by

D2~S,X!5min
k

Vs8FṼk
x , ~6!

whereF is a positive definite matrix and8 denotes matrix
transpose. HereF can be regarded as a block matrix withN2

blocks, each block being a 24324 matrix. Then theD of Eq.
~5! is a special case of theD of Eq. ~6! in whichF is a block
diagonal matrix. With a full matrixF, we again have the
problem of a large number of parameters to be estimated. As
a first step, therefore, we might just generalize to a block
tridiagonal matrix.

III. OPTIMIZATION

A schematic description of the optimization procedure is
shown in Fig. 4. The right-hand side depicts the psycho-
physical data collected in the tiling experiment. The left-
hand side shows the outputs of the simulated tiling experi-
ment. The parameters of the simulation are iteratively
adjusted to best mimic the psychophysical data.

Let u denote the parameter set which goes into the defi-
nition of D in Eq. ~5!, i.e., theMC’s, MV’s, si ’s andbi ’s.
These are the adjustable parameters. In addition we have the
template sequencesSj , j51,192—one for each initial di-
phone in the~undistorted! training database. These are kept
fixed throughout the optimization procedure. For a given set
of values for the parametersu ~and the fixed templates! we
define a cost functionC which quantifies how badly the
simulation performs when compared to the psychophysical
data. OnceC is defined, we use an optimization program to

iteratively adjust the parametersu in order to minimizeC.
The program we use is a variant of Newton’s method~Gay,
1983!.

To complete the description of our optimization proce-
dure, let us now indicate the definition of the cost functionC.
The data we are attempting to mimic are the responses of
each of eight listeners to presentations of each of the words
in the database spoken by each of three speakers, and dis-
torted by each ofK tiling conditions.~As mentioned in Sec.
II, for optimization we chose only the distortions correspond-
ing to the interchange of the entire diphone in band-1,
band-2, and band-3, respectively. This givesK53.! To give
a concise definition forC it is convenient to define a set of
indices.

Let:
p denote the wordpair in the database~1<p<96!,
w denote theword within a pair~1<w<2!,
k denote the tiling condition (0<k<K), with 0 for the

undistorted database,
s denote thespeaker~1<s<3!,
l denote thel istener~1<l<8!.

Let xskpwdenote the speech signal corresponding to a chosen
set of indices. Then the human response is a binary number,
hl(xskpw), for each selection of the indicesl ,s,k,p,w in the
range given above for each index. That is,h is 0 if listenerl
identifiedxskpwcorrectly, and 1 otherwise. For a given set of
parameters,u, letm~xskpw,u! denote the machine’s response.

With these definitions, the cost function that we mini-
mize is defined as5

C5(
s51

3

(
k50

K

(
p51

96

(
w51

2

(
l51

8

@hl~xskpw!2m~xskpw,u!#2.

~7!

The optimal solutionu* represents the parameters of the
perceptual distance which provide the best mimic, jointly
over all K tiling conditions. The accuracy ofu* depends
upon the amount of data used for the optimization. In our
database the number of tokens permanner class ranged be-
tween 36 and 165; the number of tokens per vowel category
was 144.

IV. RESULTS

In terms of evaluating the validity of our approach, two
questions come to mind. First, how closely can the machine
error patterns be made to match human error patterns? And
second, how does the performance of the ‘‘optimal’’
metric—derived by optimizing on ‘‘tiling’’ type of
distortions—generalize to other kinds of distortions?

Figures 5~a!–~d! and 6~a!–~d! present results in an at-
tempt to answer the first question. In all these figures we
present error patterns by plotting the error rates for each of
the Jakobson–Fant-Halle dimensions.6 For each of these di-
mensions we plot two error rates.7 At the abscissa marked
‘‘ 1’’ we plot the error rates for the subset of words in which
the attribute is present, and at the abscissa marked ‘‘2’’ we
plot the error rates for the words in which the attribute is
absent. In the top panel of every figure the error rates for
human subjects~solid line! are compared to those for the

FIG. 4. A schematic diagram describing the optimization procedure. The
parameters of the perceptual distance measure are iteratively adjusted to
match the error patterns produced by the machine to those of the human
subjects, jointly over several tiling conditions. In the box marked ‘‘cogni-
tion,’’ the abbreviation 1I2AFC stands for the ‘‘one-interval two-alternative
forced-choice’’ paradigm.
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machine~dashed line!. In the bottom panel the dashed line
shows the error rate for the machine minus the error rate for
the human subjects. Also plotted for comparison are two
solid lines representing6 one standard deviation of the error
rate for human subjects.

We first tested if the model structure is flexible enough
for the purpose of mimicking the human performance for one
tiling condition alone—say, the undistorted, original, DRT

database. For this test we optimized the parameters of the
distance metric,u, on just the tiling condition 0. As it is seen
in Fig. 5~a!, the model can mimic the performance of the
human subjects quite well—the difference between machine
and human performance~bottom panel! is within one stan-
dard deviation for all the dimensions. However, this model
~whose parameters were derived by optimizing on the undis-
torted database alone! fails to mimic human performance for
other tiling conditions. Figure 5~b! and ~c! shows that the
machine makes significantly more errors than human sub-
jects for the tiling conditions in which band-1 or band-2 is
interchanged for the entire diphone. To arrive at a single
model that is able to mimic human performance under dif-
ferent tile interchanges,u should bejointly optimized over
several tiling conditions.

In Fig. 6~a!–~d! we show the same comparisons as in
Fig. 5~a!–~d!, except that now the parameters are optimized
jointly over four tiling conditions: undistorted database and
the tilings in which bands 1, 2, 3, respectively, are inter-

FIG. 5. Optimizing on undistorted database alone.Top panels:Mean human
~solid line! and machine~dashed line! performance on the DRT database.
The mean human performance is derived across three speakers and eight
subjects. The abscissa of every plot indicates the six phonemic categories:
‘‘ vc’’ is for voicing, ‘‘ ns’’ for nasality, ‘‘st’’ for sustention, ‘‘sb’’ for sibi-
lation, ‘‘gv’’ for graveness and ‘‘cm’’ for compactness’’. The ‘‘1’’ sign
stands for attribute present and the ‘‘2’’ sign for attribute absent. The or-
dinate represents the number of words in the category that, when played to
the listener, were judged to be the opposite word in the word pair~i.e., the
listener ‘‘switched’’ to the opposite category!. The switch is represented as
a percentage~relative to 16 which is the total number of words per phone-
mic category!. Bottom panels:Difference between mean human perfor-
mance and the machine performance~dashed line! compared to the human
standard deviation~solid lines!. The plots are for the original database~a!
and for the three tiled versions obtained by interchanging bands 1, 2, and 3
of the entire diphone@~b!, ~c!, and~d!, respectively#.

FIG. 6. Same format as in Fig. 5, but for joint optimization.
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changed over the entire target diphone. It is seen from Fig.
6~a! that machine performance on the undistorted database is
slightly worse than that in Fig. 5~a!, and the machine perfor-
mance for sustention is more than a standard deviation away
from human performance. However, in exchange for this
small deterioration, the performance for the other tiling con-
ditions is now much closer to human.

As for the question of how the optimal metric general-
izes, we ran a simulated DRT experiment on the DRT data-
base degraded by additive Gaussian white noise. We used
three different definitions ofd~•,•! ~a! the observation vec-
tors were 13th-order Mel-Cepstrum~MEL-CEP! andd was
the L2 ~i.e., Euclidean! distance;~b! the observation vectors
were EIH andd was theL2 distance; and~c! the observation
vectors were EIH and the distance metric was the optimized
perceptual metric derived above. Table I shows the results
for those three DRT simulations and for the human subjects,
as a function of SNR. The entries are the errors, summed
over all the Jakobson–Fant–Halle dimensions, in percent.
From Table I we conclude that although the machine perfor-
mance using EIH with perceptual metric does not match hu-
man performance, it is superior to the performance using
EIH with L2 metric ~and also to the performance withL2
norm between MEL-CEP vectors!. Figure 7 shows the de-

tailed distribution of these errors along the Jakobson–Fant–
Halle dimensions. The detailed distributions are shown for
the human subjects, the EIH with the perceptual distance and
the MEL-CEP with theL2 distance. The results for the EIH
with L2 distance were omitted in order not to clutter the
figure. The figure demonstrates that the pattern of error dis-
tribution for the perceptual distance generally follows the
pattern for human subjects.

V. DISCUSSION

In the preceding sections we have presented a method
for deriving a perception-based measure of distance between
speech segments. The segments we chose to investigate are
diphones, although longer segments could be studied in a
similar manner.

In our model, the template of a diphone is represented as
a high-resolution sequence of EIH vectors~one vector every
10 ms!. This template represents the articulatory gesture
while moving from C to V, in terms of the time course of the
EIH vectors. It may be thought of as the pattern of the di-
phone that is stored in memory during the early stages of
language acquisition. Note that the template implicitly con-
tains information about theplace of articulation of the con-
sonant. An unknown ‘‘input’’ diphone is compared to a tem-
plate by first time warping it to the template and then
computing a distance between the aligned sequences. This
distance is expressed in terms of a set of parametersu which
are allowed to depend upon the template. These parameters
quantify the perceptual deviation from the diphone template.
In order to keep the number of parameters manageable, we
group the consonants into seven groups and the vowels into
four groups, and assign the same parameters to the conso-
nants and vowels within the same group. For consonants, we
postulate that the parameters depend upon themanner of
production~voiced and unvoiced stop, voiced and unvoiced
fricative, nasal, glide, and affricate!. Thevowelsare grouped
according to the location of the constriction~front high, front
low, back high, back low!. In this way all C–V diphones are
grouped into 28 different classes. Note that this grouping is
only for the parametersu ~that weight different time-
frequency regions according to their relative perceptual im-
portance!. The templates themselves are not grouped.8 Note
also that two diphones, say /ba/ and /da/, whose consonants
belong to the samemanner class are assigned the sameu.
The information about their different places of articulation is
implicitly contained in the templates of the two diphones.

In deciding upon a structure for the distance we postu-
late that the auditory periphery processes the input in parallel
frequency ‘‘superbands’’~about an octave wide! and pro-
duces a distance in each such band. In our functional model
we take four contiguous superbands, although in the auditory
periphery there is presumably a continuum of overlapping
bands. The distances from all superbands can be combined in
many ways, providing the overall distance between the di-
phones. Here, we combine them linearly.

Throughout this study, we used the Jakobson–Fant–
Halle feature space. These dimensions were used by Voiers
to structure the DRT database, and we present our results
along the same dimensions. It is worth noting, however, that

TABLE I. Experiment with the DRT database degraded by additive Gauss-
ian white noise. The entries are the errors, summed over all the Jakobson–
Fant–Halle dimensions, in percent.

Clean 30 dB 20 dB 10 dB

Human 3 2 3 7
EIH ~perceptual! 5 8 13 24
EIH ~L2! 18 17 21 27
MEL-CEP ~L2! 11 16 25 38

FIG. 7. Mean human performance~solid line!, machine performance with
the perceptual distance~dashed line! and machine performance with 13th
order Mel-Cepstrum andL2 distance~dotted line! for the DRT database in
the presence of additive Gaussian white noise. The axes are as described in
Fig. 5, for various SNR.~a! Clean speech,~b! SNR530 dB, ~c! SNR520
dB, ~d! SNR510 dB.
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our aim is to derive a distance metric that is completely
independent of the distinctive feature set. For this reason,u *
was computed by optimizing the cost function defined in Eq.
~7!. This cost function accumulates the contributions of the
individual words in the database without regard to their dis-
tinctive features. However, the exact pairwise comparisons
made will have some influence on the values of the optimal
parameters.

The most important, and we believe novel, aspect of our
work is the fact that we derive the distance measure on the
basis ofperceptual dissimilarity. We do that by mimicking
human performance in the DRT framework, using tiling type
of distortions. In this restricted task, at least, the metric per-
forms significantly better than others that we have tried.

As a final note, we speculate that the perceptual distance
derived here may be used to define a jnd for diphones~or
phonemes!. This jnd may be defined as a change for which
the perceptual distance attains a threshold value.
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1As mentioned above, psychophysical experiments dealing with speech per-
ception are rare. Some experiments reported in the literature that have some
relevance to the present paper are those of Fletcher~1953!, Miller and
Nicely ~1955!, Houtgast and Steeneken~1985!, and Drullmanet al. ~1994!.
In Fletcher’s experiments~Fletcher, 1953! subjects had to respond to
stimuli that contained only parts of the speech signal~e.g., low-pass or
high-pass filtered speech!. Miller and Nicely ~1955! studied the effect of
filtering and additive noise on the confusion matrices for various phonemes.
The experiments of Houtgast and Steeneken~1985! and Drullmanet al.
~1994! are concerned with the effects of filtering the speech envelope in
contiguous frequency bands. Our experiments differ from all these in that
we study the effects of modifying selected time-frequency regions of a
speech signal while leaving the rest of the signal unchanged.
2The six Jakobson–Fant–Halle dimensions arevoicing, nasality, sustention,
sibilation, graveness, andcompactness. Thevoicing ~vc! feature character-
izes the nature of the source, being periodic or nonperiodic. Thenasality
~ns! feature indicates the existence of a parallel resonator representing the
nasal cavity. The termssustention~st! andsibilation ~sb! are due to Voiers.
They correspond, respectively, to the continuant-interrupted and strident-
mellow contrasts of Jakobsonet al. ~1952!. Finally graveness~gv! and
compactness~cm! represent broad resonance features of the speech sound,
related to place of articulation.
3We are assuming that the effects of coarticulation due to the initial conso-
nant do not extend beyond the midpoint of the vowel. This appears to be an
accurate assumption, at least for the DRT database.
4Throughout the paper we used subscripts to indicate time index of a tem-
plate, and superscripts to indicate superbands.
5If m in Eq. ~7! is chosen to be a binary number, like the human responses,

thenC would be a discontinuous function ofmwhich could be difficult to
optimize. We therefore makem(xskpw,u! a real number between 0 and 1,
whose value depends upon the distances ofxskpw from the two templates
for the pair of wordsp. If dcor anddinc are the distances from the correct and
incorrect templates, respectively, then we choosem(xskpw,u!
5@11arctana(dinc2dcor!#/2. The exact value ofa is not very critical. The
important property is that ifdcor@dinc thenm goes to 0 and ifdcor!dinc then
it goes to 1.
6The errors could be presented in other ways, e.g., along place-manner di-
mensions, or in the form of a confusion matrix. Note, however, that a
confusion matrix format is inappropriate here because the psychophysical
paradigm is a two-alternative forced-choice, and also because many binary
comparisons are missing in the database. As to the choice of distinctive
features, we chose the Jakobson–Fant–Halle dimensions because~a!
Voiers’ DRT database is organized along those dimensions and,~b! be-
cause those dimensions reflect acoustic properties in time and frequency
~Jakobsonet al. 1952!.
7Note that here, we use the notion of ‘‘error rate’’ in the context of DRT,
i.e., a binary decision paradigm: an occurrence of an error means that the
listener ‘‘switched’’ to the opposite category.
8It may be argued that the articulatory gestures are quite similar for C–V
diphones in which the vowel is the same and the place of articulation of the
consonant is the same—e.g., /ma/ and /ba/. However, the corresponding
spectra and EIH vectors are still quite distinct. Hence grouping of the
templates themselves is not justified.
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Accurate frequency tracking of timpani spectral lines
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A procedure is described for determining the frequency of timpani sound spectral lines to accuracies
on the order of 0.05 Hz. A peak tracking algorithm uses a fourth-degree polynomial fitted to a
Hamming window Fourier transform as the model function for a least-squares fit to observed
spectral peaks. Accuracies of the tracking process are estimated for single sinusoids with added
Gaussian noise and for pairs of closely spaced sinusoids. Tracker results are presented for sounds
from a good quality 26-in. drum with emphasis on the harmonicity, or lack thereof, of the various
partials. © 1997 Acoustical Society of America.@S0001-4966~97!03312-2#

PACS numbers: 43.75.Hi, 43.60.Gk@WJS#

INTRODUCTION

Timpani sound spectra show a fairly close approxima-
tion of their musically relevant partial frequencies to a har-
monic series with missing fundamental. Figure 1 shows the
evolution in time of the sound spectrum from a single mez-
zopiano stroke on a 26-in. Ludwig Professional Series drum
tuned to C3~130.8 Hz!. Rossing~1982! shows that the mu-
sically relevant vibration modes of the membrane have
1,2,3,... diametral nodal lines and no nodal circles. These
modes, with frequency ratios very close to 1,1.5,2..., are la-
beled~11!,~21!,~31!... in Fig. 1 and correspond to the princi-
pal tone, fifth, octave, etc. The modal frequencies differ from
those expected for a circular membrane primarily because of
air loading on the membrane~Rossing, 1982; Christianet al.,
1984; Fletcher and Rossing, 1990, Chap. 18! which coerces
the frequencies into a near-harmonic relationship. Membrane
stiffness and interaction with air vibration modes inside the
kettle are suggested by these authors as responsible for ad-
ditional small perturbations in modal frequencies.

The author, an amateur timpanist, is interested in know-
ing why some timpani sound better than others. This ques-
tion is no more susceptible to a final answer for timpani than
for violins but, as with violin researches, a study of those
features which can be quantified may lead to simplified fine
tuning procedures and improved drum designs. Professional
timpanists emphasize the importance of a drum’s design and
construction details as a prerequisite for obtaining high qual-
ity sound. Of particular concern are the roundness and regu-
larity of the bowl rim and the roundness and flatness of the
counterhoop. The lore pertaining to head materials, construc-
tion, and longevity is nearly as extensive as that for violin
bows. However, even the best drum will not sound good if
the differential tension adjustments around the counterhoop
are not done with skill. Last, but by no means least, is the
manner in which the drum is struck, including strike position
and strength, contact duration, and mallet construction.

This paper describes measurement and data analysis
methods for examining in considerable detail the time evo-
lution of timpani sound spectra with emphasis on the harmo-
nicity of the musically relevant partials, i.e., those which are
nearly harmonic. The methods are then applied to sounds

from a good orchestral drum and selected results are pre-
sented.

I. DATA ACQUISITION AND PRELIMINARY
PROCESSING

Microphone signals are preamplified, passed through an
antialiasing filter, and digitized with 12-bit resolution at a
sample rate of 5120.3 samples/s. The odd sample rate comes
about from the limited choice of integers available as divi-
sors for the 10-MHz crystal clock on the data acquisition
board. A divisor of 1953 gives a sample rate of 5120.3 Hz
and the smallest difference~0.006%'0.01 cents! from the
desired rate of 5120 Hz. Since the human ear’s ability to
detect pitch changes is on the order of a few cents at timpani
partial frequencies~Rossing, 1990, Fig. 7.2!, the sampling
rate error is negligible. Data records are stored in 16 bit
integer format files on the 386 20-MHz PC used for data
acquisition. Acquisition software is written in C. Data pro-
cessing is typically done on a 90-MHz Pentium PC using
software written in C and also using Axum, a graphics pack-
age with a C-like programming language.

For timpani data collection the drum is mounted on a
turntable. The unidirectional microphone is typically placed
3 in. above the drum counterhoop~the peripheral metal ring
through which tension is applied to the head!, and pointing
toward the center of the head. Other microphone positions
have been used, particularly a position 22 in. above the coun-
terhoop, about where the player’s head would be. The chosen
position gives better signal to noise ratios and still deals with
the directional characteristics of the radiated sound~Fletcher
and Rossing, 1990, p. 510!.

A typical data set consists of one 30 000-sample record
from a single mezzopiano stroke at each of 6/8 azimuths,
mostly chosen at the tuning screws. Radial strike position is
a few inches in from the bowl edge, the usual spot chosen to
produce a good sound. Mallets of medium hardness were
used for the data presented here. To date, no effects from
room acoustics have been observed. Such effects would, in
any case, affect only the relative amplitudes of spectral com-
ponents and not their frequencies.

Power spectral density~PSD! estimates are made for
successive frames of 1024 data samples, each frame offset
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512 samples~'0.1 s! from its predecessor. This time reso-
lution is adequate to follow the evolution of timpani partials.
A Hamming window is applied to the frame which is then
padded with zeros to a length of 4096 samples. The padded
frame is passed through a standard fast Fourier transform
~FFT! routine and the logarithm of the squared magnitude of
the result is stored as the PSD estimate. The 5120.3/s sam-
pling rate and the 4096 sample padded frame size yield
samples of the PSD every 1.25 Hz~within 0.006%!, although
the 1024 sample length of the actual data frame limits the
ability of the process to resolve spectral components closer
together than 15–20 Hz, the width of the Hamming window
FFT main peak.

II. PEAK TRACKING

Peak tracking schemes with frequency resolution finer
than that inherent in the FFT process are summarized in
Brown ~1996! and their accuracies are discussed in Brown
and Puckette~1993!. The two broad categories of frequency
domain tracking methods used to date have been quadratic fit
and various phase methods. The tracking scheme described
in this paper is an extension of the quadratic fit method to
use a fourth degree polynomial fit to observed spectral peaks.
This polynomial fit method has time resolution and fre-
quency accuracy adequate for tracking timpani partials.
Phases calculated from a single FFT frame~Brown, 1996!
can be used if improved time resolution is required.

A. Peak tracking algorithm

Once the approximate location of a spectral peak has
been established, an accurate estimate of its frequency and
amplitude is desired. The polynomial fit method, like its pre-
decessors, corrects for the location of the peak at a frequency
other than one of the quantized FFT frequencies. The imple-
mentation described here takes advantage of the fact that the
vibration modes of interest are very lightly damped (Q
.100). In this case it is not unreasonable to assume that the
Fourier transform of the peak signal is a delta function. The
observed spectral peak will therefore be the transform of the
windowing function, at least in the case where the peak is
isolated. Complications arising from the common case where
the peak is a doublet are discussed below.

A least-squares fit is made between a fourth-degree
polynomial and the window transform PSD. This polyno-
mial, whose parameters are peak frequency~Hz! and ampli-

tude ~dB!, is used as the model function for a Marquardt–
Levenberg ~M–L! nonlinear least-squares ‘‘best fit’’
parameter estimation routine~Presset al., 1992!. One begins
with a rough starting estimate of peak frequency and ampli-
tude derived from the first FFT frame. The two FFT frequen-
cies which surround this initial frequency estimate are deter-
mined. If the initial frequency lies in the center half of the
interval between these two FFT frequencies, the six FFT data
points surrounding the initial frequency are chosen for best
fit to the model function. If the initial frequency is in the
lower or upper quarter of the interval, five FFT data points
centered at the lower or upper FFT frequency are chosen.
With this choice of data points the M–L process finds the
model peak frequency and amplitude that minimizes the sum
of squared residual differences~RSS! between the model and
the selected 5/6 data points. Once the M–L routine returns an
updated estimate of the parameters, the new frequency esti-
mate is examined to see if it has crossed the subinterval
boundaries described above. If not, the current parameter es-
timates are taken as final. If so, those values are used as
initial estimates for another iteration. Iterations are limited to
five to prevent limit cycles. The final fit is then inspected for
acceptability. If the RSS from the M–L process is greater
than the arbitrarily chosen value of 3~a very poor fit!, the fit
is rejected for this peak and time frame. The previous start-
ing estimate is then passed to the M–L routine for processing
the same peak in the next time frame. This process was
found empirically to lead to a reasonably good set of final
peak frequency estimates for general timpani partial track-
ing. The choice of RSS rejection threshold is discussed in
Sec. II B 2.

A fourth-degree polynomial offers, at negligible compu-
tational cost, a modestly improved fit to the window trans-
form PSD compared with a quadratic fit. Polynomial coeffi-
cients are computed, for a polynomial of specified degree, by
passing a synthesized sinusoid through the Hamming-
windowed FFT process and doing a least-squares fit to the
seven data points~dB versus frequency! surrounding the si-
nusoid frequency. Residuals for the fit are on the order of
0.05 dB for quadratic fit and 0.001 dB for fourth degree fit.
The RSS can be as large as 0.006 for a second-degree poly-
nomial and 0.000 002 for a fourth-degree polynomial, de-
pending on the location of the sinusoid frequency between
two FFT quantized frequencies. While none of these errors is
large, RSS values from fits to real timpani spectral peaks are
often smaller than 0.001, so the fourth-degree polynomial
was chosen in order to eliminate as many uncertainties as
possible in the computations.

Figure 2~a! shows the final fit to a synthesized 125.4-Hz
sinusoid with added Gaussian noise whose standard devia-
tion is 5% of the sinusoid peak amplitude. The noise values
are generated by routine gasdev~ ! ~Presset al., p. 289!,
which returns a normally distributed deviate with zero mean
and unit variance. These noise values are multiplied by 5%
of the sinusoid amplitude and added to the sinusoid sample
value.

This amount of noise is clearly audible and much larger
than the background noise in real timpani recordings. 125.4
Hz is near the lower boundary of the central subinterval be-

FIG. 1. Power spectral density plot of sound from a single stroke on a 26-in.
Ludwig Professional Series kettledrum tuned to C3~130.8 Hz!.
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tween the two FFT data points. Figure 2~b! and~c! shows the
result of changing the model peak frequency by60.05 Hz,
respectively, from the value used for Fig. 2~a!. The peak fit
in Fig. 2~a! with model frequency 125.414 Hz is clearly su-
perior to the other two both visually and as measured by the
RSS. The 0.014-Hz deviation from the true frequency is dis-
cussed below.

B. Accuracy estimates

The accuracy of peak frequency estimates was investi-
gated experimentally by synthesizing pure single sinusoids,
then adding Gaussian noise and, finally, synthesizing pairs of
closely spaced sinusoids. Tracker errors were then observed
for these known signals.

1. Single sinusoids

a. Synthesis errors. To measure synthesis errors arising
from amplitude quantization, a single constant amplitude
125.500-Hz sinusoid was synthesized by direct and also by
wave table calculation and written to files in several formats
with different precisions. The sinusoid amplitude was set at

62047 arbitrary units to permit direct comparison with the
12 bit timpani sound recordings. The files contained 5000
samples or approximately 245 sinusoid half-cycles. The syn-
thesis process was carefully checked by measuring zero
crossing interval durations in the file, using linear interpola-
tion for locating the zero crossing positions between sample
points. ‘‘Instantaneous frequencies’’ were computed from
the reciprocals of the zero crossing interval durations. The
statistics of their differences from the correct value are pre-
sented in Table I. The rows of the table show the synthesis
error when the samples are computed first in double preci-
sion floating point form, then after having been truncated to
12-bit integers and, finally, after a further truncation to 10
bits. The table demonstrates that truncation errors can cause
individual instantaneous frequencies to be in error by about
0.1 Hz but that averaging over 5000 data points reduces the
sample mean to a negligibly small value.

Since the spectral data presented in this paper derive
from 1024-sample frames, the quantization errors discussed
above are presented in Table II for a set of eight data frames
of that size. Individual frames show a maximum quantization
error on the order of 0.001 Hz when the quantization is as
coarse as 10 bits. This frequency error amounts to about 0.01
cents which is completely negligible for timpani partial
tracking. At this level of detail, the waveform synchronism
effect discussed below becomes apparent so the data pre-
sented in Table II is further averaged over 8 successive 1024
sample frames spaced 512 samples as a final estimate of the
effects of signal amplitude quantization.

b. Tracking errors. The 0.014-Hz polynomial fit error
observed in Fig. 2 can be largely attributed to lack of wave-
form synchronism for the FFT frames. To quantify this ef-
fect, thirty 5000-sample sinusoidal records were synthesized
with frequencies from 124.625 to 128.250 Hz in steps of
0.125 Hz. The step size is 1/10 of an FFT bin width and the
selected frequencies span more than two bins. A series of

FIG. 2. Polynomial model fit to a 125.400-Hz synthesized sinusoid15%
Gaussian noise.15sinusoid FFT; line5model prediction;s5model pre-
diction at FFT frequencies;j5residual~sinusoid FFT-model!. The arrow
indicates the model peak frequency. Model peak frequency5~a! 125.414
Hz, ~b! 125.41410.05 Hz,~c! 125.41420.05 Hz.

TABLE I. ‘‘Instantaneous frequency’’ values for a 5000-sample,
125.500-Hz synthesized sinusoid computed from reciprocals of the zero
crossing interval duration. Expressed as deviations in Hz from the correct
value for individual zero crossing intervals when the sample value ampli-
tudes are computed in double precision floating point form, 12-bit integer
form and 10-bit integer form.

Synthesis error~Hz!

Max Min Mean Sigma

Double precision 0.004 20.005 0.000 0.000
12-bit integer 0.021 20.023 0.000 0.012
10-bit integer 0.099 20.082 0.000 0.056

TABLE II. Deviations in Hz from correct value when the individual ‘‘in-
stantaneous frequencies’’ used to compute Table I are averaged over 8
frames of 1024 samples each. Successive frames are offset 0,512,... samples.

Synthesis error~Hz!

Max Min Mean Sigma

12-bit integer 20.000 09 20.000 11 20.000 11 0.000 01
10-bit integer 0.000 89 20.001 09 20.000 13 0.000 86
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eight FFTs with frames successively offset by 512 samples
~0.1 s! was created for each of the 30 records, and the poly-
nomial peak tracking algorithm was applied to each FFT.
Figure 3 shows the peak tracker minimum and maximum
errors for a set of 8 successive FFTs at each of the 30 fre-
quencies with and without the addition of Gaussian noise
whose standard deviation is 5% of the signal peak value.

Figure 4 shows that the fit errors are smallest when the
FFT frame starts and ends near zero crossings of the signal.
This waveform/pitch synchronism problem has been studied
extensively by the speech signal processing community
~Rabiner and Schafer, 1978! and procedures have been de-
veloped to cope with it when necessary. For timpani partial
studies the accuracy indicated in Fig. 3 is more than ad-
equate. Therefore, it seems reasonable to state that for tim-
pani spectral peak tracking the error in estimating the fre-
quency of an isolated peak is less than60.05 Hz or about 1
cent. This level of accuracy compares favorably with the
accuracies reported by Brown and Puckette~1993!.

2. Doublets

The musical modes of a vibrating kettledrum head are
degenerate~Morse and Ingard, 1968! in that there are two
eigenfunctions, one with sine and one with cosine azimuthal
dependence, that satisfy the wave equation. In a situation
where the head tension and mass distribution are homoge-
neous and isotropic, these two vibration modes have the
same frequency. When either of those two conditions is not
met, which is the usual case with timpani, the modes will
have different frequencies giving rise to audible beats if the
frequencies are close enough. The~31! mode in Fig. 1 has
such a doublet with frequencies separated by about 1.3 Hz.
The existence and cause of such doublets in bells was rec-
ognized early~Helmholtz, 1885! and, according to Rossing
~1995!, was known by Rayleigh to occur also in kettledrums.

FIG. 3. Polynomial peak tracker frequency errors for synthesized sinusoids
with frequencies between quantized FFT frequencies. Each vertical pair of
points shows the minimum and maximum deviation from correct frequency
for 8 FFT frames successively offset by 512 samples. Pointsh andj are
for pure signal only. Pointsn andm are for signal15% Gaussian noise.

FIG. 4. Polynomial peak tracker errors on a 125.500-Hz synthesized signal
related to the FFT frame start and end position with respect to the signal
waveform. FFT frames are successively offset by two samples. Data is from
the eighth FFT frame in Fig. 3, which has the largest error for 125.500 Hz.
m5signal waveform amplitude at start of FFT frame;n5signal waveform
amplitude at end of FFT frame;j5fit error.

FIG. 5. Amplitude and frequency time histories reported by the tracker for
a synthesized doublet consisting of decaying sinusoids with frequencies of
140 and 141 Hz and relative amplitudes of 2:1. Decay time constant50.66 s
~t6054.6 s!. ~a! Amplitude. ~b! Frequency:d5140 Hz amplitude larger;
m5141 Hz amplitude larger;j5RSS; s5frequency computed from
Helmholtz formula.

FIG. 6. Tracker frequency estimates for the synthesized doublet of Fig. 5
compared with ‘‘instantaneous frequency’’ estimates derived from signal
zero crossing durations. ‘‘Error bars’’ show the 1024-sample frames used to
compute FFTs for the tracker.
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With doublet modes the basic premise of the polynomial
frequency tracker is violated. However, it turns out that the
tracker performance degrades gracefully as the doublet fre-
quency separation increases so that the tracking process re-
mains quite useful though less accurate. This section illus-
trates tracker performance with doublets.

Figure 5~a! shows the amplitude time history reported
by the tracker for a synthesized doublet consisting of the sum

of two exponentially decaying sinusoids of different ampli-
tudes, starting in phase and differing in frequency by 1 Hz.
The amplitude ratio is 2:1 and the lower frequency compo-
nent has the larger amplitude. The decay time constant of
0.66 s~t6054.6 s! is representative of timpani partial decay
rates. The lower curve in Fig. 5~b! shows the frequency time
history reported by the tracker for this signal. An expression
for the frequency variation in such beating signals was pro-

FIG. 7. Time histories of partial frequencies reported by the tracker from single strokes on a 26-in. Ludwig Professional Series drum at each of eight equally
spaced azimuths.d5principal; m5fifth; h5octave;L5tenth. Measured frequencies of the fifth, octave, and tenth are divided by 1.5, 2.0, and 2.5,
respectively. The marks in the vertical string at 1.2 s are spaced at 10-cent intervals spanning a semitone.
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vided by Helmholtz~1885, p. 414! as follows, with slightly
revised notation. For a tone whose amplitude is of the form

v5A sin~2pmt!1B cos~2pnt1f!,

wherem'n are the component frequencies in Hz andA.B,
the frequencies of the tones at the amplitude maxima and
minima are

fmax5
mA1nB

A1B
, fmin5

mA2nB

A2B
. ~1!

When the component tone relative amplitudes are inter-
changed, as in the upper curve of Fig. 5~b!, the same expres-
sion applies except thatfmax and fmin are interchanged. The
circles in Fig. 5~b! indicate the values offmax and fmin pre-
dicted by Eqs.~1!. When interference between the compo-
nents is constructive, as at time 0.9 s, the tracker agrees with
the equation within 0.004 Hz. When the interference is de-
structive the disagreement increases to 0.1 Hz for the reason
illustrated in Fig. 6, which compares the peak tracker fre-
quency estimates with ‘‘instantaneous frequency’’ measure-

FIG. 8. Time histories of partial amplitudes reported by the tracker from single strokes on a 26-in. Ludwig Professional Series drum at each of eight equally
spaced azimuths.d5principal;m5fifth; h5octave;L5tenth.

535 535J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Donald L. Sullivan: Frequency tracking of tympani



ments on the same signal. The horizontal bars indicate the
1024-sample frames used to compute FFTs for the tracker
and which limit the tracker’s ability to follow rapidly chang-
ing frequencies.

As the frequency interval between the doublet compo-
nents increases, the beat rate goes up and the tracker can no
longer follow the rapid frequency changes at destructive in-
terference. However, it can track the frequency changes at
constructive interference reasonably well up to a beat rate of
2–3 Hz. A strictly empirical estimate of tracking accuracy at
constructive interference is 0.05 Hz for a 1-Hz beat rate and
0.1 Hz for a 2-Hz beat rate. The RSS is a reasonable indica-
tor for tracking accuracy as it increases rapidly when the
polynomial fit gets poor for any reason. Values of RSS above
0.05 indicate that the fit is beginning to deteriorate.

A rejection threshold RSS of 3 has been used in the
work reported here because it gets rid of really bad fits while
retaining much visually interesting material. For example,
when tracking a doublet, the peak shape can be either
broader or narrower than the model function, giving rise to
large RSSs. While the model fit is poor, the M–L process
usually does an excellent job of locating the ‘‘center’’ of the
peak so the tracker is tracking something real. Perception of

the pitch of this ‘‘something’’ is beyond the scope of this
paper.@See Rossing~1990! for a summary of pitch percep-
tion of complex sounds.#

III. OBSERVATIONS ON TIMPANI

The techniques described in this paper are presently be-
ing applied to various drums of different sizes and qualities
in an attempt to confirm the hypothesis that the quality of
timpani sound, particularly its clarity of pitch, is strongly
dependent on the harmonicity of its partials. This is not a
new idea. Kirby~1930! states: ‘‘... The presence of the per-
fect fifth enormously increases the resonance and the beauty
of tone of the drum note. ... A well-tuned drum should there-
fore always have the nominal and its fifth in perfect accord;
if possible, the octave as well. On rare occasions I have
succeeded in obtaining accurately the third, fifth, seventh,
and even the double octave. ...The third, however, is almost
always flat, but, as both it and the higher harmonics are not
very prominent, its flatness does not affect the tone of the
drum from a practical point of view.’’ Kirby is clearly refer-
ring in the latter statement to the tenth since the third, as well
as the seventh, is very inharmonic. Benade~1990! decribes

FIG. 9. Azimuthal dependence of partial frequencies reported by the tracker from single strokes on a 26-in. Ludwig Professional Series drum at each of eight
equally spaced azimuths. The azimuthal positions corresponding to each partial time history are noted on the graphs. The wandering principal at position 3
observed in Fig. 7 is indicated in this figure by aj.
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some partial frequency measurements on a well-tuned drum
on which the fifth, octave, and tenth are within 5 cents of
being harmonic and the double octave only 12 cents low.

Figure 7 shows time histories of partial frequencies from
a 26-in. Ludwig Professional Series drum in the very good to
excellent category. The microphone was placed 3 in. above
the rim of the drum and pointing radially inward. The drum
was rotated on its turntable to place the microphone at the
azimuth of each of the eight tuning lugs and the drum was
struck softly at the same azimuth and about 3 in. in from the
rim. The azimuthal positions are numbered clockwise start-
ing immediately left of the normal playing position. The
graphs are placed so that diametrically opposed positions are
horizontally adjacent.

The first four partials are plotted with the measured fre-
quencies of the fifth, octave, and tenth divided by 1.5, 2.0,
and 2.5, respectively. If all partials were harmonic they
would coincide on the plot. The degree of their inharmonic-
ity can be judged with the aid of the marks in the vertical
string at 1.2 s, which are spaced at 10-cent intervals spanning
a semitone.

One observes that the principal and fifth are coincident
at positions 1 and 5, and nearly so at positions 4 and 8. In
addition, at positions 4 and 8 the octave is also nearly coin-
cident with the other two. The drum’s owner, a professional
timpanist, commented at the time these data were recorded
that position 4 sounded particularly good. While this and
similar comments favor the above hypothesis, a more rigor-
ous correlation of sound quality with spectral detail would be
most desirable and is being planned.

Beats at frequencies up to about 2 Hz are seen on some
partials. A particularly interesting case is the octave at posi-
tion 5 which shows both forms of destructive interference
behavior depicted in Fig. 5~b!. This is clear indication that
the relative amplitudes of the two beating components are
changing with time. The principal shows interesting behavior
at position 3. In addition to having beats it wanders up in
frequency. This phenomenon is common for the principal
and sometimes observed for the fifth. Again, it indicates en-
ergy flowing from one of the two modes of a doublet to the
other.

Figure 8 shows the partial decay rates corresponding to
Fig. 7. Decay rates for the principal, fifth, octave, and tenth
are 22, 8.2, 7.8, and 7.0 dB/s~t6052.7, 7.3, 7.7, and 8.6 s! in
this data set and are roughly independent of position. In all
observed cases the principal decays much more rapidly than
the other partials as predicted by Christianet al. ~1984!. This
gives rise to an interesting phenomenon when the upper par-
tials are inharmonic. If the fifth and octave, for example, are
noticeably flat with respect to the principal the drum will
sound flat once the principal has decayed to insignificance.
This effect can be heard in many of the recorded sounds.

Figure 9 shows the data from Fig. 7 organized to high-
light an azimuthal dependence of the measured partial fre-
quencies. The frequencies of all partials fall into two groups
separated by as much as 2 Hz with different patterns of high
and low for each partial. The frequency difference between
the two groups correlates quite well in most cases with the
period of the beats with the exception of the fifth. If the data

for the fifth in Fig. 9 are examined closely, the 1.8-Hz group
separation frequency~1.2 Hz as plotted! is found only in the
~very small! beats at positions 3 and 7.

It is important to keep in mind that the data in Figs. 7–9
were collected from eight separate strokes with the micro-
phone and strike positions at the same azimuths. Two sets of
experiments where the strike position was fixed at one azi-
muth and the microphone moved showed that the directional
pattern relates to the microphone placement rather than the
strike position. Single stroke, multiple microphone measure-
ments are being planned. The measurements described here
are near field, of course, and it is not obvious how the result-
ing sounds are perceived by the timpanist and his/her imme-
diate neighbors let alone the conductor and audience.

IV. DISCUSSION

Opinions as to what constitutes good timpani sound are
as varied as the timpanists but two of the most important
factors appear to be the ability to produce a clear, focused
pitch and the ability to achieve a good resonant sound, i.e.,
where partials such as the fifth and octave decay slowly. This
paper has concentrated on methods to quantify the constitu-
ents of clear, focused pitch. Goals for future work are to
correlate specifics of partial behavior with quality of sound
and, if possible, to relate these to construction details and
fine tuning procedures.
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Numerical simulations of xylophones. I. Time-domain modeling
of the vibrating bars
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A time-domain modeling of xylophone bars excited by the blow of a mallet is presented. The
flexural vibrations of the bar, with nonuniform cross section, are modeled by a one-dimensional
Euler–Bernoulli equation, modified by the addition of two damping terms for the modeling of losses
and a restoring force for the modeling of the stiffness of the suspending cord. The action of the
mallet against the bar is described by Hertz’s law of contact for linear elastic bodies. This action
appears as a force density term on the right-hand side of the bending wave equation. The model is
completed by the equation of motion for the mallet, and by free–free boundary conditions for the
bar. The bending wave equation of the bar is put into a numerical form by means of an implicit
finite-difference scheme, which ensures a sufficient spatial resolution for an accurate tuning of the
bar. The geometrical, elastic, and damping parameters of the model are derived from experiments
carried out on actual xylophones and mallets. The validity of the numerical model is confirmed by
three different procedures: First, a comparison is made between numerical results and analytical
solutions. The second series of tests consist of examining the effects of the number of spatial steps
on the convergence of the solution. Finally, various comparisons are made between measured and
simulated impact forces and bar accelerations. The present model reproduces adequately the main
features of a real instrument. The most significant physical parameters of bars, mallets and players’
actions can be controlled independently for producing a remarkable variety of tones. ©1997
Acoustical Society of America.@S0001-4966~97!02201-7#

PACS numbers: 43.75.Kk@WJS#

INTRODUCTION

The xylophone is a percussion instrument made of vi-
brating bars with free ends struck by a mallet. Wood is the
most common material used for the bars, but other synthetic
materials, such as fiberglass, may also be used.1 The cross
sections of xylophone bars are not uniform, for tuning pur-
pose. In some musical circumstances, a tubular resonator
may be placed below each bar in order to modify the sound-
pressure field. In this case, the fundamental frequency of the
resonator is generally tuned close to the lowest eigenfre-
quency of the bar. As a consequence, the resonator modifies
markedly the temporal evolution of the emitted sound, with
an ‘‘aftersound’’ which contains the fundamental frequency
only. For a more complete description of the xylophone, and
a more exhaustive discussion on the use of the instrument,
one can refer, for example, to Moore.2 A general presenta-
tion of the acoustics of mallet percussion instruments can be
found in Refs. 3 and 4.

An extensive study of the tuning of the bars, and of their
coupling with the resonators, has been made by Bork.5,6 The
same author also addressed the problem of measuring the
properties of mallets, in connection with their musical use in
percussion instruments.7 More recently, a numerical method
for determining the profile of the undercut, for a given tuning
of the bar, has been proposed by Ordun˜a-Bustamante.8 How-
ever, the number of published papers devoted to xylophones,

and to percussive instruments in general, is relatively small
in comparison with the literature on wind and string instru-
ments.

The equations governing the motion of waves in elastic
bars can be found in many textbooks.9 For many decades, the
problem of the impact of a mass striking a beam has aroused
a strong interest in the mechanical engineering
community.10,11The most famous result related to this prob-
lem is Hertz’s law of contact, which was established more
than a century ago.12 One example of application of Hertz’s
law in the field of musical acoustics can be found in a paper
by Gridnev dealing with the impulsive excitation of a guitar
top plate by means of the impact of a metal ball.13 Surpris-
ingly, the combination of these well–known results hasn’t
been applied in the past for the modeling of mallet percus-
sive instruments.

The prime motivation of this paper is to test, by means
of simulations, the basic principles that govern the physics of
xylophone bars. Then, the numerical model is used for in-
vestigating the relevance of bar and mallet’s properties, and
of the main parameters of the player’s action, on the tonal
qualities of the produced sound. This preliminary model may
be improved in the future, if evident deficiencies in the re-
sults clearly show the necessity of a higher degree of com-
plexity. A similar approach has been used in the past for
other families of instruments.14–16 The relevance of the
present model is assessed by a systematic comparison with
an actual instrument, which serves here as a reference. How-
ever, the purpose of the present work is not only limited toa!Electronic mail: chaigne@sig.enst.fr
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the mimicry of existing xylophones, but also to the explora-
tion of a wide range of geometric and elastic properties for
bar and mallets, which could be probably never achieved by
makers.

The simplified model presented below is based on the
one-dimensional Euler–Bernoulli equation for the flexural
vibrations of a vibrating bar, with nonuniform cross section,
excited by the blow of a mallet. In this model, it is assumed
that the nonlinear bar–mallet interaction is governed by
Hertz’s law of contact. The bar model is refined by taking
the damping of the flexural free vibrations into account, us-
ing a viscoelastic formulation for the losses. The determina-
tion of the damping constants is the result of experimental
measurements on real wooden bars. The set of equations,
which composes the model, is then put into a numerical form
using standard finite difference methods.17,18 The results of
the numerical simulations can be heard after appropriate
digital-to-analog conversion, and compared with actual
waveforms measured on existing instruments. A time-
domain approach appears to be particularly attractive here,
due to the perceptual relevance of initial transients and decay
times for percussive sounds.19

The paper is organized as follows: the time-domain one-
dimensional model for the vibrating bar interacting with a
mallet is presented in Sec. I. The corresponding numerical
formulation of the problem is presented in Sec. II, where
emphasis is put on the required spatial resolution, for an
accurate tuning of the bar. The experiments carried out on
actual xylophone and mallets for extracting the relevant
physical parameters of the model are described in Sec. III.
Finally, in order to confirm the validity of the numerical
method, various tests are carried out, and presented in Sec.
IV. The first test consists of a comparison between numerical
and analytical results in two simplified situations: an infinite
bar excited by a Gaussian pulse, and a finite bar excited by a
Dirac delta function. The numerical tests are then extended
by tests of convergence, where the goal is to examine the
effects of increasing the number of spatial steps on the accu-
racy of the solution, with special emphasis on the tuning of
the synthetic bar. In the same section, a systematic explora-
tion of some mallet–bar parameters is presented, which is
aimed at illustrating the wide variety of tones produced by
the simulation program, with respect to the main parameters
of control, in the normal use of the xylophone. This section
ends with a comparison between real and simulated wave-
forms and spectra.

The present paper is limited to the presentation of the
vibrational phenomena only. The method used for the mod-
eling of the sound-pressure field, due to the radiation of the
vibrating bar coupled with a tubular resonator, will be exam-
ined in a forthcoming study.

I. BASIC MODEL

A. Transverse motion of a thin bar

In the present paper, it is assumed that the vertical com-
ponentw(x,t) of the displacement of a xylophone bar~see
Fig. 1! is governed by the following equations:

M ~x,t !52EI~x!S 11h
]

]t D ]2w

]x2
~x,t !,

]2w

]t2
~x,t !5

1

rS~x!

]2M

]x2
~x,t !2gB

]w

]t
~x,t !

2
x

MB
w~x,t !1 f ~x,x0 ,t !, ~1!

whereM (x,t) is the bending moment, and whereS(x) and
I (x) denote the cross section and its moment about thex
axis, respectively. For a rectangular cross section we have

S~x!5bh~x! and I ~x!5bh3~x!/12, ~2!

whereb is the width of the bar~see Fig. 1!.
With the assumption of free–free boundary conditions,

one obtains

]2w

]x2
~x,t !5

]3w

]x3
~x,t !50U

x50,L

. ~3!

This amounts to assuming, first, that the sound of a xy-
lophone is due to the flexural motion of the bar in the vertical
xz plane only, which amounts to neglecting the contribution
of torsional and longitudinal waves as well as the flexural
waves in the horizontalxy plane. Equation~1! secondly im-
plies that this motion is conveniently described by the one-
dimensional Euler–Bernoulli equation. A number of mea-
surements carried out in the past on the instrument have
shown that this latter assumption is valid, to a first degree of
approximation, in the low-frequency range.20 For current xy-
lophones, it is generally observed that using Euler–Bernoulli
model leads to a tuning error less than 2% in the lowest two
octaves of the instrument, i.e., for fundamental frequencies
below 1.2 kHz.19

In Eq. ~1!, E is the Young’s modulus andr is the den-
sity. The material is assumed to be homogeneous and isotro-
pic, which is clearly an approximation in the case of wood.
However the bars are generally cut along the direction of
fibers, in order to make them more resistant in case of strong
impacts, and it turns out that Eq.~1! is an acceptable formu-
lation for bending waves in wooden xylophone bars, assum-
ing thatE in this latter equation is taken equal to the longi-
tudinal modulus of elasticity.21 The thicknessh(x) is a
function of the spatial coordinatex along the length of the
bar, which accounts for the cutting of an arch under the bar
in order to tune it.4

FIG. 1. Geometry of the xylophone bar.
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The damping of the flexural waves are represented in
Eq. ~1! by two terms. The first term, whose magnitude is
proportional to the coefficienth, represents the viscoelastic
losses, expressed by the following relationship between
stresss and straine in the material:

s~x,t !5ES e~x,t !1h
]e

]t
~x,t ! D . ~4!

The coefficienth can also be defined as the time constant of
the creep function of the material subjected to a suddenly
applied step of stress.22 The second term, whose magnitude
is represented by the coefficientgB , is equivalent to a fluid
damping. It is shown in Sec. III that the introduction of vis-
coelastic and fluid damping terms in Eq.~1! yields a good
representation of losses in wooden bars. Both coefficientsh
andgB are derived from measurements of the partials’ decay
times on actual instruments.

Xylophones bars are usually supported elastically by
means of a flexible thin cord passing through holes drilled at
positions which correspond roughly to the nodal points for
the lowest mode of the free–free bar.6 In Eq. ~1! the elastic-
ity of the cord is modeled by spring-like forces equally dis-
tributed over the lengthL of the bar. The order of magnitude
for the stiffness coefficientx is derived from measurements
of the natural frequencyf B of the spring–mass system made
of the combination of the bar, of massMB , and the cord.
This frequency is usually very low, typically 20 Hz, and thus
it is reasonable to assume that the natural frequencies of the
bars are not perturbed by the presence of the cord. For the
lowest note~F45352 Hz! of a 312-oct xylophone keyboard,
for example, the fundamental frequency of the bar is nearly
18 times the resonance frequency of the cord. The main
function of the cord is to act as a high-pass filter, which
eliminates, among other things, the zero-frequency modes
corresponding to translation and rotation of the bar. It is also
assumed that there is no coupling with the adjacent bars.

Finally, the force density termf (x,x0 ,t) in Eq. ~1! rep-
resents the striking action of the mallet, which sets the bar
into vibration. The contact duration is the result of a complex
interaction between bar and mallet.

B. Interaction between bar and mallet

The model of the interaction between the bar and the
mallet is similar in form to the one previously used by the
first author for the modeling of hammer–string interaction in
the piano.16 The force density termf (x,x0 ,t) is related to the
impact forceF(t) by the relation:

f ~x,x0 ,t !5 f ~ t !g~x,x0!

with f ~ t !5
F~ t !

rS~x!*x02dx
x01dxg~x,x0!dx

. ~5!

The spatial windowg(x,x0) represents the distribution of the
force over the width 2dx of the impact, which can be esti-
mated with the help of Hertz’s model. Ordinary values for
the impact width lie within the range 1 to 5 mm, depending
on the initial velocity and the material of the mallet’s head
~see Appendix A!. The advantage of the spatial window is to

remove the discontinuities in the spatial distribution of the
impact, and thus to limit the risk of parasitic oscillations in
the solution. Because of the difficulty of defining the exact
shape ofg(x,x0) on the basis of physical criteria, it has been
decided to use simple mathematical functions, such as a tri-
angular or cosine windows, for spatially smoothing the im-
pact. It has been observed in the simulations that small varia-
tions in the shape of the window have no significant
influence on the solution. Finally, it has been assumed that
the surface of contact between bar and mallet remains con-
stant during the impact, which is not true in reality~see Ap-
pendix A!. However, as it will be shown in Sec. IV, this
simplifying assumption doesn’t seem to have detectable con-
sequences in simulated waveforms and spectra, except for a
limited number of cases, for example when the contact point
is situated near an antinode.

The impact force is given by Hertz’s law of contact23

F~ t !5Kuz~ t !2w~x0 ,t !u3/2, ~6!

wherez(t) is the displacement of the mallet’s head. An im-
portant difference from the hammer–string case is that the
nonlinear exponent 3/2 in the power law between force and
deformation in Eq.~6! derives here from the general theory
of elasticity ~see Appendix A!, whereas, in the case of pi-
anos, the exponent of this nonlinear force-deformation rela-
tionship is derived from curve fitting on experimental
data.24,25The experimental determination of the stiffness co-
efficient K, and the validity domain of Hertz’s model for
xylophones, are discussed in Sec. III.

The motion of the mallet is governed by Newton’s law:

me

d2z~ t !

dt2
52F~ t ! with

dz~0!

dt
5V0 , ~7!

whereme represents the equivalent mass of the mallet. This
equivalent mass is defined and measured in Sec. III. In prac-
ticeme is slightly larger than the mass of the head, due to the
presence of the stick held by the player’s hand.V0 is the
initial velocity of the mallet’s head, at the time where it
comes in contact with the bar. The flexibility of the stick is
neglected.

Other complicating factors may exist in reality, which
are not taken into account in the model. First, for a bar of
finite length, it can be expected that the elastic waves re-
flected at both ends interfere with the blow. Second, due to
the strength of the blow, the material of the bar may present
a plastic behavior, which in turn leads to a permanent defor-
mation of the bar. Finally for strong impacts with a soft
mallet’s head, for example, the strain may become so large
that the assumptions of linear elasticity are no more valid.22

Consequently, Hertz’s law of contact doesn’t apply in these
cases. Measurements on mallets presented in Sec. III illus-
trate these different points.

In summary, the basic model presented above is able to
account for the following three major physical aspects of the
instrument:

~1! The introduction of a kinetic energy, localized in
time and space, into the vibrating system.
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~2! The influence of the initial velocity on both the con-
tact duration and the impact force, due to the nonlinear force-
deformation law, which determines the spectrum of the tone.

~3! The influence of the stiffness of the two materials in
contact, which strongly determines the tone quality of the
initial blow.

II. NUMERICAL FORMULATION

For a time-domain numerical formulation of a continu-
ous problem, a necessary step is to define the spatial grid
where the continuous equations are to be approximated, and
the time interval~or time step! between two consecutive dis-
crete values of the variables under examination. The numeri-
cal formulation of the xylophone model, presented in the
previous section, is obtained here by means of finite differ-
ence methods. It is well known that these techniques are
convenient if the geometry of the structure can be simply
expressed in a standard system of coordinates, such as the
Cartesian coordinates used here for the one-dimensional bar.
In this case, the only parameter of the spatial grid to be
determined is the elementary stepDx5L/N, the bar of
lengthL being divided intoN equally spaced segments. The
time stepDt is simply the inverse of the sampling frequency
f s . The selection of these two parameters is generally im-
posed by stability and frequency warping criteria. In the case
of sound synthesis, the general results of human auditory
perception, especially those related to the sensation of pitch,
can provide very useful additional guidelines, particularly for
estimating the accuracy required for the estimation of fre-
quencies.

For the xylophone model, the first idea was to use an
explicit finite difference scheme of second order in time and
space~referred to as a 2-2 scheme!, similar to the one previ-
ously used for piano strings.16 The main advantage of such a
scheme is to transform the basic partial differential equation
into a simple recurrence equation, which leads to very fast
and efficient algorithms, with relatively low numerical dis-
persion. However, due to the presence here of fourth-order
partial derivatives with respect to spatial coordinates and of
viscoelastic losses in the bending wave equation, the stability
condition of an explicit scheme becomes too drastic, and the
method can only be used in restricted cases such as a bar
with a constant section.

In the case of nonuniform xylophone bars, an implicit
scheme has to be used, due to the spatial accuracy required
for the modeling of the variable thickness. This method leads
to a more precise, but also more time-consuming, matrix
formulation of the numerical problem. In order to illustrate
the stability and accuracy requirements of the numerical
method, the reference case of a bar with a constant section is
presented first, and followed by the presentation of the im-
plicit numerical scheme used in our simulations.

A. Uniform bar of constant section

For a bar of constant section, one can writeh(x)5h,
and thus Eq.~1! becomes

]2w~x,t !

]t2
52a2F]4w~x,t !

]x4
1h

]5w~x,t !

]t ]x4 G2gB

]w~x,t !

]t

2
x

MB
w~x,t !1 f ~x,x0 ,t !, ~8!

with

a25
EI

rS
. ~9!

Approximating Eq.~8! by means of explicit finite differ-
ences of second order in time and space yields the following
recurrence equation~see Appendix B!:
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wherei andn are the spatial and time indices, respectively,
and where the notationwi

n represents the value of the vertical
displacement of the bar at positionxi5 iDx and at time
tn5nDt.

Using standard procedures in numerical analysis,26 it
can be shown that the explicit scheme expressed in Eq.~10!
remains stable under the following condition~see Appendix
B!:

N<Nmax5
3

4
A p f s

f 1~11h f s!
, ~12!

where f 1 is the frequency of the lowest partial. This method
yields satisfactory results as long ash f s!1. For wooden
bars, the order of magnitude ish f s51022.

Intuitively, one can expect that the stability condition
expressed in~12! is also valid for a xylophone bar with an
undercut, since the cutting helps to reducef 1, and thus to
increaseNmax, and this property is effectively observed in
the simulations. However, the exact demonstration is te-
dious. It has been given by Cohen, for example, for the wave
equation using energetic methods,27 but, as far as we know,
such demonstration remains to be done in the case of bars.

Two main conclusions can be drawn from Eq.~12!.
First, it can be seen that, due to the presence of terms involv-
ing a fourth-order partial derivative versus space in Eq.~8!,
the maximum number of spatial pointsNmax is roughly pro-
portional here to the square root of the sampling frequency
f s , for low values off s , sinceh!1. This means practically
that it is necessary to multiplyf s by a factor of 4 in order to
improve the spatial resolution by only a factor of 2. In com-
parison, recall that using the same finite difference scheme in
the case of strings with low stiffness yieldsNmax roughly
proportional to f s , which is a more desirable condition.16
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Second, Eq.~12! shows thatNmax tends to the asymptotic
limit 3

4Ap/ f 1h as f s increases~see Fig. 2!. Although such
limit is physically unrealistic, it shows in practice that it
becomes useless to increasef s beyond a certain limit, since it
will not improve substantially the spatial resolution.

These stability properties show the limits of the explicit
second-order finite-difference scheme for the viscoelastic

Euler–Bernoulli bending wave equation. A sampling fre-
quency of 192 kHz, for example, yields a minimum spatial
stepDx approximately equal to 1 cm. For this spatial reso-
lution it is observed that the first natural frequencies of the
bar are badly estimated, and consequently, that the pitch of
the simulated bar can differ substantially from the one of the
corresponding real bar. In addition, this spatial step is 2 to 10
times greater than the impact width, which means that the
localization of the impact is not modeled correctly. There-
fore, it can be concluded that the use of explicit schemes
leads to prohibitive values of the spatial step, and that more
accurate numerical schemes have to be used for xylophone
bars.

B. Bar with variable section

An explicit system gives the unknownswi
n11 directly in

terms of the known quantitieswi
n. If not, one must solve a set

of simultaneous linear equations to obtain thewi
n11, and the

system is calledimplicit. A general class of implicit finite
difference schemes, usually calledu schemes, consists of ap-
proximating the fourth-order spatial derivative in Eq.~1! by
the following three-level time average~see Appendix B!:
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and

0<u<1.

This technique is equivalent to a ‘‘smoothing’’ of the
spatial derivative with time, through application of a triangu-
lar window with parameteru, centered at discrete time
tn5nDt. The limiting caseu50 corresponds to the explicit
scheme.

Using the approximation expressed in Eq.~13!, then the
numerical formulation of the general equation~1! becomes
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It can be shown that theu scheme remains uncondition-
ally stable if u>1/4.28 This latter result has a main advan-

tage: it implies that the time stepDt and the spatial stepDx
can be selected independently, without any risk of instability.
The best estimation of natural frequencies is obtained for
u51/4.19 A similar result has been previously obtained in the
case of strings.29 With a sampling frequency of 192 kHz, for
example, it now becomes possible to spatially sample the bar
with a better resolution than with the explicit scheme. In
practice, a spatial resolutionDx of 1 to 3 mm has been
selected in our simulations. This range is sufficient for accu-
rately tuning the bar and for the modeling of the impact.

Due to the use of theu approximation presented above,
the numerical formulation of Eq.~1! becomes implicit, since
approximations at timen11 now appear on both sides of Eq.
~15!. Therefore, it is no longer possible to calculate the value
of the displacement for one single discrete pointwi

n11 by
means of a recurrence equation similar to Eq.~10!, and a
matrix formulation of the discrete problem has to be used.

The simulation program is written in C programming
language and runs on a Sun Sparc10 workstation. It has been
observed that the computing time is proportional to the prod-
uct NsN

2, whereNs is the duration in samples. ForN5100

FIG. 2. The stability condition of the explicit finite difference scheme is
illustrated by the maximum number of spatial stepsNmaxas a function of the
sampling frequencyf s , for h50 ~dashed line! andh51026 s ~solid line!.
The horizontal line is the asymptotic limit forNmax, as f s tends to infinity.
This example is given for a bar with fundamentalf 15524 Hz.
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and f s5192 kHz, the mean computing time is approximately
equal to 1000 s per second of simulated signal. This corre-
sponds equivalently to the calculation of 200 samples/s.

It must be stressed that the selection of the sampling
frequencyf s5192 kHz is fully imposed by numerical con-
siderations on the accuracy of the solution of the physical
model presented in Eqs.~1!–~7!. For audio applications, the
data files are low-pass filtered at 48 kHz, and undersampled
by a factor of 4, in order to be compatible with the standard
digital equipment.

III. EXPERIMENTS ON REAL INSTRUMENTS

The basic equations~1!–~7! presented in Sec. I yield the
general structure of the model. In order to simulate realistic
tones, it is now essential to feed reasonable values of the
physical parameters into the numerical formulation. These
parameters have been measured on actual bars and mallets,
so that the program can be tested through comparisons be-
tween simulated and measured waveforms. Another major
interest of measurements on actual instruments is to show the
limits of validity of the physical bases used in the model.
This point is illustrated in this section with a discussion on
the validity of Hertz’s law for the modeling of the blow. This
section starts with the presentation of measurements on the
mallets and is followed by the presentation of elastic prop-
erties and damping factors of the bar.

A. Measurements on mallets

The action of the mallet is characterized by its effective
massme and by its initial velocityV0 at the time of impact.
In addition, the stiffness coefficientK @see Eq.~6!# depends
on Young’s moduli and Poisson’s ratios of both solids in
contact~see Appendix A!.

The experimental determination ofme is made as fol-
lows: the mallet’s head first strikes a rigidly fixed impedance
head which delivers two signals, proportional to the force
F(t) and to the accelerationG(t), respectively. These two
signals are very similar in form, and the effective mass is
obtained by calculating the transfer function between accel-
eration and force on a dual-channel FFT analyzer. Measured
values ofme are given in Table I. It has been observed that
these values are slightly higher~about 20%! than the mass of
the head itself, and that the equivalent mass tends to increase
with the magnitude of the force. This latter effect may be due
to the inertia of the player’s arm and handle. In order to
make measurements of the striking force, a miniature accel-
erometer~B&K 4374! of massma50.65 g is glued on the
stick near the head. The force is then obtained by multiplying
the acceleration signal by the equivalent mass previously de-
termined on the impedance head. A correction is applied, due
to the presence of the accelerometer on the stick, which is
responsible for an increase of 2% to 4% of the equivalent
mass.

Integrating the acceleration signal provides us with the
velocity vm(t) of the mallet from which the initial velocity
V0 is derived. The results obtained are in accordance with the
values predicted by Hertz’s law, using measurements of the
interaction timet and maximum forceFmax ~see Appendix
A!. In practice, experimental determination of the interaction

time t is carried out by measuring the interval between the
origin of time and the first zero ofG(t). The remaining os-
cillations, visible inG(t) for t.t, are due to the vibration of
the stick after the impact.

The stiffness coefficientK is estimated by using the gen-
eral results of contact theory. This problem has been com-
pletely solved by Landau in the case of the contact between
two elastic spheres of different materials, assuming that the
vibrations of the spheres are negligible.23 One of the two
spheres is replaced here by a sphere of infinite radius, which
represents the bar. Within the framework of this theory, it is
shown in Appendix A thatK can be expressed as a function
of t andFmax, as follows:

K535.4
1

t3
A m3

Fmax
, ~16!

where

m5
meMB

me1MB
~17!

is the reduced mass between mallet and bar. In practice, a
number of measurements ofFmax are conducted, for various
conditions of impact, andK is derived from a linear regres-
sion between logFmax and logt ~see Fig. 3!. The obtained
values are in agreement with those predicted by the model of
elastic spheres given by Landau,23 through application of
Hertz’s theory.

TABLE I. Typical values of the parameters used in the simulations.

Bar No. 5~G4: 397 Hz!—xylophone CONCORDE X4001—Padouk
LengthL529.3 cm
Width b53.7 cm
Maximum thickness~edge! h51.9 cm
Minimum thickness~center! h50.8 cm
Total massMB5142.04 g
Young’s modulusE59.543109 N m22

Densityr5796 kg m23

Viscoelastic constanth59.1631028 s
Fluid damping coefficientgB512.44 s21

Elastic parameters of a Rosewood bar
Young’s modulusE52.1331010 N m22

Densityr51015 kg m23

Viscoelastic constanth52.3531027 s
Fluid damping coefficientgB551.58 s21

Mallets
Stiffness coefficient—Korogi No. 4~rubber! K53.73107 N m23/2

Stiffness coefficient—Vibrawell37 ~boxwood! K51.313109

N m23/2

Equivalent mass~rubber! me523.6 g
Equivalent mass~boxwood! me526.2 g

Player’s action
Position of impactx0515 to 20 cm
Position of observation~acceleration! x59.3 cm
Initial impact velocityV0P@0.05; 1.5# m s21

Sampling
Time sampling frequencyf s5192 kHz
Spatial stepDx51.0 to 3.0 mm
Impact widthdx52.0 mm
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The experimental data presented in Fig. 3 show interest-
ing features with regard to the validity of Hertz’s theory for
xylophones. For low values of the interaction timet, i.e., for
strong impacts with hard mallets, the predicted maximum
force is higher than the corresponding measured value. This
might be a consequence of the plasticity of the bar, a fraction
of the energy communicated by the blow being dissipated
into a permanent deformation of the bar, clearly visible on its
surface. In the case of weak impacts with soft mallets, espe-
cially those with rubber heads, the impact duration becomes
comparable to the propagation time of the flexural waves,
and thus measurements oft may be affected by a wave re-
turning from the closest end of the bar. Between these two
limiting cases, experiments show good agreement with the
contact theory of Hertz.

B. Measurements on wooden bars

The xylophone bar is characterized by its geometry and
by its elastic and damping properties. The geometrical pa-

rameters of interest here are the lengthL, the widthb, and
the section profileh(x) of the bar, respectively. With regard
to this latter variable, two different strategies can be used in
the simulations: first, if the purpose is to accurately repro-
duce the vibrations of existing instruments, then the succes-
sive valuesh(xı5 iDx) can be measured on a real bar, with
a spatial resolutionDx corresponding to the numerical for-
mulation of the model, and this set of measurements serves
as input data for the simulations. This technique is used, for
example, to compare measured and simulated waveforms
and spectra. Another method consists of using a mathemati-
cal formula for h(x)—such as a parabolic profile, for
example—the two parameters of the parabola then being re-
lated to the tuning of the first three partials of the bar, as
recently proposed by Ordun˜a-Bustamante.8

For a bar with a constant cross section, the Young’s
modulusE can be derived from measurements of the natural
frequencies of the flexural waves~see Ref. 20!. This is not
the case for a bar with variable cross section, since, in this
case, there is no simple analytical relationship between natu-
ral frequencies and Young’s modulus.9 For that reason, the
Young’s modulus has been derived here from measurements
of the natural frequencies of the longitudinal waves, after
experimental confirmation that the undercut doesn’t affect
substantially this set of frequencies,30 21and assuming further
that the effects of lateral inertia can be neglected.9 This de-
termination ofE has been validated by comparison of spectra
between measured and simulated bar accelerations~see Sec.
IV !.

For the measurements of both the elastic and damping
properties of the bars, an experimental setup with noncontact
excitation and detection is used, so as to reduce as much as
possible the causes of errors in the determination of natural
frequencies and damping factors. The bar is freely suspended
by means of rubber bands, and is set into vibration by means
of an acoustic wave delivered by a loudspeaker, located at a
distance of nearly 2 m from the bar, in an anechoic room.
The acoustic excitation is maintained for several seconds,
then suddenly removed. During the free regime of vibration,
the transverse velocity of one particular point of the bar is
measured by means of a laser vibrometer~Polytec OFV
2600-352!. The electric signal delivered by the vibrometer is
recorded on a digital audio tape~Sony TCD10-Pro! for fur-
ther signal processing. In a first step, the acoustic excitation
is made of a broadband noise, and a standard FFT analysis is
carried out on the response of the vibrometer, in order to
obtain a first estimate of the natural frequencies. In a second
step, the bar is excited by a sine wave with a frequency
corresponding to one peak of the previous FFT magnitude
spectrum. The frequency of the sine wave is finely adjusted
until the magnitude of the velocity, detected by the laser,
reaches its maximum. After suppression of the sine wave
excitation, the damping factor at this natural frequency is
derived from measurements of the decay timetd . The decay
times are estimated by means of the matrix pencil method.31

For wooden bars, the damping factors increase with fre-
quency, as can be seen in Fig. 4. Using standard curve-fitting
procedures on these experimental data shows that the fre-

FIG. 3. Maximum of the impact forceFmax as a function of the interaction
time t between bar and mallet, for a~a! hard mallet in boxwood and a~b!
soft mallet in rubber. The experimental data are represented by circles, and
the solid line is the theoretical prediction of Hertz’s law.
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quency dependence of the damping factors can be fairly well
described by an empirical law of the form:

a~ f !51/td5a01a2f
2, ~18!

where the constantsa0 anda2 depend on the wood species.
Solving Eq.~1! for a damped sinusoid of complex frequency
v1ja shows that the viscoelastic parameterh and the fluid
damping parametergB in the theoretical model are related to
the experimental constants by the following formulas:

h5a2/2p2 and gB52a0 ~19!

which justifiesa posteriori the general form of the basic
equation~1!, and shows that the decay process is mainly
determined by internal losses, for wooden bars without reso-
nators. The friction at the cord support is significant for fre-
quencies below the fundamental of the lowest bar only, and
can be neglected. The agreement between viscoelastic model
and experimental data suggests further that radiation losses
are small compared to internal losses. Equation~18! does not
account for the influence of a resonator tuned to the funda-
mental on the time history of the radiated sound.

IV. RESULTS OF SIMULATIONS

One can identify three main causes of errors in the nu-
merical simulations of mechanical structures in general, and
of musical instruments in particular. First, a number of dif-
ferences between measurements and simulations can be at-
tributed to the limitations of the physical model itself. How-
ever, using a simple model deliberately may give significant
insight into the main physical features of the instrument, and
a high degree of complexity may not always be justified. The
quality of a synthetic musical tone can be improved through
successive steps of refinement, but it is clear that each new
step will complicate the mathematical description, and thus
increase the computing time. Therefore, a compromise has to
be found between sound quality and computational burden.
The prime objective here is to allow a clear recognition of
the xylophone, and of its main timbral capabilities. Another
interest of the model lies in the relatively limited number of

parameters for the control of a wide variety of tones, each
control parameter being closely related to the normal use and
design of a real instrument. Our program is controlled by
twelve different parameters, which are related to the geom-
etry and material properties of the bar, to the inertial and
stiffness properties of the mallet, and to the player’s action,
respectively.

A second class of errors is due to the numerical approxi-
mations of the equations. It has been shown in Sec. II that
frequency warping is the prime drawback of an insufficiently
small spatial sampling interval. The estimation of frequen-
cies is highly relevant in the context of musical signals, since
the ear is very sensitive to the frequency spectrum which
conveys, among other things, the sense of pitch, and thus the
degree of accuracy required for the numerical algorithm de-
pends for the most part of its ability to control adequately the
tuning of the simulated instrument. In practice, the spatial
resolution of the bar has been selected so that the degree of
accuracy for the three main partials is less than 0.5%, which
roughly corresponds to the sensitivity of the human ear with
regard to frequency.

Finally, significant differences between measured and
simulated quantities may be due to insufficient precision in
the experiments carried out for extracting the parameters, but
may also indicate that the model is not accurate enough. For
the modeling of short bars, for example, neglecting shear and
rotary inertia may be a too drastic assumption, which may
explain some discrepancies between real and simulated
tones.

In order to discriminate between these various sources
of errors, four specific points are addressed in the present
section. In the first paragraph, the numerical results are
evaluated through comparisons between simulated and ana-
lytical solutions. These first comparisons can be achieved
only for a very simplified version of the model, and must be
extended by tests of convergence for the complete model. In
these procedures, presented in paragraph B, the spatial step
decreases progressively, so as to examine whether the results
tend asymptotically to a unique solution. The efficiency of
the program, with regard to the variety of physical param-
eters used for controlling the timbre of the simulated tones, is
discussed in paragraph C. Finally, comparisons between real
and simulated forces, and between real and simulated bar
accelerations, are presented in paragraph D.

A. Comparison between numerical and analytical
solutions

Due to the complexity of the model described in Sec. I
for the mallet–bar system, no analytical solution can be
found in the general case. However, the basic model can be
significantly simplified by removing from Eq.~1! the dissi-
pative terms, the coupling with the cord, and the force den-
sity term, respectively. In this case, it has been shown by
Graff that, given a Gaussian distribution of displacement at
the origin of time~see Fig. 5! of the form

w~x,0!5w0 expS 2
x2

4d2D , ]w~x,0!

]t
50, ~20!

then the following analytical solution for the problem of the
infinite bar with constant cross section can be found:9

FIG. 4. Frequency dependence of the damping factors for a wooden bar
~Padouk!. Experimental points~s! and parabolic regression~solid line!.
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w~x,t !5
w0

~11a2t2/d4!1/4
expH 2

x2d2

4~d41a2t2! J
3cosH atx2

4~d41a2t2!
2
1

2
arctanS atd2D J , ~21!

wherea is defined in Eq.~9!. This analytical solution serves

here as reference in order to validate the numerical formula-
tion of the problem. The degree of discrepancy between ana-
lytical and numerical solution is evaluated by computing the
following error criterion:

en5
( i~s12 ŝi !

2

( isi
2 , ~22!

where si is the value of the analytical signal at position
xi5 iDx, and ŝi is the corresponding value of the numerical
signal, at a given timetn5nDt.

With Dx52 mm andf s5768 kHz, the error criterionen
defined in~22! is equal to 0.2% attn540Dt, and equal to
0.3% attn580Dt.

A similar criterion can be defined for evaluating the de-
gree of error for the simulated displacement at a given posi-
tion for a finite bar~see Fig. 5!. In this case, the analytical
expression of the displacement is obtained through a normal
mode expansion over the first 50 modes of the free–free bar.

FIG. 5. Comparison between analytical~top! and numerical results~bottom!. Displacement of a bar of constant section, struck at its mid-point, at four
successive instants~t50, 50Dt, 100Dt, and 150Dt! before reflection at the ends~left!. Time history of the displacement atx5L/3 for a bar of finite length
excited by a Dirac delta function~right!.

TABLE II. Influence of the spatial resolution on the tuning of a simulated
G4 bar.

Dx
~mm! N

f 1
~Hz!

f 2
~Hz!

f 3
~Hz!

f 4
~Hz!

f 5
~Hz!

f 6
~Hz!

20.9 14 393 1554 3386 5151 7150 9564
10.1 29 395 1588 3542 5541 7985 11067
5.05 58 397 1600 3584 5648 8196 11445
2.02 145 397 1604 3597 5680 8259 11560
1.01 290 397 1604 3599 5684 8283 11573
0.53 552 397 1604 3598 5683 8280 11570
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In this case, the impact force is a Dirac delta function, and
thus the displacement can be viewed as the impulse response
of the finite bar. Atx05L/2, for example, the error criterion,
with summation over the 80 first discrete instants to time, is
equal to 0.4%.

B. Tests of convergence

The previous comparisons were restricted to a simplified
version of the model. For the complete model described in
Sec. I, another meaningful test consists of evaluating the
convergence of the numerical scheme. In practice, the con-
vergence of the scheme is assessed by increasing the number
N of spatial points progressively, and examining the subse-
quent variations of the results in both the time and frequency
domain.

Table II shows the frequencies of the first six partials of
a simulated G4 bar, for six different values ofDx, decreasing
from 20.9 to 0.53 mm. This corresponds, for this bar, to a

FIG. 6. Tests of convergence~I!. Influence of the spatial resolution on the simulated bar acceleration~G4: 397 Hz!, atx5L/3, for large steps:~a! Dx520 mm,
~b! Dx510 mm,~c! Dx55 mm, ~d! Dx52 mm.

FIG. 7. Tests of convergence~II !. Superimposed simulations of the bar
acceleration~A6: 1760 Hz!, atx5L/3, for small steps:Dx55 mm ~dashed!,
Dx53 mm ~dotted!, Dx55 mm.
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numberN increasing from 14 to 552. It can be seen that this
series of frequencies is convergent, and that the discrepancy
is less than 0.3%, for all partials, forDx<2 mm.

The influence of the spatial resolution can also be seen
on the waveforms shown in Fig. 6 and Fig. 7. For large
values ofDx, the simulated acceleration is very distorted,
when compared to the measured signal. Ripples and parasitic
oscillations are clearly visible in Fig. 6, and are the conse-

quences of the crude spatial approximation of the bar. With
Dx smaller than or equal to 5 mm, the superimposed wave-
forms in Fig. 7 illustrate the slight deviations of the signals,
which are mainly attributable to the dispersive properties of
the numerical scheme.27

C. Systematic exploration of some mallet–bar
parameters

The efficiency of the simulation program is further as-
sessed by making systematic explorations of physical param-
eters, in connection with the usual manufacturing and normal
use of the xylophone. It is observed, first, that variations of
density and Young’s modulus give rise to the expected
changes in natural frequencies of the vibrations. Next, the
simulations confirm that the damping model yields the char-
acteristic timbre of wooden bars during the decay part of the
sound and the expected decay times. In addition, the nonlin-
earity of the excitation is clearly audible, and visible in the

FIG. 8. Comparison between measured~top! and simulated~bottom! bar accelerations for a soft mallet with a rubber head. Weak impactpiano ~left!, and
strong impactmezzo-forte~right!. Position of excitationx0515.9 cm, accelerometer positionx59.3 cm.

TABLE III. Natural frequencies and frequency ratios obtained for a simu-
lated bar with various parabolic undercuts.

Xc Tc

f 1
~Hz!

f 2
~Hz!

f 3
~Hz! R21 R31

0.2687 0.8394 672 2012 4018 2.99 5.98
0.1564 0.5225 483 1927 3850 3.99 7.97
0.2378 0.4728 397 1584 3562 3.99 8.97
0.1241 0.3808 382 1905 3806 4.99 9.96
0.1564 0.3689 347 1731 3802 4.99 10.95
0.1869 0.3457 308 1540 3701 5.00 12.01
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spectra. The widtht of the impact force pulse decreases as
the initial velocity of the mallet increases~see Appendix A!.
Variations of the impact position also produce the expected
periodicities in the spectral envelope. These numerical ex-
periments show that the model is able to reproduce and con-
trol the main characteristics of both the bar and player’s ac-
tion.

Another significant feature of the program is to allow the
control of the mallet’s stiffness by means of the coefficient
K. It has been verified that the ear is very sensitive to varia-
tions of this particular parameter, which, together withV0,
determines the width of the initial pulse in the waveform and
the number of excited modes. Auditory demonstrations made
with series of simulated tones show that the timbral quality
of the initial transient is notably influenced by modifications
of the stiffness constant, and that some trained listeners are
able to recognize the material of the mallet’s head.

Finally, the numerical model has the interesting capabil-
ity of simulating any section profile. One can take advantage

of this property not only for modeling existing instruments,
but also for testing new shapes for the cross section. To
illustrate this point, Table III shows the relationship between
various parabolic profiles used for the simulated undercut
and the values obtained for the natural frequencies of the
simulated acceleration. In this table, the dimensionless pa-
rameterXc5xc/L is related to the widthxc of the undercut,
and the dimensionless parameterTc512hc/hmax is the ratio
between the thicknesshmax2hc of the bar at the center of the
undercut, and the thicknesshmax at both ends, using the same
definitions as Ordun˜a-Bustamante in Ref. 8. Similarly,R21

andR31 are the frequency ratios between the second partial
and the fundamental, and between the third partial and the
fundamental, respectively. It can be seen that the various
tuning obtained for the simulated profiles are in excellent
agreement with those predicted by this author. The simula-
tions here were computed withf s5192 kHz, andDx52 mm,
using the elastic parameters of the G4 bar ~see Table I!.

FIG. 9. Comparison between measured~top! and simulated~bottom! bar accelerations for a hard mallet with a boxwood head. Weak impactpiano ~left!, and
strong impactmezzo-forte~right!. Position of excitationx0518.2 cm, accelerometer positionx59.3 cm.
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D. Comparison between measured and simulated
force and acceleration waveforms

The last part of the experiment consists of comparing the
results of simulations with force and acceleration waveforms
recorded on a real instrument. As it has been described above
in Sec. III, the force signal is derived from measurements of
the mallet’s head acceleration after multiplication by the
equivalent mass defined in Sec. III. The acceleration of one
particular selected point of the bar is either measured with
the help of an accelerometer or derived from the velocity
signal delivered by a laser vibrometer. This second method is
preferred for small bars, for which the vibrations are affected
by the presence of the accelerometer. The advantage for dis-
playing acceleration waveforms and spectra, compared to
displacement or velocity, is that the upper partials are more
clearly visible.

Figure 8 shows a comparison between measured and
simulated accelerations of a given point on a bar struck by a
soft mallet with a rubber head, for two different impact ve-

locities. For a weak impact~V050.26 m s21!, it can be ob-
served that the amplitude and the general shape of the wave-
forms are similar, which is confirmed by spectral analysis
~see Fig. 12!. However, the upper partials seem to be damped
more rapidly in the measured acceleration, which may be
due to the fact that the contact is dissipative, a physical effect
which has not been taken into account in the model. For a
stronger impact~V051.0 m s21!, the measured and simulated
waveforms are very similar in magnitude and shape, which
indicates that the model is valid in this range. This result
confirms the assumptions made in Sec. III on the validity
domain of Hertz’s law.

Similarly, Fig. 9 shows acceleration waveforms for the
same bar struck by a hard mallet with a boxwood head. The
comparisons between measured and simulated signals are
made for a very weak impact~V050.07 m s21! and for a
relatively stronger impact~V050.474 m s21!, respectively. In
both cases, one can see a high degree of similarity in mag-
nitude and shape between measured and simulated wave-

FIG. 10. Comparison between measured~top! and simulated~bottom! impact forces for a soft mallet with a rubber head. Weak impactpiano~left!, and strong
impactmezzo-forte~right!.
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forms, and this visual appearance is confirmed by spectral
analysis~see Fig. 13! and listening tests. For the strong im-
pact, the maximum acceleration is 3400 m s22 in the mea-
sured signal, and 3217 m s22 in the simulation, whereas for
the weak impact, the maximum accelerations are 400 and
378 m s22, respectively.

The time history of the impact forces corresponding to
the previous accelerations can be seen in Fig. 10 for the
rubber maller~soft!, and in Fig. 11 for the boxwood mallet
~hard!. Figure 10 shows that the order of magnitude for both
amplitude and shapes are fairly reproduced, but also that the
simulated impact durations are systematically shorter~about
220%! than the measured ones. This feature illustrates fur-
ther to what extent the behavior of rubber during the contact
with the bar is governed by a more complicated law than the
Hertz’s model. For the strong impact, the shape of the mea-
sured force is slightly distorted, which might be a conse-
quence of the relatively large deformation of the head. The
Hertz’s theory fails in accounting for this effect, since it is

based on the assumption of infinitesimal strain.
In the case of an impact with the hard~boxwood! mallet,

the impact durations are identical for both measured and
simulated forces. The duration is equal to 250ms for the
weak impact, and 160ms for the strong impact~see Fig. 11!.
Here, the discrepancies primarily affect the maximum of the
force, which is nearly 30% higher in the measurements than
in the simulations. These discrepancies can be due to the lack
of accuracy in the experimental determination ofK, since the
simulations presented in this figure were conducted with a
mean value ofK51.313109 N m23/2, the standard deviation
being roughly equal to 34% of this value. By readjusting this
parameter, the magnitudes of both measured and simulated
force become comparable.

Finally, Figs. 12 and 13 show comparisons in the fre-
quency domain between measured and simulated spectra, for
identical excitation and observation points. These spectra
were obtained by means of an FFT analysis on the first 20
ms of the acceleration signals presented in Figs. 8 and 9,

FIG. 11. Comparison between measured~top! and simulated~bottom! impact forces for a hard mallet with a boxwood head. Weak impactpiano ~left!, and
strong impactmezzo-forte~right!.
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respectively. In Fig. 12~rubber head!, the simulated magni-
tude of the third partial is about 15 dB below the magnitude
of the corresponding partial in the measured signal. This may
be a consequence of the above-mentioned differences in im-
pact force durations, and/or of the fact that the damping of
the mallet’s head itself is not taken into account in the
model. In Fig. 13~boxwood head!, it can be seen that the
magnitudes of the first three partials are reproduced almost
perfectly, with discrepancies less than or equal to 2 dB. The
values of the frequencies, and thus the perception of pitch,
are nearly identical. The discrepancies become visible for the
frequencies above 6 kHz. In this domain, the assumptions of
the Euler–Bernoulli model are no more valid, and it is nec-
essary to include shear and rotary inertia in the model in
order to account for the variation of flexural wave velocity
with frequency9 more closely. In addition, the measured
spectra frequently exhibit some peaks which don’t corre-
spond to the flexural wave series. Careful examination show
that these additional peaks can be mostly attributed to tor-

sional waves, which are excited by striking the bar off its
symmetry axisOx. Here again, it is plain that the model is
not yet able to account for these waves.

V. CONCLUSION

The present model of vibration for a thin xylophone bar
excited by a mallet yields simulated tones of high quality,
and reproduces adequately the main physical attributes of a
real instrument. The use of Hertz’s model for the excitation
of the bar yields good agreement between real and simulated
sounds, except for very strong impacts. In this case, the per-
manent deformation of the bar, and/or nonlinear stress–strain
relation of the mallet’s head, are probably the main causes of
deviation from Hertz’s law.

The necessity of defining the geometry of the bar with
sufficient accuracy for the tuning and for the modeling of the
impact surface, imposes the use of implicit, rather than ex-
plicit, finite difference schemes. However, the numerical for-

FIG. 12. Comparison between measured~top! and simulated~bottom! bar acceleration spectra for a soft mallet with a rubber head~spectral analysis of
waveforms presented in Fig. 8!. Weak impactpiano ~left!, and strong impactmezzo-forte~right!.
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mulation of the model remains relatively simple in form. The
average computing time on a standard workstation is 103 for
1 s of sound, at 192 kHz.

A practical application of the model, in the context of
instrument making, is the simulation of various shapes of the
undercut for obtaining given frequency ratios of overtones.
One illustration of this feature has been given in Table III for
a family of parabolic undercuts. Other families of profiles are
currently under examination, which should give more flex-
ibility for the tuning of the notes in the high register. Another
work in progress consists of testing systematically the human
sensitivity with regard to the physical parameters of the vi-
brating source. For this purpose, series of simulated tones are
equalized in pitch and loudness, and only one parameter of
timbre is modified at a time. Results of these psychoacousti-
cal tests will be reported in the next future. The question of
preferred tuning, similar to the one investigated in the past
by Bork and Meyer,32 has not been addressed in our study.

Visual and auditory comparisons between real and simu-

lated bar accelerations show a very high degree of similarity.
The model is able to control independently the most signifi-
cant parameters of bar, mallet, and player’s action, respec-
tively, for producing a remarkable variety of tones. As in
previous simulations devoted to piano strings, the use of a
time-domain modeling allows the possibility of simulating
repeated notes on the same bar and musical pieces.16 The
next step of the work will now consist of the modeling of the
sound-pressure radiated by the xylophone bar. This model
will also include the coupling of the bar with a one-
dimensional tubular resonator.

Although the presentation has been restricted to the case
of xylophones, the model can be adapted to other mallet
percussion instruments, such as marimba, glockenspiel, and
vibraphone. This extension implies a generalization of the
viscoelastic model presented in Sec. I in order to reproduce
the complicated frequency dependence of damping for mate-
rials such as aluminum, steel, glass, and carbon fibers. Such
a presentation is beyond the scope of the present paper.

FIG. 13. Comparison between measured~top! and simulated~bottom! bar acceleration spectra for a hard mallet with a boxwood head~spectral analysis of
waveforms presented in Fig. 9!. Weak impactpiano ~left!, and strong impactmezzo-forte~right!.
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The major limitation of the physical description for the
flexural waves of the bar follows from the fact that both
shear and rotary inertia are neglected. These assumptions
become inadequate in the upper range of the instruments,
where the width and the thickness of the bar become com-
parable to the spatial wavelength. As a consequence, the fre-
quencies of the partials are overestimated with the Euler–
Bernoulli model, when compared to actual xylophone bars.
For this reason, a Timoshenko model, which takes shear and
rotary inertia into account, is now in progress for the time-
domain modeling of a complete instrument.
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APPENDIX A: HERTZ’S LAW APPLIED TO
BAR–MALLET INTERACTION

Most of the theoretical results presented below can be
found in Ref. 23. This Appendix introduces the main formu-
las used for the modeling of the bar–mallet interaction in
xylophones.

During the time of contact, the compressiondM of the
mallet’s head of radiusRM , Young’s modulusEM , and Pois-
son’s rationM striking a bar with radius of curvatureRB ,
Young’s modulusEB , and Poisson’s rationB , is given by

dM5FF2D2S 1

RB
1

1

RM
D G1/3 ~A1!

with

D5
3

4 S 12nB
2

EB
1
12nM

2

EM
D , ~A2!

whereF is the interaction force between the two solids in
contact. In our case, it is assumed thatRB→`, so that~A1!
becomes

F5KdM
3/2 with K5ARM/D. ~A3!

With RM51 cm,EB5EM52.031010 N m22, nB5nM50.1,
Eq. ~A3! yieldsK51.353109 N m23/2, which is comparable
to the experimentally obtained value for the boxwood head
~K51.313109 N m23/2!.

The conservation of mechanical energy, written in the
referential where the center of gravity of both solids is at
rest, imposes

mS ddM

dt D 21 4

5
KdM

5/25mV0
2, ~A4!

wherem is the reduced mass of bar and mallet, andV0 the
velocity of the mallet’s head at the beginning of the impact.
From ~A4!, one can derive the maximum valuedM max of the
compression:

dMmax5S 54 m

K D 2/5V0
4/5 ~A5!

and the interaction time:

t52E
0

dMmax ddM

AV0
22 4

5~KdM
5/2/m!

52S 25m2

16K2V0
D 1/55E

0

1 dj

A12j5/2
~A6!

using properties of the Gamma function:

E
0

1 dj

A12j5/2
5
2

5

G~2/5!G~1/2!

G~2/511/2!
5
2

5
Ap

G~2/5!

G~9/10!

51.4716,

which yields

t53.2181S m2

K2V0
D 1/5. ~A7!

Equation~A7! shows that the duration of impact is weakly
decreasing with the impact velocity. This result is in agree-
ment with the experimental values obtained by Bork for a
large variety of mallets.7

Inverting ~A7! allows an estimation of the stiffness con-
stantK from t andV0:

K518.5775
m

t5/2AV0

. ~A8!

Similarly, one can derive from~A3! and~A5! the expression
of K as a function of the maximum forceFmax andV0:

K5Fmax
5/2 S 4

5V0
2m D 3/250.7155

Fmax
5/2

V0
3m3/2. ~A9!

Since it is not straightforward to measureV0 directly, another
interesting alternative consists of derivingK from measure-
ments ofFmax andt, using~A8! and ~A9!, which yields

K535.4
1

t3
A m3

Fmax
. ~A10!

The maximum value of the compression is calculated by
means of~A5!, using measured values ofK, V0, andm for
the boxwood and the rubber mallet’s head, respectively. Or-
dinary values of dM max usually lie within the range
@2.031025; 3.031024# m. Finally, the radius of contact area
is given by23

aM max5S FmaxD
RBRM

RB1RM
D 1/3, ~A11!

which gives, in our application,

aM max5AdM maxRM. ~A12!

With the previous numerical values, in the cases of boxwood
and rubber mallet heads, Eq.~A12! gives values of the con-
tact radius between 0.5 and 2.5 mm. The impact widthdx in
the model is taken equal to 2aM max.

ReplacingdM max by d(t) in Eq. ~A12! shows that the
contact area varies with time.
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APPENDIX B: FINITE DIFFERENCE APPROXIMATIONS

1. Explicit scheme

Using linear combinations of Taylor series allows us to
approximate the partial derivatives of first and second order
with respect to time in~1! and ~8! by the following discrete
operators:

~d tw! i
n5

wi
n112wi

n21

2Dt
1O~Dt2!

and

~d t
2w! i

n5
wi
n1122wi

n1wi
n21

Dt2
1O~Dt2!.

~B1!

Similarly, one can approximate the partial derivative of
fourth order with respect to spatial coordinates in~1! by the
operator

~dx
4w! i

n5
wi12
n 24wi11

n 16wi
n24wi21

n 1wi22
n

Dx4

1O~Dx2!. ~B2!

In order to keep the explicit formulation of the recurrence
equation ~10!, one has to approximate the derivative
]5w/]x4]t by the operator

~dx
4w! i

n2~dx
4w! i

n21

Dt
1O~Dt !. ~B3!

The approximation~B3! is only of the first order with respect
to Dt. However, this derivative is multiplied by a parameter
h of relatively small magnitude compared to the other terms
of ~8!, and the accuracy of the numerical scheme~10! is not
affected by this low-order approximation. The recurrence
equation for a bar with constant section~10! is obtained by
means of the approximations~B1! to ~B3!.

For this explicit scheme, the stability condition written
in Eq. ~12! is obtained by the Fourier method,26 on the sim-
plified equation

]2w~x,t !

]t2
52a2F]4w~x,t !

]x4
1h

]5w~x,t !

]t]x4 G ~B4!

considering that the other terms do not affect the stability.
This assumption is exact for the fluid damping term and for
the force density, provided that this latter term is bounded in
time and space, as it is the case here. The effect of the re-
storing force of the cord on stability is of second order with
respect to the sampling rate, and will be neglected. The Fou-
rier method consists of examining the propagation of a solu-
tion of the form

wi
n5Wn exp~ j ikDx! with j5A21. ~B5!

The difference equation corresponding to Eq.~B4! then be-
comes

Wn1122WnF128r 2~11h f s!sin
4S kDx

2 D G
1Wn21F1216r 2h f s sin

4S kDx

2 D G50. ~B6!

The stability criterion is obtained by writing the condition
under whichWn does not increase with time. This is ob-
tained if the discriminant of the characteristic equation cor-
responding to Eq.~B6! is negative or equal to zero, which
yields

r 2<
1

4~11h f s!sin
4~kDx/2!

. ~B7!

Finally the term sin4~kDx/2! is replaced by unity in Eq.~B7!,
considering that this condition must be fulfilled for allk. The
condition expressed in Eq.~12! is then obtained after
straightforward algebraic transformations.

2. Implicit scheme

For a bar with a variable cross section, the partial de-
rivative of second order with respect to spatial coordinates
]2w/]x2 in ~1! is approximated by the discrete operator

~dx
2w! i

n5
wi11
n 22wi

n1wi21
n

Dx2
1O~Dx2!, ~B8!

while the derivative]/]x2(I (x)(]2w/]x2)) is approximated
by theu scheme presented in~13!. Here, it is not necessary to
keep the explicit formulation of the numerical scheme, and
thus the derivative]3w/]x2]t in ~1! is approximated by

~dx
2w! i

n112~dx
2w! i

n21

2Dt
1O~Dt2!. ~B9!

Equation~B9!, together with~13! and ~14!, yields the im-
plicit numerical formulation of the bar equation presented in
~15!.

In order to illustrate the efficiency of this scheme, its
dispersion properties and the stability condition are calcu-
lated on the simplified bar equation

]2w~x,t !

]t2
52a2

]4w~x,t !

]x4
. ~B10!

With the use of theu scheme presented in Sec. II, Eq.~B10!
becomes

~d t
2w! i

n5r 2@u~dx
4w! i

n111~122u!~dx
4w! i

n

1u~dx
4w! i

n21#. ~B11!

Using again the Fourier method yields the difference equa-
tion

Wn11F1116r 2u sin4S kDx

2 D G22Wn@128r 2~122u!

3sin4S kDx

2 D ]1Wn21F1116r 2u sin4S kDx

2 D G50.

~B12!

The modulus of the roots in Eq.~B12! are bounded under the
condition

4 sin4S kDx

2 D F ~124u!sin4S kDx

2 D21G<0, ~B13!

which shows that the scheme is unconditionally stable for
u>1/4.
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The estimation of frequencies with this scheme can be
calculated by examining the propagation of a solution of the
form

wi
n5exp j ~kiDx2vnDt !. ~B14!

Replacingwi
n by its expression in Eq.~B11! yields the so-

called ‘‘dispersion’’ relation between numerical frequency
and wave number

sin2S v
Dt

2 D5
r 2 sin4~kDx/2!

1116ur 2 sin4~kDx/2!
. ~B15!

Comparing Eq.~B15! with the continuous relation between
v andk:

v25a2k4, ~B16!

shows that the numerical scheme gives the best approxima-
tion if u is minimal. The minimum value compatible with
unconditional stability is thereforeu51/4.

It is interesting to make here a parallel with some well-
known results in the signal processing community, noticing
that the caseu51/4 corresponds to a discrete-time low-pass
filter ~1/4, 1/2, 1/4! which has a frequency response given by
H~v!5cos2~vT/2!, i.e., which varies from 1 at frequency 0
down to 0 at frequencyf s/2.
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Ultrasonic wave propagation in bovine cancellous bone
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Department of Electrical Engineering, Faculty of Engineering, Doshisha University, Tanabe-cho,
610-03 Kyoto-fu, Japan

~Received 1 September 1995; accepted for publication 29 August 1996!

The acoustic properties of bovine cancellous~spongy! bone have been experimentally studiedin
vitro by the pulse transmission technique. Fast and slow longitudinal waves have been clearly
identified when the acoustic wave propagates parallel to the direction of the trabeculae. Propagation
speeds and attenuation of the fast and slow waves were observed in the frequency range of 0.5–5
MHz. Theoretical discussion is given to Biot’s theory and the propagation of sound waves in
fluid-saturatedporousmedia. ©1997AcousticalSocietyofAmerica.@S0001-4966~97!03201-3#

PACS numbers: 43.80.Cs@FD#

INTRODUCTION

Bone tissues are elastic, and can be classified into two
types depending on macroscopic and microscopic features.
Bone with a low volume fraction of solid~less than 70%! is
called cancellous~spongy! bone and above 70% cortical
~compact! bone.1 Because of the complex anisotropy and in-
homogeneity of cancellous and cortical bone, it is difficult to
characterize bone tissuesin vivo or in vitro. In particular,
cancellous bone, being a two-component material comprised
of a hard spongy core with cavities filled by soft tissue, has
both strong anisotropy and inhomogeneity and is therefore
especially difficult to analyze.

Biot’s theory is a comprehensive theory for the ultra-
sonic propagation in fluid-saturated porous media,2–4 such as
porous rocks or sediments, and predicts the presence of both
fast and slow longitudinal waves.

In previous attempts to study cancellous bone by ultra-
sound, results have been limited by the short bandpass used
in the experimental studies, or Biot’s theory has been applied
in studies of only the fast wave.5,6 Using wide band trans-
ducers~0.1–10 MHz!, we report on the propagation of ultra-
sonic pulse waves in bovine cancellous bone. To our knowl-
edge, for the first time, both fast and slow longitudinal waves
in cancellous bone containing less than 70% solid fraction
can be clearly identified inin vitro experimental observation.
The acoustic propagation of both waves agree with Biot’s
theory.

I. THEORY

Biot initially proposed a general theory of elastic wave
propagation in a system composed of a porous elastic solid
saturated by a viscous fluid.2–4 In Biot’s theory, it is pre-
dicted that there should exist two longitudinal waves denoted
by Biot as ‘‘waves of the first and second kind.’’ The former
is a wave of fast speed corresponding to the wave in the solid
and fluid moving in phase, while the latter is a slow speed
corresponding to motion out of phase. The dispersion rela-
tion of both waves for isotropic materials is

U Hl 22rv2 r fv
22Cl2

Cl22r fv
2 mv22Ml 22 jvF~k!h/k

U50, ~1!

with l5 l r1 j l i . The phase velocitiesv/l i and attenuationl r
can be calculated by solving Eq.~1!. Here,H, C, andM are
generalized elastic coefficients deduced by Biot and ex-
pressed in terms of the bulk moduli of the solid material
~skeletal frame! Ks and pore fluidKf , the bulkKb , and shear
modulusm of the skeletal frame, and porosityb.2,3,7Accord-
ing to Johnson, the bulkKb and shear modulim of the skel-
etal frame of cancellous bone change as a function of bone
volume fractionVf~512b!1:

Kb5
Es

3~122nb!
Vf
n , ~2!

m5
Es

2~11nb!
Vf
n , ~3!

wheren is a variable depending on the geometrical structure
of the cancellous bone, andvb is the Poisson’s ratio of the
skeletal frame. In terms of the porosityb and the density of
the solidrs and fluidrf , the total densityr of the saturated
medium is given by

r5~12b!rs1br f . ~4!

The density parameterm is used to account for the fact that
not all of the pore fluid moves in the direction of the pressure
gradient because of tortuosity or sinuosity, and is calculated
by the equation

m5ar f /b. ~5!

Here,a is the structure factor and it is determined by the
Berryman:8

a512r ~121/b!, ~6!

wherer is a variable calculated from a microscopic model of
a frame moving in the fluid.F(k)h/k takes the viscous re-
sistance to fluid flow into account.h is the fluid viscosity,k
is the permeability, andF~k! is defined by

F~k!5
1

4

kT~k!

@122T~k!/ jk#
, ~7!

where

T~k!5
ber8~k!1 j bei8~k!

ber~k!1 j bei~k!
, ~8!

558 558J. Acoust. Soc. Am. 101 (1), January 1997 0001-4966/97/101(1)/558/5/$10.00 © 1997 Acoustical Society of America



k5a~vr f /h!1/2. ~9!

Here the function ber~k! and bei~k! are the real and imagi-
nary parts of the Kelvin function, anda is a parameter with
dimension of length and depends on both the size and shape
of the pores.

If the frequency is high enough to satisfy the condition,

v@2h/r fa0
2, ~10!

whereh is the fluid viscosity anda0 the pore size, the at-
tenuation mechanism has little effect on the propagation
speeds and the speeds of the fast and slow waves are
nondispersive.9,10

II. EXPERIMENTS

A. Specimens

Cancellous bone specimens, 20–30 mm in size and 9 or
7 mm thickness, were cut from the distal epiphysis of bovine
femora, with soft tissuein situ. To observe the effect of
changes in bone density, two specimens were taken with
densities of 1120 and 1200 kg/m3 @Fig. 1~a! and~b!#. As we
predict that air penetrates the narrow space between the tra-
beculae and soft tissue of the specimens during the cutting
and forming processes, prior to all experiments, each speci-
men was saturated with water followed by decompression to
remove air bubbles. The total densities of these specimens
were measured using Archimedes’ principle, and the trabe-
cular arrangement was estimated by x-ray photography.
X-ray photographs of a typical trabecular structure in cancel-
lous bone used in our experiments and its local coordinate

system are shown in Fig. 1. Thex1, x2, andx3 are equivalent
to the longitudinal, transverse, and sagittal axes in the gen-
eral anatomic coordinates.

B. Methods

The experimental arrangement for transmission of ultra-
sonic pulse is shown in Fig. 2. A wide band~0.1–10 MHz!
PVDF transmitter and hydrophone were submerged in dis-
tilled water at 2360.5 °C, and the specimens mounted be-
tween the transmitter and hydrophone at normal incidence.
The transmitter was driven by a single sinusoidal impulse
voltage of 50 V peak to peak in the frequency range of 0.5–5
MHz. Pulse waves propagating through the water/specimen/
water system are detected by the hydrophone and the output
signal amplified by a 40-dB preamplifier. The signal is then
displayed on a digital storage oscilloscope. The phase and
amplitude spectra of the received waveforms were calculated
by an FFT algorithm, and the propagation speedn and at-
tenuationl r were derived using the equation

n5
Ddn0

@Dd2~Df/v!n0#
, ~11!

l r5 ln DV/Dd, ~12!

whereDd is the difference of the specimen thicknessd1 ~59
mm! andd2 ~57 mm!, n0 is the propagation speed in water,
Df is the differences of phase spectra at an angular fre-
quencyv of the signals traveling through the specimen ofd1
andd2 thickness, andDV is the ratio of amplitude spectra for
the two different thickness.

C. Results

Figure 3 shows a pulsed waveform at 1 MHz traveling
in water. Figure 4 shows typical waveforms traveling
through the cancellous bone in the direction of trabecular
alignment~x2 direction!. Figure 4~a! is the waveform for the
low density ~r51120 kg/m3! specimen and~b! is the high
density~r51200 kg/m3!. In both Fig. 4~a! and ~b!, the fast
and slow longitudinal waves can be clearly observed in the
time domain. As the density increases~i.e., as the volume
fraction of the solid bone increases!, the amplitude of the fast

FIG. 1. X-ray photographs of cancellous bone:~a! low density; ~b! high
density.

FIG. 2. Experimental arrangement for transmission of ultrasonic pulse.
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wave becomes greater. At the same, the amplitude of the
slow wave decreases. Accordingly, it can be deduced that the
fast wave is associated with the solid core in cancellous
bone, and the slow wave with the propagation in soft tissue.

Figure 5 shows the propagation speeds of the fast and
slow waves in cancellous bone at 1 MHz as a function of
bone volume fractionVf . The speed of the fast wave varies
from 2200 to 2700 m/s as the bone volume fraction in-
creases. The slow wave remains constant at about 1400 m/s.
The speed 1400 m/s of the slow wave is close to the propa-
gation speed of 1450 m/s in bone marrow~see Table AI in
the Appendix!. Because of this, the ultrasonic properties of
the soft tissue in cancellous bone can be expected to be simi-
lar to the bone marrow~the intact medullary portion of the

bone!. It can therefore be assumed that the slow wave is
mainly dominated by soft tissue. The speed 2200–2700 m/s
of the fast wave is much slower than the propagation speed
3400–4200 m/s of cortical bone~Table AI!. This can be
explained by the fact that the cancellous bone is not solid but
has a spongy structure.

Figure 6 shows the frequency dependence of the propa-
gation speeds for one specimen of bone volume fraction
Vf50.19~densityr51140 kg/m3!. No data for the fast wave
at frequencies over 1.5 MHz was obtained because the weak
amplitude of the signal made further measurement difficult.
In Fig. 6, the propagation speeds of both the fast and slow
waves are considered nondispersive in the range 0.5–5 MHz.
Figure 7 shows the attenuation for three specimens of
Vf50.17, 0.19, and 0.25~densityr51120, 1140, and 1200
kg/m3!. From Fig. 7~a!, it can be seen that the data for the
fast wave from bone volume fractionVf50.17, 0.19, and
0.25 are about the same. On the other hand, the attenuation
of the slow wave@Fig. 7~b!# increases with frequency, and
the variation of the slow wave with bone volume fractionVf

is large. The attenuation in cortical bone and bone marrow
were also obtained~as shown in Table AII!, and both the fast
and slow waves in cancellous bone show much higher at-
tenuation than the bulk wave in cortical bone~r51960
kg/m3! or bone marrow~r5930 kg/m3!. Accordingly, both

FIG. 3. Pulsed waveform at 1 MHz traveling in water.

FIG. 4. Pulsed waveform at 1 MHz traveling through cancellous bone:~a!
low density;~b! high density.

FIG. 5. Propagation speeds of fast and slow waves in cancellous bone at 1
MHz as a function of bone volume fractionVf .

FIG. 6. Propagation speeds of fast and slow waves in cancellous bone at a
bone volume fraction ofVf50.19 as a function of frequency.
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the fast and slow waves are attenuated not only by the solid
core or soft tissue component in the cancellous bone, but also
by the structure of the cancellous bone.

III. DISCUSSION

Biot’s theory2–4 predicts two longitudinal waves propa-
gating in fluid-saturated porous media. Because of the porous
nature of cancellous bone, it is expected that the observed
fast and slow waves in the previous section should corre-
spond to the predicted two waves. Cancellous bone is com-
posed of a solid core formed by the trabeculae and soft tissue
which fills the pore spaces. The soft tissue is a sort of elastic
body at normal temperature, but can be assumed to behave as
a viscous fluid in Biot’s theory.

The trabecular structure of cancellous bone is regarded
as anisotropic, however Williams3 showed that Biot’s theory
for isotropic media is applicable to cancellous bone, when
the trabeculae is aligned along the propagation direction. We
therefore have estimated the ultrasonic wave propagation in
cancellous bone along the trabecular alignment by the same
explanation.

Table I lists the parameters used in Biot’s theory. The
Young’s modulusEs522 GPa and the Poisson’s ratio
ns50.32 of the solid bone were taken from work by Will-

iams and Johnson,11 and are equivalent in value to cortical
bone. The density of solid boners, is given by Lang12 as
1960 kg/m3, and r50.25 by Williams.5 The bulk modulus
Kf52.0 GPa and densityrf5930 kg/m3 of bone marrow are
taken from our own experimental values as a substitute for
the soft tissue of cancellous bone. The Poisson’s ratio of the
skeletal framenb23 ~2 and 3 correspond to thex2 and x3
direction shown earlier in Fig. 1! is taken from studies by
Williams and Johnson and equals 0.32.11

The exponentn in Eqs. ~2! and ~3! depends on the di-
rection of loading~namely, the direction of the ultrasonic
propagation!. Gibson derived analytically thatn has a value
of 1 when the material is loaded along the direction of tra-
becular alignment, and a value between 2 and 3 in the trans-
verse direction.1 However, the trabecular orientations of the
tested specimens are partially random as shown in Fig. 1,
and thus the value ofn was estimated in order to fit the
experimental data of the speed of the fast wave as a function
of bone volume fractionVf . This resulted in a value of
n51.46. Figure 5 shows the calculated curves for the speeds
of the fast and slow waves at 1 MHz as a function of bone
volume fractionVf , with the measured data. Although the
value ofn51.46 was obtained for the fast wave, good agree-
ment could also be found with the slow wave. This estimat-
ing method was originally introduced by Williams, and a
value of n51.23 was estimated for water-saturated cancel-
lous bone with aligned trabeculae obtained from bovine
tibia.5 The value ofn51.46 obtained in our experiments is
higher than the value of 1.23 obtained by Williams. This
could be explained if one assumes that the trabecular struc-
ture of our specimens are more random than that of the bo-
vine tibial specimens, tested by Williams.

The propagation speeds of the fast and slow waves are
theoretically nondispersive under Eq.~10!. ~For the viscosity
of soft tissue of cancellous bone, a value ofh51.5 N s/m2

was taken from the paper of McKelvie and Palmer6 and is
equivalent in value to bone marrow. The pore sizesa0 of
cancellous bone used in our experiments vary from about 0.5
to 1.5 mm. Then, a value of 2h/r fa0

2 ranges between 103 and
104.! As shown in Fig. 6, the calculated curves of wave
speed as a function of frequency are in good agreement with

TABLE II. Pore size and permeability.

Volume fractionVf Pore sizea0 Permeabilityk

0.17 1.35 mm 331028

0.19 1.20 231028

0.25 0.80 731029

FIG. 7. Attenuation of fast and slow waves in cancellous bone at three bone
volume fraction~Vf50.17, 0.19, and 0.25! as a function of frequency:~a!
fast wave;~b! slow wave.

TABLE I. Biot’s model parameters of cancellous bone.

Young’s modulus of solid boneEs 22 GPa
Poisson’s ratio of solid bonens 0.32
Density of solid boners 1960 kg/m3

Bulk modulus of bone marrowKf 2.0 GPa
Density of bone marrowrf 930 kg/m3

Poisson’s ratio of skeletal framenb23 0.32
Variable r 0.25
Viscosity of bone marrowh 1.5 N s/m2
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measured values in the frequency range between 0.5 and 5
MHz. The attenuation of the fast and slow waves in the range
of 0.5–5 MHz were also calculated from the data listed in
Table I, n51.46 and the pore size parametera and perme-
ability k data. The shape of the pores was ignored and the
averaged pore size of each specimen, which was estimated
by x-ray photography, was used as the pore size parameter.
The permeabilityk is estimated in reference to the data of
McKelvie and Palmer.6 The pore sizesa0 and permeabilities
k for bone volume fractionVf50.17, 0.19 and 0.25 are listed
in Table II. Calculated and measured attenuation results are
shown in Fig. 7~a! and ~b!. Surprisingly throughout the fre-
quency range, there is large difference between experimental
and theoretical values of both the fast and slow waves. Ad-
ditionally, the attenuation of the fast wave is much larger
than that of the slow wave in spite of the opposite description
in Biot’s theory.2,3 The primary reason for this could be due
to water saturation in cancellous bone~strictly speaking, wa-
ter saturation in the narrow spaces between the trabeculae
and soft tissue in cancellous bone!. Biot’s theory in its basic
form is developed considering the relative motion of the fluid
in the pore spaces to the skeletal frame. The relative motion
is, however, affected if water permeates the soft tissue. Con-
sequently, the affect of the water saturation must be taken
very seriously in any attempts to compare experiment to
theory.

IV. CONCLUSIONS

Ultrasonic wave propagation through bovine cancellous
bone has been experimentally examined. It was shown that
both fast and slow longitudinal waves propagate through
cancellous bone in the direction of the trabecular alignment,
and that the fast wave is associated with the solid core of
cancellous bone. The slow wave is associated with soft tissue
in the pore spaces. The propagation of the fast and slow
waves was estimated by Biot’s theory for an isotropic me-
dium by considering the elastic moduli in the propagation
direction. The propagation speeds and attenuation of the fast
and slow waves were measured and compared quantitatively.
The measured speeds of the fast and slow waves are in good
agreement with estimated results, and the waves were con-
firmed to correspond to the two waves predicted by Biot. A
wide difference between measured and estimated attenuation
values was observed because of the presence of water in the
cancellous bone.

We conclude that Biot’s theory is adequate to the ultra-
sonic wave propagation in cancellous bone although a more
thorough examination is necessary to explain all observed
phenomena.

APPENDIX

The acoustic properties of two components from which
cancellous bone is made, solid bone and soft tissue compo-
nent, was experimentally examined over a frequency range
of 0.5–5 MHz. Cortical bone~90% solid core! cut from the
diaphysis of bovine femur was used as the solid bone speci-
men. The intact medullary portion of the bone was used as
the specimen instead of soft tissue. The propagation speeds

and attenuation were measured in the same method as the
cancellous bone, and are shown in Tables AI and AII. The
propagation speeds both in cortical bone and in bone marrow
could be regarded as nondispersive. The speeds in cortical
bone are about 4200 m/s in the longitudinal direction, 3400
m/s in the radial, and 3500 m/s in the tangential. The speeds
in bone marrow are about 1450 m/s both in the longitudinal
and radial direction. The attenuation in cortical bone are
5.031022 neper/~mm MHz! in the longitudinal direction,
2.531022 neper/~mm MHz! in the radial, 2.731022 neper/
~mm MHz! in the tangential, and in bone marrow 1.331022

neper/~mm MHz! in the longitudinal direction, and
1.231022 neper/~mm MHz! in the radial.
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TABLE AI. Propagation speeds in cortical bone and bone marrow.

Cortical bone Longitudinal direction 4200 m/s
Radial direction 3400
Tangential direction 3500

Bone marrow Longitudinal direction 1450 m/s
Radial direction 1450

TABLE AII. Attenuation in cortical bone and bone marrow.

Cortical bone Longitudinal direction 5.031022
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neper/~mm MHz!
Radial direction 1.231022
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Anisotropy of the apparent frequency dependence of backscatter
in formalin fixed human myocardium
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Measurements of the frequency dependence of ultrasonic backscatter are presented for specific
angles of insonification for regions of infarcted and noninfarcted human myocardium. A 5-MHz
transducer was used to insonify cylindrical cores taken from 7 noninfarcted regions and 12 infarcted
regions of the left ventricular free wall of 6 formalin-fixed human hearts explanted because of
ischemic cardiomyopathy. The dependence of apparent~uncompensated for diffraction effects and
attenuation! backscatter on frequency was approximated by a power-law dependence,uB( f )u25a fn.
Under ideal conditions in a lossless medium, the effect of not compensating for the effects of
diffraction and attenuation leads to the value ofn to be 2.0 for Rayleigh scatterers while the
frequency dependence of the fully compensated backscatter coefficient would bef 4. The value ofn
was determined over the frequency range, 3–7 MHz. Both noninfarcted and infarcted myocardium
exhibited anisotropy of the frequency dependence of backscatter, with maxima occurring at angles
that were perpendicular to the predominant myofiber direction and minima when parallel to the
fibers. Perpendicular insonification yielded results forn of 1.860.1 for noninfarcted myocardium
and 1.260.1 for infarcted myocardium while parallel insonification yielded results of 0.460.1 for
noninfarcted and 0.060.1 for infarcted myocardium. The functional form of the angle-dependent
backscatter is similar for both noninfarcted and infarcted myocardium, although the frequency
dependence is clearly different for both tissue states for all angles of insonification. The results of
this study indicate that the anisotropy of the frequency dependence of backscatter may play a
significant role in ultrasonic imaging and is an important consideration for ultrasonic tissue
characterization in myocardium. ©1997 Acoustical Society of America.
@S0001-4966~97!02712-4#

PACS numbers: 43.80.Ev, 43.80.Jz@FD#

INTRODUCTION

A major goal of tissue characterization is to extend ul-
trasonic imaging beyond merely delineating the silhouette
and gross structure of organs. Many clinical and laboratory
animal studies have shown that ultrasound sensitively differ-
entiates a variety of pathophysiologic states of tissue.1–3 Ul-
trasound has been used successfully for imaging and tissue
characterization of the heart,1–15 liver,16 kidney,17,18 and
other organs. Cardiovascular medical ultrasound has prima-
rily been employed to detect structural and functional aspects
of the myocardium, such as the evaluation of ventricular
ejection fraction, the presence of abnormal ventricular wall
motion, the presence of valvular disease, etc. Furthermore,
we and others have shown that useful diagnostic parameters
that relate to tissue structure and function can be obtained by
analyzing the interaction of ultrasound with the muscle of the
heart wall.2,3,5,11

Specifically, ultrasonic backscatter has been used to dif-
ferentiate pathologies such as acute ischemia,19,20 completed
infarct,21,22 myocarditis,3 and the extent of myocardial
reperfusion.19 Anisotropy of the acoustic properties of myo-
cardium plays a role in the observed reduction in signal in-
tensity ~i.e., echo ‘‘dropout’’! in specific views of the heart,
as well as in the ability to utilize tissue characterization for
diagnostic purposes.4 In particular, recent studies have dem-
onstrated that the time delay of myocardial cyclic variation

with respect to the global timing of cardiac contraction may
be dependent upon the relative angle of insonification with
respect to the muscle fiber direction.5 We and others have
shown that myocardium exhibits an anisotropy of
backscatter,7,8,23,24longitudinal velocity,13,25 and attenuation
coefficient.26,27 It has been demonstrated that the extent of
variation of these ultrasonic parameters correlates well with
the microstructure of the myocardium.9,28,29

Previous studies have shown that the extent of anisot-
ropy can be used to differentiate infarcted from noninfarcted
myocardium bothin vitro as well asin vivo.3,9 The variation
of the frequency dependence of myocardial backscatter with
the heart cycle was reported by Wearet al., demonstrating
that the frequency dependence is greater at end-diastole and
less at end-systole.14 It would be desirable to obtainin vivo
measurements of the myocardial backscatter coefficient, but
this is difficult to accomplish because the exact frequency
dependence of the tissue’s attenuation and the transducer’s
diffraction are not known. Hence, a more applicable mea-
surement for a clinical setting is the use of the ‘‘apparent’’
frequency dependence of backscatter which does not com-
pensate for attenuation or diffraction effects. In this study,
we report results for measurements of the anisotropy of the
apparent frequency dependence of backscatter for both non-
infarcted and infarcted myocardium.

The myocardium can be described in terms of an ar-
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rangement of nonisotropic scatterers associated with the
myofibers. These myofibers exist in a collagen matrix and
consist of bundles of cells called myocytes. Although histol-
ogy has provided information about the anisotropy of the
myofibers throughout the heart wall, the exact source of the
anisotropy of backscatter has remained a perplexing ques-
tion. We have developed an ultrasonic scattering model
which treats the myocyte as an ellipsoidal shell consisting of
collagen-like material representing the interstitial collagen
which is hypothesized to be the primary scatterer in the
myocardium.12 The acoustic impedance mismatch between
the surrounding medium and the collagen sheath of the myo-
cyte provides the acoustic contrast, and the ellipsoidal shape
of the myocyte accounts for the anisotropy of backscatter. A
previous study demonstrated good agreement between previ-
ously measured values of the anisotropy of frequency-
averaged backscatter and model predictions.12

The goal of the present work was to measure the anisot-
ropy of the frequency-dependent backscatter from human
myocardium and to clarify possible morphological and ultra-
sonic mechanisms for the observed anisotropy of backscatter
from the myocardium. Section II deals with the methods
used to measure and to model the frequency dependence of
backscatter. Section III reports our results. Section IV dis-
cusses possible mechanisms for the anisotropy of the
frequency-dependent backscatter and identifies some of the
potential limitations of this study.

I. METHODS: ULTRASONIC MEASUREMENTS

A. Pathologic specimens

Six explanted, formalin-fixed human hearts were ob-
tained from patients who underwent transplantation for is-
chemic cardiomyopathy. Specimens were prepared from
these hearts as described in an earlier report from our
laboratory.21 Transmural cylindrical samples were taken
from the left ventricular free wall with a 14-mm cork borer.
The predominant orientation of the myofibers is perpendicu-
lar to the long axis of the cylindrical plug so that it is pos-
sible to insonify at any one transmural level in such a way as
to go from perpendicular to parallel incidence by rotating the
plug around its axis of symmetry. The samples were attached
to styrofoam plugs with cyanoacrylate and stored in a 10%
formalin solution for several months to several years. Seven
samples were taken from regions of noninfarcted myocar-
dium and 12 samples were taken from regions of infarct.
Histologic examination of the tissue was used to classify the
samples into groups of noninfarcted and infarcted tissue.

B. Acquisition of ultrasonic data

The method of obtaining backscatter data has been pre-
viously described by us15,23and is summarized below. Heart
tissue plugs were placed in a room-temperature, degassed
water bath and allowed to attain thermal equilibrium. A fi-
ducial mark was made on the styrofoam plugs that indicated
a rough estimate of the fiber direction in the midmyocar-
dium. The tissue plugs were mounted on an apparatus that
allowed the sample to be rotated through a full 360° in 2°
increments. The experimental setup is shown in a block dia-

gram in Fig. 1. A 5-MHz, 2-in. focal length, 0.5-in.-diam
transducer~Panametrics V309! was used to insonify the
sample at each angle. A total of five independent site aver-
ages occurred at each angle by translating the transducer lat-
erally in 1-mm steps while maintaining the same angle of
insonification. The focal region of the transducer was placed
at the front surface of the sample. The backscattered signal
was received and amplified in a Metrotek receiver~model
106!. A 14-ms ~approximately 10.8 mm! segment of the rf
signal, corresponding to the tissue throughout the entire
sample excluding the front and back wall specular reflec-
tions, was gated~Metrotek 701 stepless gate!. The gated sig-
nal was passed to a spectrum analyzer~Hewlett–Packard
8557A! where the power spectrum was captured and sent to
a Macintosh II computer via IEEE-488 GPIB to be stored
off-line. Each power spectrum consisted of 481 samples
from 0 to 10 MHz. A total of 29 scans of noninfarcted myo-
cardium and 33 scans of infarcted myocardium were per-
formed.

C. Analysis of ultrasonic data

In order to compensate for the electromechanical effects
of the measurement system in the backscatter data from the
tissue, a calibration spectrum was obtained from the reflec-
tion from a polished stainless steel plate. The steel plate was
placed in the focal region of the transducer and aligned so
that its surface was perpendicular to the ultrasonic beam. The
reflection coefficient for polished steel in water is very close
to 1.0 so the assumption is made that all of the transmitted
signal is reflected back and received by the transducer. With
some approximations, the backscattered signal can be mod-
eled as a convolution of effects due to attenuation, diffrac-
tion, backscatter intrinsic to the material being insonified,
and the electromechanical response of the transducer and
electronics. This can be expressed as a function of the fre-
quency, f , and the distance from the transducer to the
insonified volume, r ; in equation form uEtissue( f )u

2

5uP( f )u2uD( f ,r )u2uA( f ,r )u2uS( f )u2, where uP( f )u2 is the
power spectrum due to the electronics,uD( f ,r )u2 is the effect
of the diffraction of the transducer’s beam,uA( f ,r )u2 is the
effect of attenuation throughout the insonified volume of tis-
sue, anduS( f )u2 is the backscatter intrinsic to the material.

FIG. 1. Experimental setup used to measure the anisotropy of the frequency
dependence of backscatter.
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The expression above is valid in the case when the tissue of
interest is placed in the focal zone or far field of the trans-
ducer where the largest component of the insonifying wave
is planar. This approximation allows the diffraction pattern
to be decoupled from the effects due to attenuation. By nor-
malizing the spectra returned from the tissue by the spectrum
of the steel plate,uEref( f )u

25uP( f )u2, effects of the measure-
ment system can be removed uB( f )u2

5uEtissue( f )u
2/uEref( f )u

2. The resulting calculation,uB( f )u2,
contains the frequency-dependent effects of backscatter, at-
tenuation, and diffraction. In our laboratory, we employ the
terminology ‘‘apparent’’ backscatter transfer function to in-
dicate that no compensation is made for the frequency de-
pendence of attenuation and diffraction.

The apparent backscatter transfer function,uB( f )u2, can
be modeled with a power-law expression,uB( f )u25a fn,
where f represents frequency,a is a constant of proportion-
ality, andn is the power-law frequency dependence. From
this equation, it is possible to derive the power-law fre-
quency dependence by making a linear least-squares fit to a
plot of the logarithm of the apparent backscatter transfer
function versus the logarithm of frequency. The results pre-
sented in the next section are plots of this value,n, versus
angle of insonification. Under ideal conditions in a lossless
medium, the value ofn would be 2.0 for Rayleigh scatterers
whose fully compensated frequency dependence would be
f 4. Under the assumptions in the previous paragraph, the
expression foruB( f )u2 contains components due to attenua-
tion, diffraction, and intrinsic scattering. The backscatter co-
efficient is proportional to the intrinsic scattering,uS( f )u2,
and for Rayleigh scatterers this should have a frequency de-
pendence off 4. If the medium is lossless then the component
due to attenuation does not contribute any frequency depen-
dence of backscatter. The diffraction term in the above ex-
pression has a frequency dependence off22. Hence, the fre-
quency dependence foruB( f )u2 must be 2.0 for the case of
Rayleigh scatterers.

Although the fiducial mark is a useful method for align-
ing the samples in the water tank, it is too coarse for use in
averaging multiple plots of anisotropy. In order to improve
the averaging procedure, the separate anisotropy curves of
apparent backscatter transfer functions averaged over fre-
quencies 3–7 MHz were cross correlated.15 Integrated back-
scatter~IB! was used because broadband averaging allows a
low noise, robust method for identifying the angle of insoni-
fication with respect to the fibers. The maximum value of the
correlation was used to determine the angular shift that pro-
duced the greatest overlap between anisotropy functions.
With this information of angular orientation, the apparent
backscatter transfer functions of similar angles of insonifica-
tion were averaged to obtain one apparent backscatter trans-
fer function for each angle of insonification. A linear least-
squares fit was made to the plot of the logarithm of the
average apparent backscatter transfer function versus the
logarithm of frequency to obtain the power-law frequency
dependence for every angle.

II. RESULTS

A. Frequency dependence of backscatter

The results of 29 scans of noninfarcted myocardium and
33 scans of infarcted myocardium are reported. The scans for
both tissue types were averaged in the manner summarized
in Sec. I. The resulting average apparent backscatter transfer
functions are shown for both perpendicular and parallel inci-
dence for both noninfarcted and infarcted tissue in Fig. 2.
The power-law frequency dependence for noninfarcted myo-
cardium isn51.860.1 perpendicular to the myofibers and
n50.460.1 parallel. The results for infarcted myocardium
yielded a similar differentiation between perpendicular (n
51.260.1) and parallel (n50.060.1) orientations. The er-
ror bars reflect the slopes of the lines within the 95% confi-
dence limits~StatView 4.0, Abacus Concepts!.

Figure 3~a! shows the measurement of the power-law
frequency dependence for noninfarcted myocardium in 2°
increments. The functional form of the anisotropy of the fre-
quency dependence of backscatter differs somewhat near
perpendicular from near parallel. The shape of the curve sug-
gests that the function may vary more rapidly near perpen-
dicular incidence than near parallel. However, the amount of
variation in the curves makes any quantitative measurements
of this difference problematic. Figure 3~b! shows the results
for infarcted myocardium which exhibit a similar functional
form to the results of noninfarcted myocardium. Figure 3~c!
compares anisotropy plots of the slopes of the apparent back-
scatter transfer function for both infarcted and noninfarcted

FIG. 2. ~a! Average apparent backscatter transfer function for noninfarcted
myocardium for both parallel and perpendicular insonification.~b! Average
apparent backscatter transfer function for infarcted myocardium for both
parallel and perpendicular insonification.
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myocardium. The data are the same as in Fig. 3~a! and ~b!,
but have been smoothed with 20 passes of a three-point bi-
nomial filter in order to emphasize the general features.

III. DISCUSSION

The left ventricular wall of human myocardium exhibits
a complex three-dimensional fiber architecture as the fibers
change orientation transmurally through the heart wall and
longitudinally around the left ventricle. This results in a de-
pendence of many ultrasonic parameters on the angle of in-
sonification. The anisotropy of attenuation26 and longitudinal
velocity13,25 have been previously measured by our labora-
tory for human and canine myocardium.

In the present study, we have demonstrated that the de-
pendence of the apparent backscatter transfer function with

frequency changes with the angle of insonification with re-
spect to the myofibers. The apparent backscatter transfer
function, unlike the backscatter coefficient, is not compen-
sated for frequency-dependent attenuation and the effects of
diffraction. Hence, our reported values forn are less than
those associated with the backscatter coefficient. For scatter-
ing in soft tissues and in the absence of resonances at specific
frequencies, the frequency dependence of the backscatter co-
efficient ~nb.c.! can range between 0 and 4, wherenb.c.50
represents scatterers much larger than the wavelength of
sound andnb.c.54 represents scatterers much smaller than
the wavelength. However, for a lossless medium containing
Rayleigh scatterers, the theoretical value of the power-law
dependence of the apparent backscatter transfer function is
n52 since it still has the effects of the frequency-dependent
attenuation and diffraction convolved.

The apparent backscatter transfer function behaves dif-
ferently when the insonification is near perpendicular inci-
dence than when parallel to the myofibers. The dependence
of n with the angle of insonification varies faster with angles
near perpendicular incidence compared with angles near par-
allel incidence. This result could affect the interpretation of
the measurements of frequency dependence of backscatter
and to a lesser extent the use of integrated backscatter in an
in vivo setting where the exact orientation of the transducer
to myofiber direction is often unknown and can vary over the
heart cycle. A variation of a few degrees off perpendicular
incidence might yield misleading results that mistake normal
tissue for infarcted tissue. Therefore, exact knowledge of the
angle of incidence of the insonifying sound wave with re-
spect to the predominant myofiber direction is important be-
fore the diagnostic use of the apparent frequency dependence
of backscatter becomes feasible.

This angular dependence of the frequency dependence
of the apparent backscatter transfer function may be used to
infer the relative scatterer size at each angle of insonification
and as a result, the shape of the fundamental scatterer in the
myocardium. The shape of the anisotropy curves suggests a
fundamental scatterer that has a geometric cross section
which changes with angle, e.g., a cylindrical or ellipsoidal
shape. Because of the polarization of the incoming ultrasonic
wave ~i.e., longitudinal!, the cross section of interest is de-
termined by the distance that the wave has to traverse
through the scatterer. In the case of parallel incidence, the
incoming wave sees a scatterer with a larger cross section
because it must transverse the entire length of the myocyte.
Hence, the frequency dependence for parallel incidence is
smaller than for perpendicular incidence because the effec-
tive scatterer size is larger. Previous studies have modeled
the fundamental scatterer in myocardium with similar
shapes.12,30

The effective differentiation of infarcted tissue from
noninfarcted tissue on the basis of the frequency dependence
of backscatter has been demonstrated in a previous study.21

In this study, we have chosen to employ theapparentfre-
quency dependence, a measurement which is susceptible to
differences in attenuation between infarcted and noninfarcted
tissue. However, measurements of the frequency-dependent
attenuation for the same tissue used in this study were unable

FIG. 3. ~a! Anisotropy of the frequency dependence of backscatter for non-
infarcted myocardium.~b! Anisotropy of the frequency dependence of back-
scatter for infarcted myocardium.~c! Anisotropy of the frequency depen-
dence of backscatter for both infarcted and noninfarcted myocardium
filtered with 20 passes of a three-point binomial filter.
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to differentiate infarcted from noninfarcted myocardium.27

This finding differs from previous measurements made in
this and other laboratories where a successful differentiation
was made between infarcted and noninfarcted tissue on the
basis of the frequency dependence of attenuation.31 The ap-
parent disagreement might be due to the effects of formalin
fixation.27 The similarity of the measurement of attenuation
for infarcted and noninfarcted myocardium makes any com-
pensation for the effects of attenuation and diffraction iden-
tical for both tissues. Therefore, the differences in the appar-
ent frequency dependence of backscatter between infarcted
and noninfarcted tissue are not attributable to attenuation.
Figure 3~c! illustrates that infarcted tissue has a frequency
dependence which is less than that of the noninfarcted tissue
for each angle of insonification. The presence of collagen
crosslinking as well as other morphological changes in the
infarcted tissue may have induced the size of the fundamen-
tal scatterer to increase and would explain the smaller appar-
ent frequency dependence of backscatter. Another interesting
observation can be made about the structure of the infarct
zone. The anisotropy of both integrated backscatter and the
frequency dependence of backscatter remains in zones of in-
farct, which implies that there is still a great deal of organi-
zation. This suggests that the fibers’ alignment is preserved
even though the fundamental size of the scatterer might
change.

In summary, we have demonstrated that human myocar-
dium exhibits an anisotropy of the frequency dependence of
the apparent backscatter transfer function. This anisotropy
cannot be solely explained by the known anisotropy of the
frequency-dependent attenuation because previous measure-
ments of the attenuation for these tissues yielded results that
were similar for infarcted and noninfarcted myocardium. Re-
sults of this study stress the importance of the knowledge of
transducer orientation with respect to the myocardial fiber
direction in order to employ measurements of the frequency
dependence of myocardial backscatter to differentiate inf-
arcted from noninfarcted tissue. Such knowledge will be dif-
ficult to obtain in a clinical setting. However, advances in
both conventional two-dimensional echocardiography and
three-dimensional ultrasonic imaging may make clinical di-
agnostic use of anisotropy of ultrasonic parameters feasible
based on the knowledge of the spatial position of the trans-
ducer with respect to the beating heart.
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In vitro and in vivo enhancement of sonodynamically active
cavitation by second-harmonic superimposition
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Acoustic cavitation, the primary mechanism of sonochemical effects, is known to be induced more
easily by standing waves than by progressive waves. It has been found that acoustic cavitation can
be an order of magnitude enhanced by superimposing the second harmonic on the fundamental.
Significant synergistic effects between the fundamental and the second harmonic were observed in
both in vitro and in vivo experiments employing a progressive wave field. Second-harmonic
superimposition inducesin vitro sonochemical reaction as well as fractional harmonic emission at
a relatively low ultrasonic intensity even in a progressive wave field. The effect of second-harmonic
superimposition was also investigated using exteriorized mouse livers suspended in degassed saline.
The intensity threshold for the production of focal tissue damage, paired with fractional harmonic
emission was significantly lowered by second-harmonic superimposition especially when a
sonodynamically active agent had been administered to the mouse. Insonation with
second-harmonic superimposition in combination with such administration may have potential use
forselective tumor treatment. ©1997AcousticalSocietyofAmerica.@S0001-4966~97!05612-9#

PACS numbers: 43.80.Gx, 43.80.Sh@FD#

INTRODUCTION

Ultrasound has a low enough tissue attenuation coeffi-
cient to penetrate intervening tissues and deliver its energy to
nonsuperficial objects while maintaining the ability to focus
the energy into small volumes. This is a unique advantage
when compared to electromagnetic modalities such as laser
beams or microwaves in the applications for noninvasive and
selective treatment of nonsuperficial tumors. Use of ultra-
sonically induced thermal effects in such applications has
been studied mainly in two categories: ultrasonic
hyperthermia1 and high-intensity focused ultrasound
surgery.2,3 In the former approach, a tumor is heated above
43 °C for more than a period in the order of 10 min. In the
latter, the tumor tissue in a focal spot is heated above its
coagulation temperature for a period in the order of a second.
In comparison with the thermal effects, therapeutic use of
nonthermal effects of ultrasound has been much less
studied.4–10

Ultrasonically induced cavitation is known to be the pri-
mary cause of sonoluminescence and sonochemical
reactions,11 and besides lithotripsy, may have the highest po-
tential for therapeutic applications among the nonthermal ef-
fects of ultrasound if it can be somehow controlled. Re-
cently, in vitro and in vivo experiments have demonstrated
that ultrasound can activate certain porphyrins such as he-
matoporphyrin~Hp! and thereby induce significant antitumor
effects. Suspended tumor cells were lysed by ultrasound at a
much higher rate in the presence of such porphyrins than in
their absence at concentrations for which the porphyrins by
themselves show no cytotoxicity.9,12,13Experimental tumors
implanted into mice have been treated with ultrasound in
combination with administration of such porphyrins and the

tumor growth was significantly inhibited at an ultrasound
intensity for which ultrasound alone showed no significant
effect.7,9,10These experimental results allowed us to propose
a new modality of tumor treatment, which we call ‘‘sonody-
namic therapy.’’14

The above describedin vitro and in vivo experiments
were performed under standing wave conditions because
acoustic cavitation can more easily be induced with repro-
ducibility by standing waves than by progressive waves. In a
standing wave field, microbubbles smaller than the resonant
size are driven by ultrasonic radiation force toward a pres-
sure antinode, where they can efficiently grow and
collapse.15 However, insonation with standing waves does
not seem to be widely applicable to various therapeutic situ-
ations. In early studies on the biological effects of high-
intensity focused ultrasound, in which a progressive wave
field was employed, the tissue damage due to so-called col-
lapse cavitation was only observed at ultrasonic intensity an
order of magnitude higher than the intensity threshold for the
thermal tissue damage.16 Some new method to efficiently
generate acoustic cavitation even by progressive waves
seems to be necessary to make sonodynamic treatment clini-
cally useful.

Microbubbles of acoustic cavitation in liquids or bio-
logical tissues are oscillators with such high nonlinearity that
they radiate not only the integral harmonics but also the frac-
tional harmonics of the insonated ultrasound.17–19Therefore,
it may be natural to expect that simultaneous insonation at
harmonically related multiple frequencies might modify
acoustic cavitation.20–26 In this paper,in vitro and in vivo
effects of simultaneous insonation of the fundamental and
the second harmonic on acoustic cavitation in a progressive
wave field was studied. The synergistic effects between the
fundamental and the second harmonic on sonochemical re-
action and on the threshold for inducing tissue damage werea!Electronic mail: umemura@harl.hitachi.co.jp
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investigated inin vitro and in vivo insonation experiments,
respectively. Acoustic emission was simultaneously detected
during both insonation experiments and its spectral compo-
nents were analyzed since its fractional harmonic compo-
nents such as subharmonics or higher-order subharmonics
are considered to be direct evidence of cavitation.17–19

I. MATERIALS AND METHODS

A. Ultrasonic transducer for second-harmonic
superimposition

An acoustic field with second-harmonic superimposition
can be described by

A~r ,t !5a1~r !cos„vt1F1~r !…

1a2~r !cos@2„vt1F1~r !…1F2~r !#, ~1!

whereA~r ,t! is the acoustic pressure at pointr at timet, and
a1~r ! anda2~r ! are the amplitude of the fundamental and the
second harmonic at pointr , respectively;v is the angular
frequency of the fundamental;F1~r ! the phase of the funda-
mental at pointr ; andF2~r ! the phase of the second har-
monic relative to the fundamental. In order to synthesize a
plane-wave field with second-harmonic superimposition, a

disk-type ultrasonic transducer piezoelectrically active at
both fundamental and second harmonic was devised. Since
the field produced thereby has a uniform distribution of
second-harmonic phaseF2~r ! throughout a relatively large
volume, it was used forin vitro sonochemical experiments.
In order to synthesize a focal field with second-harmonic
superimposition forin vivo experiments, a focused array
transducer with a co-focal alignment of its elements at the
fundamental and those at the second harmonic was devised.

The plane-wave transducer consisted of two layers of
PZT ~C-213, Fuji Ceramics, Japan!: a piezoelectrically active
layer with two thirds of the total thickness and a piezoelec-
trically inactive layer with a third of the total thickness. This
design makes its electromechanical coupling for the second
harmonic as good as that for the fundamental. The air-
backed transducer was 24 mm in diameter and had its fun-
damental resonance at 1.03 MHz. Its cross sections are
shown in Fig. 1. It was driven with an rf power amplifier
~2100L, ENI, New York!. The input signal to the amplifier
was generated by an arbitrary waveform generator~AG4100,
Yokogawa, Japan! operating at a clock frequency of 400
MHz.

A cross section of the focused array transducer is shown
in Fig. 2. The array consisted of two tracks and 16 sectors.
The fundamental and second-harmonic acoustic waves were
generated from piezoelectric elements on the outer and inner
tracks, respectively. Here, 0.5 MHz was chosen for the fun-
damental frequency,v/2p. The air-backed PZT elements~C-
213, Fuji Ceramics! were tightly bonded with a conductive
epoxy adhesive~Cho-bond 584-29, Chomerics, Massachu-
setts! onto the machined flats formed on the back surface of
a spherical aluminum shell. The shell is 100 mm in diameter
and has a spherical radius of curvature of 108 mm for geo-
metric focusing. The thickness of the shell was adjusted to
half a wavelength at 0.5 MHz, which equals a full wave-
length at 1 MHz.

Each transducer element was driven by a high-voltage

FIG. 1. In vitro insonation setup with plane-wave transducer. Cross-
sectional~a! top view and~b! sideview. The double-layered transducer is
piezoelectrically active at both fundamental and second-harmonic frequen-
cies and can generate ultrasonic waves with second-harmonic superimposi-
tion. A small thin-film bag filled with sample solution is suspended in de-
gassed water in such a way that its surface is parallel to that of the
transducer and ultrasound propagates perpendicularly through it. A wide-
band focused hydrophone is directed so as to detect acoustic emission from
the sample.

FIG. 2. In vivo insonation setup with focused array transducer. The funda-
mental and the second harmonic are separately generated by the co-focally
aligned piezoelectric elements, respectively, on the outer and inner tracks of
the array transducer, and then superimposed onto each other in the focal
zone. An exteriorized mouse liver is placed at the focus in degassed saline in
such a way that its surface is parallel to the focal plane and the focused
ultrasound propagates perpendicularly through it. A wideband focused hy-
drophone is co-focally located in the central hole of the transducer so as to
detect acoustic emission from the focal zone.
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amplifier consisting of a complementary pair of power
MOSFET’s. The phase of the input signal to each amplifier
was computer controlled by digitizing based on a clock at 8
MHz. The phase of the second harmonic relative to the fun-
damentalF2~r ! could thereby be controlled with the digitiz-
ing step ofp/4. In order to control the acoustic amplitudes
a1~r ! and a2~r ! independently of each other, the amplifier
units were constructed so that their supply voltages to the
power MOSFET amplifiers were separately adjustable for
the outer and inner tracks. The detailed design of the cir-
cuitry is described elsewhere.27

The focused transducer has an axial hole 32 mm in di-
ameter. A wideband focused hydrophone~Toray Techno, Ja-
pan! was co-focally located in the hole so as to detect acous-
tic emission from the focal zone. The hydrophone consisted
of an 11-mm diameter, 90-mm-thick poly-~vinyledene
difluoride-trifluoro ethylene! film having a spherical curva-
ture 80 mm in radius with a 25-mm thick poly-~methyl meth-
acrylate! ~PMMA! backing. The closeness in acoustic im-
pedance between the piezoelectric film and the backing
material made the frequency response of the hydrophone
wide enough to detect acoustic emissions in a 0.1- to 10-
MHz range. An identical hydrophone was also used to detect
acoustic emission in thein vitro experiments. Its configura-
tion was shown in Fig. 1. These hydrophones were used
without calibrating their sensitivity.

B. Acoustic field measurement

The distribution of the acoustic pressure at each fre-
quency,an~r ! ~n51,2!, produced with each transducer on the
plane where a specimen should be placed, was measured in
degassed water with a 0.5-mm-diam needle-type poly-
~vinyledene difluoride! ~PVDF! hydrophone~Imotec, Ger-
many!, directed to the transducer. For the plane-wave trans-
ducer, the hydrophone was scanned on a plane 35 mm away
from the transducer surface in the range of 40 mm340 mm
square, with a 0.4-mm mesh separation. For the focused ar-
ray transducer, it was scanned on the focal plane in the range
of 20 mm320 mm square, with a 0.2-mm mesh separation.
The phase of the second-harmonic relative to the fundamen-
tal,F2~r !, was calibrated by measuring the second-harmonic
superimposed waveformA~r ,t! with the same hydrophone.
The waveform was then fit with Eq.~1! by a least-squares
method. In order to minimize the effects of nonlinear propa-
gation and the possibility of damage to the hydrophone,
these measurements were performed at a low acoustic pres-
sure level. The generation of harmonics due to nonlinear
propagation was checked with a spectrum analyzer~3588A,
Hewlett–Packard, California! at an actual intensity level
used in thein vitro and in vivo experiments.

The absolute acoustic power at each frequencyPn , de-
fined as

Pn5E an~r !
2/~2rc!d2r ~n51,2! ~2!

was calibrated for each transducer by measuring the radiation
force on a 2-mm-thick hollow aluminum plate in degassed
water. Here, the integration is on a surface perpendicular to

the direction of wave propagation, andrc is the acoustic
impedance of the water. The axis of the transducer was set
horizontally and the plate was suspended in front of the
transducer at a certain angle by four thin threads equal in
length. The other ends of the threads were held with a
bracket parallel to the plate so that the plate was kept at the
constant angle while it moves along the transducer axis. In-
stead of measuring the deflection of the plate, the position of
the bracket holding the other ends of the four threads was
adjusted so that the plate was kept at the same position. The
radiation force was then calculated from the coordinates of
the adjusted bracket position. For the plane-wave transducer,
a hollow plate with an area of 40 mm370 mm was used at
an angle of 35° to the axis. For the focused array transducer,
a hollow plate with an area of 20 mm328 mm was sus-
pended in the focal zone at an angle of 45° to the axis. In
both cases, the horizontal projection to the plane of specimen
is the same as the area of the acoustic pressure distribution
measurement.

The magnitude of the acoustic intensity distribution,
an~r !

2/(2rc) ~n51,2!, on the plane of specimen was cali-
brated at each frequency by comparing the measured abso-
lute acoustic power and the surface integral of the square of
the hydrophone output voltage. The spatial average intensity
I Sn ~n51,2!, defined as

I Sn5E
Sn

an~r !
2/~2rc!d2r /Sn ~n51,2! ~3!

was then calculated at each frequency, whereS1 andS2 de-
note the areas of surface integration for the fundamental and
second harmonic intensities, respectively. For the plane-
wave transducer, a circular area approximately correspond-
ing to the23 dB areas at both frequencies was chosen for
bothS1 andS2, and the spatial average intensity was calcu-
lated as a function of the drive signal amplitude at each fre-
quency. For the focused array transducer, the focal spot area
at each frequency was chosen forSn , and the focal-spot av-
erage intensity was calculated as a function of the supply
voltage to the power MOSFET amplifiers. Here, it was as-
sumed that the intensity distribution at each frequency keeps
its shape even in a higher voltage range.

C. Chemicals

Potassium iodide ~KI ! and chloral hydrate
~CCl3CH~OH!2! were purchased from Kanto Chemical~Ja-
pan! for in vitro experiments. Sodium salt of erythrosine B
~erythrosine!, 28,48,58,78-tetraiodofluorescein disodium salt
~C20H6I4Na2O5•H2O! was purchased from Wako Junyaku
Kogyo ~Japan! for in vivo experiments. All other reagents
were commercial products of analytical grade.

D. In vitro experiment

To evaluate the effect of second-harmonic superimposi-
tion on inducing acoustic cavitation and sonochemical reac-
tion in a progressive wave field, a small thin-film bag was
filled with sample aqueous solution, suspended 35 mm away
from the surface of the plane-wave transducer in degassed
water, and insonated at room temperature. A 30 mm335 mm
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bag of 0.03-mm-thick polyethylene film was filled with a
1.75-ml aliquot of air-saturated phosphate buffered saline
~pH 7.4! containing 0.1 M KI and 0.66 M chloral hydrate,
resulting in an overall thickness of approximately 2 mm.
This bag was suspended in such a way that its surface was
parallel to that of the transducer and ultrasound propagated
perpendicularly through it as shown in Fig. 1. The separation
between the plastic frames suspending the bag was chosen to
be large enough for their acoustic interference with the ultra-
sonic beam to be ignored.

When sonochemically effective cavitation takes place in
the sample solution, iodide ions are oxidized to form mo-
lecular iodine. The amount of iodine produced was measured
spectrophotometrically at 350 nm after insonation for 1 min.
Acoustic emission from the focal zone was simultaneously
detected by the focused hydrophone and the signal was pro-
cessed by a spectrum analyzer~3588A, Hewlett–Packard!.
The spectral signal of acoustic emission was captured by a
PC/AT via a GP-IB. Insonation experiments were performed
three times at each condition and the average was calculated.

The water outside the polyethylene bag was degassed
not only before being put in the insonation tank but also
continuously during the experiment by a degasser unit~ERC-
3502W, Erma Cr., Japan! in order to prevent acoustic cavi-
tation in the water itself during the insonation experiments.
The tank water was taken through an inlet pipe, passed
through a disposal capsule filter~CCG-1-C1H, Advantec,
Toyo Roshi Kaisha, Japan! and the degasser, and was fed
back to the tank through an outlet pipe by a roller pump. The
dissolved oxygen content in the tank water was thereby kept
below 2 ppm, which was verified by measuring it with an
oxygen electrode. This level of oxygen content is less than
25% of that contained in air-saturated water.

E. In vivo experiment

The in vivo effect of second-harmonic superimposition
was tested in the progressive wave mode. Thein vivo speci-
mens were also placed so that the focused ultrasound propa-
gated perpendicularly through them without any other acous-
tic interference. A xanthene derivative, erythrosine B
~erythrosine!, was chosen for the chemical agent used in
combination with the insonation.28 The experimental animals
were treated according to the guideline proposed by the Sci-
ence Council of Japan.

After surgical anesthesia with sodium pentobarbital was
given to a 5-week-old male ddY mouse~25–30 g!, pur-
chased from Sankyo Labo Service~Japan!, a liver lobe was
mobilized and exteriorized through an upper midline inci-
sion. Erythrosine was intravenously administered to the
mouse at a dose of 50 mg/kg right before the incision. The
mouse was held vertically in degassed saline at 39 °C with
its exteriorized liver suspended with a thin suture so that the
liver lobe was sticking out through the slit perpendicularly to
the abdominal wall. The position of the mouse was adjusted
to locate the lobe at the focal spot, and its angle was adjusted
to align the lobe parallel to the focal plane. This let the
focused ultrasound propagate perpendicularly through the
lobe, 2–3 mm in thickness.

The insonation setup is schematically shown in Fig. 2.
The water level in the insonation tank was kept below the
mouth to allow easy respiration. The saline was also continu-
ously filtered and degassed with a circulating water system in
the same way as the tank water in the above describedin
vitro experiment. The outlet of degassed saline in the tank
was located so that the focused ultrasound propagated
through freshly degassed saline to the mouse liver lobe.
Acoustic emission from the liver lobe in the focal zone was
also simultaneously detected by the focused hydrophone dur-
ing insonation and analyzed in the same way as in thein
vitro experiment.

The two-dimensional intensity threshold producing hem-
orrhagenic focal tissue damage paired with fractional har-
monic acoustic emission was investigated with three in-
sonation experiments at each combination of the
fundamental and second-harmonic intensities. The second-
harmonic phaseF2 at the focus was adjusted to the phase
which maximized the sonochemical effects in thein vitro
experiment. The temperature rise in the liver tissue during
insonation was checked by measurements with a 0.25-mm-
diam sheathed Chromel–Almel thermocouple~Sukegawa
Electric, Japan! inserted into the tissue.

II. RESULTS AND DISCUSSION

A. Field measurement

The results of acoustic field measurement are shown in
Figs. 3 and 4 for the plane-wave transducer and the focused
array transducer, respectively. The acoustic intensity distri-

FIG. 3. Plane-wave acoustic field for second-harmonic superimposition at
~a! 1.03 MHz and~b! 2.06 MHz. The ultrasonic intensity distributions on the
plane 35 mm away from the transducer surface were normalized by the peak
intensity at each frequency and contour-plotted.

FIG. 4. Focal acoustic field for second-harmonic superimposition at~a! 0.5
MHz and ~b! 1.0 MHz. The ultrasonic intensity distributions on the focal
plane were normalized by the peak intensity at each frequency and contour-
plotted.
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butions at 1.03 and 2.06 MHz on a plane 35 mm away from
the transducer surface, normalized by the peak intensity at
each frequency, were contour-plotted in Fig. 3~a! and ~b!,
respectively. The spatial average intensityI Sn ~n51,2!, de-
fined by Eq.~3!, was calculated by choosing a circular area
6.3 mm in diameter for bothS1 andS2. It was approximately
0.7 times the peak intensity at each frequency. The second-
harmonic phaseF2~r ! was within the average6p/8 through-
out more than 99% of the area of 10 mm310 mm square.
The change inF2~r ! was also within6p/8 as the needle-
type hydrophone was moved along the axis by 3 mm. The
spatial average intensities and the spatial average second-
harmonic phaseF2 are quoted in descriptions ofin vitro
experimental results.

The acoustic intensity distributions on the focal plane at
0.5 and 1.0 MHz, normalized by the peak intensity at each
frequency, were contour-plotted in Fig. 4~a! and~b!, respec-
tively. The sidelobe had a level approximately 10 dB lower
than the focal spot at each frequency. The focal spot diam-
eter, determined from the215-dB contours surrounding the
peak, was 5.6 mm at 0.5 MHz and 4.8 mm at 1 MHz. The
resulting focal spots had similar sizes owing to the design in
which the ratios of the track diameter versus the wavelength
for the fundamental and the second harmonic were chosen to
be approximately equal. They overlay each other well
enough to test the effect of second-harmonic superimposi-
tion. The focal-spot average intensityI Sn ~n51,2!, defined by
Eq. ~3! was calculated at each frequency. It was 0.26 and
0.22 times the peak intensity at 0.5 and 1 MHz, respectively.
Focal-spot average intensities are quoted in descriptions ofin
vivo experimental results. The second-harmonic phaseF2~r !
was approximately uniform both throughout the focal spot
and throughout the second lobe, respectively, but the phase
in the second lobe was opposite to that in the focal spot. The
phaseF2~r ! in the focal spot changed aboutp/8 as the
needle-type hydrophone was moved along the axis by 3 mm.

The generation of harmonics due to nonlinear propaga-
tion was checked at an actual intensity level used in thein
vitro and in vivo experiments. The second harmonic had the
highest spectral strength among the harmonics in the signal,
detected at the focus with the needle-type hydrophone in the
in vivo experimental setup of insonation at a single fre-
quency. However, it was more than 20 dB lower than that of
the fundamental even at a focal-spot average intensity of 24
W/cm2. In the in vitro experimental setup of insonation at a
single frequency, the second-harmonic level was even lower.
These levels of second-harmonic intensity are more than an
order of magnitude lower than that of the second harmonic
which was deliberately superimposed onto the fundamental
in the in vitro and in vivo experiments.

B. In vitro experiment

A preliminary in vitro experiment was performed to de-
termine the optimal phase relation between the fundamental
and the second harmonic for obtaining the effect of the
second-harmonic superimposition. The obtained iodine pro-
duction rate is plotted in Fig. 5 as a function of the spatial
average second-harmonic phaseF2. The spatial average in-

tensity I Sn at each frequency was 2.3 W/cm2 and kept con-
stant. The normalized intensity of simultaneously detected
subharmonic emission at 0.515 MHz is also plotted. The
intensity was averaged for 1 min and then normalized to the
maximum. The acoustic pressure waveforms corresponding
to F25p/4, ~3/4!p, ~5/4!p, and ~7/4!p are schematically
shown in Fig. 5, too.

The subharmonic emission intensity and the sonochemi-
cal reaction rate correlated well with each other and both
were maximized at the same second-harmonic phase,
F25~5/4!p. This second-harmonic phase was used in the
following in vitro and in vivo experiments. This approxi-
mately equals the phase that maximizes the peak rarefaction
~F25p!. In more detail, the optimum second-harmonic
phase seemed to be advanced from the maximum rarefaction
phase by a small angle withinp/4.

The iodine production rate and the normalized intensity
of simultaneously detected subharmonic emission at 0.515
MHz are contour-plotted in Fig. 6~a! and~b!, as a function of
the fundamental and the second-harmonic spatial average in-
tensities,I S1 and I S2, on the horizontal and the vertical axes,
respectively. Three insonation experiments were made every
1.25 W/cm2 of the fundamental and second-harmonic inten-
sities up to 5 W/cm2. Subharmonic emission intensity was
averaged for 1 min and for three times, and then normalized
so that the maximum intensity equals to 100. Synergy be-
tween the fundamental and the second harmonic is clearly
seen in both plots. This was best demonstrated by the con-
tours at relatively low iodine production rates and subhar-
monic emission intensities. The iodine production rate of 5
mM/min was obtained at a total acoustic intensity of approxi-
mately 2 W/cm2 with second-harmonic superimposition,
while at least 4 W/cm2 was needed when only one frequency
was used.

The sonochemical reaction rate and the acoustic emis-
sion strength correlate well not only in the phase dependence
~Fig. 5! but also in the intensity dependence~Fig. 6!. Similar

FIG. 5. Iodine production rate and subharmonic emission intensity as a
function of the spatial-average second-harmonic phaseF2. Here, the acous-
tic pressureA at point r at time t is written asA(r ,t)5a1(r )cos„vt
1 F1(r )…1 a2(r )cos@2„vt 1 F1(r )…1 F2(r )#, wherea1anda2werechosen
so that the spatial average intensity at each frequency was 2.3 W/cm2. Each
point and vertical bar represent the average6 standard deviation of three
insonation experiments. The intensity of subharmonic emission at 0.515
MHz was normalized to the maximum. The acoustic pressure waveforms
corresponding toF25p/4, ~3/4!p, ~5/4!p, and ~7/4!p are schematically
shown, too.
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dependency was also observed for acoustic emission at other
fractional harmonic frequencies such as 1.585 or 2.615 MHz.
These results indicate that the second-harmonic superimpo-
sition accelerates sonochemical reactions by enhancing
acoustic cavitation. Theoretically,23,26 the second-harmonic
phase maximizing the peak rarefaction is thought to give the
highest bubble growth rate due to rectified diffusion when
the bubble is much smaller than the resonant size. When it is
resonant at the second-harmonic frequency, the optimum
phase for bubble growth should be advanced byp/2 since
the bubble response is retarded byp/2 at the resonant
frequency.15 Since the observed optimum phase was between
those of the above two cases, it is reasonable to think that the
second-harmonic superimposition mainly enhances the
bubble growth rather than its collapse to cause enhancement
of cavitation. If its collapse were the process being enhanced,
the optimum phase would have been close to the phase maxi-
mizing the peak positive pressure.

C. In vivo experiment

A typical gross pathology of mouse liver tissue damage
produced by focused ultrasound with second-harmonic su-
perimposition is shown with a ruler in millimeters in Fig.
7~a!. This tissue sample was excised and fixed in 10% for-
malin immediately after insonation, and it was later stained
with hematoxylin and eosin~H & E! for histological exami-
nation. Its histologic section was shown in Fig. 7~b!. The
mouse liver was insonated at focal-spot average acoustic in-
tensities of 2 W/cm2 at both 0.5 and 1 MHz after intravenous
administration of erythrosine. The hemorrhagenic region,
3–4 mm in diameter, approximately matches the focal spots

FIG. 6. In vitro enhancement of sonochemically active cavitation by second-harmonic superimposition.~a! Iodine production rate and~b! subharmonic
emission intensity at 0.515 MHz are contour-plotted as a function of the spatial average intensities at 1.03 and 2.06 MHz,I S1 and I S2, on the horizontal and
the vertical axes, respectively. Focal-spot average intensities at 0.5 and 1 MHz. Subharmonic emission intensity was averaged for 1 min and then normalized
so that the maximum intensity equals to 100.

FIG. 7. Typical tissue damage produced by focused ultrasound with second-
harmonic superimposition.~a! A gross pathology and~b! a histologic section
of a damaged mouse liver tissue are shown. The ruler in~a! is in millime-
ters. The mouse liver was insonated at focal-spot average acoustic intensities
of 2 W/cm2 at both 0.5 and 1 MHz after intravenous administration of
erythrosine. Histologic region on the left seen in~b! corresponds to the
hemorrhagenic region.
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of both fundamental and second-harmonic. Histology on
both sides of the boundary of the hemorrhagenic region is
seen in Fig. 7~b!. The histologic region on the left, which
corresponds to the hemorrhagenic region, shows a high
erythrocyte concentration and a high proportion of hepato-
cyte necrosis. The region on the right, in contrast, shows no
significant change.

Such hemorrhagenic tissue damage was always paired
with fractional harmonic emission, which was detected while
the damage was being produced but not before its production
started. Typical acoustic emission spectra obtained at focal-
spot average acoustic intensities of 1 W/cm2 at both frequen-
cies with erythrosine are shown in Fig. 8. The dotted and
solid lines, respectively, denote the 5-s average power spec-
tra of acoustic emissions right before and during the produc-
tion of focal tissue damage. Fractional harmonic components
at 0.25, 0.75, and 1.25 MHz are clearly seen in the spectrum
during the production but not in the spectrum before. Since
fractional harmonic emission induced by ultrasound is
known to be specific to acoustic cavitation,12 the observed
hemorrhagenic focal tissue damage was likely to be prima-
rily due to the cavitational rather than thermal effect of ul-
trasound. When a liver lobe was not located in the focal
zone, no fractional harmonic emission above the noise level
was detected up to a total focal-spot intensity of at least 30
W/cm2.

The temperature rise in the liver tissue during insonation
reached a plateau within 1 min and was less than 2 °C even
at a focal-spot average intensity of 24 W/cm2 at 1 MHz with
the thermocouple tip located in the middle of the liver lobe
thickness and at the focus. It was approximately twice as
high for 1 as for 0.5 MHz at the same acoustic intensity with
the same thermocouple location. This small temperature rise

was primarily due to the degassed saline at constant tempera-
ture, cooling the thin mouse liver lobe from both sides. This
level of temperature rise is not likely to induce thermal dam-
age of tissues during such a short period of time.29

The effect of intensity combinations on producing cavi-
tational tissue damage with and without administration of
erythrosine are shown in Fig. 9~a! and~b!, respectively. The
results are plotted with the fundamental and the second-
harmonic focal-spot average intensities,I S1 and I S2, on the

horizontal and vertical axes, respectively. Note that the
scales are magnified twice in Fig. 9~a! than in~b!. Each point
represents the result of three mice. Solid and open circles
correspond to intensity combinations with which focal tissue
damage was produced in all and none of the three mice,
respectively. Circles, two thirds and a third of which are
filled, correspond to combinations with which focal tissue
damage was produced in two and one of the three mice but
not in the others, respectively. Each insonation was contin-
ued for a maximum of 3 min until tissue damage was ob-
served. In Fig. 9~a!, some results without erythrosine were
also plotted with triangles for comparison.

Synergism between the fundamental and the second har-
monic in producing cavitational tissue damage is quite dis-
tinctive in the presence of erythrosine@Fig. 9~a!#. Cavita-
tional tissue damage was observed when focal-spot average
acoustic intensities at both frequencies was 1 W/cm2 or
higher, while a focal-spot average intensity of at least 4
W/cm2 was needed for inducing such tissue damage when
only one frequency was used. In the absence of erythrosine
@Fig. 9~b!#, the observed synergism between the fundamental
and the second harmonic was relatively slight.

Single-frequency insonation at a focal-spot average in-

FIG. 8. Acoustic emission paired with hemorrhagic tissue damage produced by second-harmonic superimposition. The mouse liver was insonated at focal-spot
average acoustic intensities of 1 W/cm2 at both 0.5 and 1 MHz after intravenous administration of erythrosine. The power spectra of acoustic emissions, right
before and during the damage production, were averaged for 5 s, normalized to the maximum, and plotted with dotted and solid lines, respectively.
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tensity of 20 W/cm2 did not produce focal tissue damage
without administration of erythrosine@Fig. 9~a!#. This inten-
sity level corresponds to spatial peak intensity of 77 and 92
W/cm2 at 0.5 and 1 MHz, respectively. These are consistent
with earlier reports on focal lesion formation, in which the
spatial peak intensity threshold for liver tissues was higher
than a few hundred W/cm2.30

Martin et al. reported19 that they observed cavitational
damage in mouse liver tissue at 0.8 MHz at a focal-spot
average intensity of a few W/cm2, which was an order of
magnitude lower than the threshold observed in our study.
They attributed the low intensity threshold to the initiation of
cavitation within the saline coupling medium rather than in
the tissue. A much higher cavitation threshold in the cou-
pling medium was achieved in our experiments by degassing
the saline continuously and by configuring the insonation to
restrain standing waves from being generated near the liver
lobe. Since erythrosine has been reported to reducein vitro
cavitation threshold in aqueous solutions,28 the observed dis-
tinctive difference between thein vivo experimental results
with and without administration of erythrosine can be ex-
plained much more easily by attributing it to cavitational
events in the tissue rather than in the saline.

The above describedin vivo experiment was not in-
tended to determine the optimum second-harmonic phase for
inducing cavitational tissue damage. Further studies are
needed to find out whether it is similar to thein vitro opti-
mum phase. Carstensen and his co-workers investigated the

effect of asymmetric, distorted waveform on inducing cavi-
tational bioeffects.31 Although the fundamental and the sec-
ond harmonic were the two predominate components of the
distorted waveform, only a particular second-harmonic phase
arising from waveform distortion due to nonlinear propaga-
tion of finite amplitude ultrasound was tested in their experi-
ments. Furthermore, the pulse length they used was about ten
wavelengths, which might be too short for bubbles to grow
by rectified diffusion. These might help to explain why the
distorted pulse did not result in a higher killing ratio than the
sinusoidal pulse at the same acoustic intensity in their experi-
ments.

D. Acoustic field design

The transducer used in this paper was designed so that
the second harmonic was superimposed on the fundamental
selectively in the focal zone as shown in Fig. 2. This design
has two advantages. First, the observed synergism can take
place only in the focal zone, neither in front of nor beyond it.
This longitudinal spatial selectivity can be even better if the
in vivo effect of second-harmonic superimposition is as
phase sensitive as thein vitro effect. Second, the effect of
distortion due to nonlinear propagation on the superimposed
waveform in the focal zone can be minimized thereby if it is
significant for therapeutic insonation at higher intensity lev-
els.

These may provide good control for the sonodynamic

FIG. 9. In vivo enhancement of cavitational tissue damage production by second-harmonic superimposition. The results~a! with and~b! without administra-
tion of erythrosine~50 mg/kg! are plotted with the fundamental and the second-harmonic focal-spot average intensity on each axis. The scales are magnified
twice in ~a! relative to~b!. Each point represents the result of three mice. Solid and open circles correspond to intensity combinations with which focal tissue
damage was produced in all and none of the three mice, respectively. Circles, two thirds and a third of which are filled, correspond to combinations with which
focal tissue damage was produced in two and one of the three mice but not in the others, respectively. In~a!, some results without erythrosine were also plotted
with triangles for comparison.
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treatment employing second-harmonic superimposition and
prevent potential side effects which might occur outside the
treatment region. Further experiments using thick tissues are
needed to confirm the longitudinal spatial selectivity of this
approach. The liver lobes used in thein vivo experiment in
this paper were too thin for this purpose. In the experiments
using thick tissues, the temperature rise in the tissue may no
longer be small enough to ignore.32,33

III. CONCLUSION

It was found that acoustic cavitation can be an order of
magnitude enhanced by superimposing the second harmonic
on the fundamental. Significant synergistic effects between
the fundamental and the second harmonic were observed in
both in vitro and in vivo experiments using a progressive
wave field. A significant effect of second-harmonic superim-
position was observed onin vitro sonochemical reaction and
on the fractional harmonic emission simultaneously detected.
The intensity threshold forin vivo production of focal tissue
damage paired with fractional harmonic emission was sig-
nificantly lowered by second-harmonic superimposition es-
pecially with intravenous administration of erythrosine, a
sonodynamically active xantine dye. Insonation with second-
harmonic superimposition in combination with such a sono-
dynamically active agent may have potential use for selec-
tive tumor treatment.
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Songbirds vocalizing in helium show a change in the spectral quality of their vocalizations. This
effect is due to an increase in the speed of sound in helium that in turn alters the resonance
properties of the vocal tract. Here, this approach is extended to a psittacine, the budgerigar
~Melopsittacus undulatus!, whose syringeal anatomy and innervation differ from that of a songbird.
Contact calls from birds vocalizing in heliox~70/30 helium/oxygen environment! showed an overall
increase in the amount of energy at frequencies above the fundamental, slight changes in the
frequency of the fundamental and harmonics, and some change in the level of harmonics. Calls
produced by a syringeally denervated bird showed more dramatic changes. Recordings from live
birds were compared with sounds produced by various simple ‘‘artificial’’ tracheal and syringeal
models. Results suggest that budgerigars produce contact calls using the syringeal membranes as a
unitary sound source which produces acoustic energy in a narrow frequency band whose
fundamental frequency is matched to the resonant frequency of the trachea. The syrinx is not
normally coupled to the tracheal resonator, and resonances probably play only a minor role in
shaping the spectrum of contact calls. ©1997 Acoustical Society of America.
@S0001-4966~97!03101-9#

PACS numbers: 43.80.Ka, 43.70.Aj, 43.72.Ar@FD#

INTRODUCTION

Sound production in birds has historically been viewed
as different from that of humans and other mammals. Hu-
mans produce speech beginning with an interruption of air
flow across the vocal cords~i.e., vibration of the vocal
cords!. The filtering properties of the vocal tract, which can
be modified both by constrictions of the tract and by move-
ment of the tongue and lips, shape the resulting sound spec-
trum ~e.g., Rossing, 1989!. The rate of vibration of the vocal
cords is determined primarily by their mass and tension and
normally undergoes little change during speech production.
In humans, the vibrations of the vocal cords act indepen-
dently of the resonant cavities of the vocal tract. The human
vocal tract can be modeled fairly effectively by a single tube
extending from the vocal cords to the lips. The resonant fre-
quencies of such a tube, closed at one end by the glottis and
open at the lips, are its odd harmonics. The fundamental
frequency of a human voice in helium gas does not change
significantly because helium does not affect the vibration
frequency of the vocal cords~Beil, 1962!. However, helium
does affect the speed of sound thus altering the bandpass or
resonance characteristics of the vocal tract. Speech produced
in helium compared to air contains more energy at higher
harmonics and less energy at lower harmonics with no
change in frequency of the fundamental. This set of results is
taken as evidence that in humans the vocal cords~the source!
and the trachea~resonator! are uncoupled during speech pro-

duction. Here, we test whether a similar relation holds for the
budgerigar~Melopsittacus undulatus! syrinx and trachea.

Birds have syringes that contain specialized tympani-
form membranes~TMs! that act as acoustic sources when
caused to vibrate by air flow across their surface through the
Bernoulli effect ~Fletcher, 1992!. Whether vocal tract reso-
nances influence the characteristics of bird vocalizations has
been a long standing debate in the study of bird song. For
instance, analogies have often been drawn between bird pho-
nation and sound production by woodwind instruments.
These theories assume that the resonator~the trachea! is
coupled to the source~syringeal membranes! as with wood-
wind musical instruments~e.g., Nowicki, 1987; Nowicki and
Marler, 1988!. Still other research has suggested a closer
parallel between bird phonation and human sound production
~Nowicki, 1987!. In at least some songbirds, the syrinx and
trachea appear to be uncoupled with the resonant properties
of the vocal tract affecting the harmonic spectrum of vocal-
izations but not the fundamental~Nowicki, 1987; Westneat
et al., 1993!.

Most of the previous work on bird vocalizations has
been concerned with how birds produce tonal signals such as
the contact calls of budgerigars which are tonal, frequency
modulated signals falling in the spectral region of 2–4 kHz
~Dooling, 1986!. A review of the literature suggests there are
essentially three classes of models about how the avian syr-
inx and trachea produce tonal vocalizations. The first model
suggests that pure-tone whistles are obtained from harmonic
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signals generated by the syringeal source~this source can be
either a whistle or a vibrating membrane! with vocal tract
resonances acting to filter out all but a single dominant fre-
quency~i.e., the fundamental or sometimes the second har-
monic! ~e.g., Nowicki, 1987; Nowicki and Marler, 1988;
Westneatet al., 1993!. As in human speech production, the
source and the resonant tube appear to act in an uncoupled
fashion in this model so that tracheal resonances have little
or no effect on the behavior of the source. In this model, a
bird may be able to influence the output level, but probably
not the frequency, of the fundamental by changing its tra-
cheal resonances. It can potentially do this by increasing tra-
cheal length, partially obstructing the trachea with the
tongue, or flaring the beak~Podoset al., 1995; Westneat
et al., 1993!.

A second model suggests that vocal tract resonances di-
rectly influence vibrational characteristics of syringeal mem-
branes by constraining them to vibrate in a more nearly sinu-
soidal fashion and at a particular frequency. In this model,
the bird controls the tonal properties of the sounds it pro-
duces by actively controlling the resonant properties of the
tracheal filter by the same mechanisms described above—all
of which can potentially influence the pattern of vibration of
the syringeal membranes. The defining characteristics of this
model are that the behavior of the syringeal membranes can
be modified by tracheal resonances, and the syringeal source
must be strongly coupled to the trachea.

Finally, there is a logical third possibility that, like the
first model, does not require that the syringeal source and the
trachea be strongly coupled. In this model, a bird first
changes the spectral quality of the sounds it produces by
altering the vibration pattern of the syringeal source through
neuromuscular control of membrane location and/or tension.
The bird then adjusts its tracheal resonances to actively
‘‘track’’ these new vibration frequencies~Nowicki, 1987!. In
this model, the syringeal source and the trachea are either
uncoupled or weakly coupled so that they act in an indepen-
dent but coordinated fashion.

What makes this issue interesting is that there is tremen-
dous variation in vocal production among species of birds,
and it is unlikely that there is one mechanism that accounts
for all avian vocalizations or even that only one mechanism
operates exclusively in a single species. Songbirds, for in-
stance, have a bronchiosyrinx with one ‘‘syrinx’’ in each
bronchus~four membranes!, which are separately innervated,
while psittacines have a tracheosyrinx consisting of two
membranes at the bronchotracheal junction and a hemides-
cussate innervation pattern~Gaunt, 1983!. Taken together,
the models described above touch on a number of unresolved
issues in the study of vocal production in birds including:~1!
whether the trachea acts as an acoustic filter that enhances
and/or suppresses part of the spectrum of the vocalizations;
~2! whether the trachea functions as a tube that has both ends
opened~at the syrinx and the beak!, both ends closed, or only
one end open~beak!; ~3! whether the resonances of the avian
vocal tract are passive characteristics of the tube or actively
manipulated by the bird;~4! whether the syringeal mem-
branes~the vibrating sources! are coupled to the trachea~the
resonator!; and finally, ~5! whether the two syringeal mem-

branes act as independently vibrating sources if they are
physically coupled to a same trachea.

It is worth noting that recent accounts of sound produc-
tion in birds have concentrated on the effects of the tracheal
tube on sound produced by the vibrating syringeal mem-
branes~see, for example, Fletcher, 1992; Nowicki and Mar-
ler, 1988; Suthers, 1994; Westneatet al., 1993!. The band-
pass or resonant properties of the passive trachea depend on
its length and shape. Both the resonant frequency and the
width of the resonance filter can affect the shape of the out-
put spectrum. As far as we know, the resonant properties of
the passive trachea have not been directly measured in birds
but arguments based on indirect evidence, from analyses of
songbird vocalizations, strongly point to an important role in
vocal production at least in some species~see, for example,
Myers, 1917; Nowicki, 1987; Sutherland and McChesney,
1965; Suthers, 1990, 1994!.

Much of the previous work on the mechanisms of avian
sound production has been conducted on songbirds, and
some of the logic that arises from these studies is the follow-
ing. In songbirds, if the two syringeal membranes cansimul-
taneously produce two, harmonically unrelated tones of
about the same intensity, then the bandwidth of the tracheal
filter must be quite broad or only low pass with a relatively
high cutoff frequency~Greenewalt, 1968!. The nonsimulta-
neousproduction of two harmonically unrelated tones, on the
other hand, could result from a trachea which acts as either a
broad filter, only a low-pass filter, or as a variable filter that
is capable of rapid adjustments either in frequency or band-
width ~Nowicki, 1987; Suthers, 1990!. Gauntet al. ~1982!
have shown that active frequency modulations can be en-
tirely source generated from adjustments of the syringeal
configuration through the action of the syringeal muscula-
ture.

So at least for songbirds then, the data show that some
aspects of the mechanism~s! by which the bird produces
tonal sounds can be teased apart from experiments with birds
vocalizing in a mixture of air and helium~heliox!. A song-
bird whose syringeal membranes and trachea are uncoupled
should show no change in the frequency of the fundamental
but a decrease in its relative amplitude when vocalizing in
heliox. Depending on the harmonic content generated by sy-
ringeal vibration, a vocalization produced in heliox may also
show an increase in amplitude of specific harmonics and an
attenuation of others. Some previous work~see Nowicki and
Marler, 1988 for review! has shown that the tonal quality of
some bird vocalizations bears a strong resemblance to
sounds produced by wind instruments—implying that the
characteristics of a bird’s vocal tract can affect the funda-
mental frequency of the song it produces~Nowicki, 1987;
Nowicki and Marler, 1988!. A wind instrument, such as a
trombone, provides a standard model for such effects. The
tube component of a trombone~which has certain bandpass
or resonance properties! is coupled to the sound source~the
lips!. When a resonator is strongly coupled to a source, the
source is forced to match its vibrations to the harmonic spec-
trum of the resonator~e.g., Greenewalt, 1968!. Because of
this coupling, the spectrum of a sound played by a trombone
in helium shows an increase in the fundamental frequency in
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the same proportion as the increase in the resonances of the
corresponding tube. Thus, a bird whose syringeal membranes
and trachea are coupled, should show the same effects as
those shown by a trombone—changes in tracheal resonances
should alter the vibrational pattern of the syringeal mem-
branes thereby increasing the frequency of the fundamental.

Data from songbirds vocalizing in heliox also address
the issue of whether vocalizations are solely source
generated or modified by the resonances of the vocal tract
~Nowicki, 1987; Nowicki and Marler, 1988; Nowickiet al.,
1989!. Constant frequency song elements produced in air
have no overtones, while the same constant frequency song
elements produced in heliox show increased energy at har-
monic overtones of the fundamental. These results suggest a
potential role for vocal tract resonances in avian sound pro-
duction. Harmonic overtones appearing in vocalizations pro-
duced in heliox, but not in air, would obtain if the bird’s
vocal tract normally acts as a narrow acoustic filter centered
on the fundamental frequency~Nowicki, 1987!.

Suthers~1994! recently extended work on acoustic reso-
nance in avian sound production to a nonsongbird, the oil-
bird ~Steatornis caripensis!. In this species, anatomical dif-
ferences between the left and right bronchus lead to
differences in filtering properties that are realized as different
formants in the oilbirds’ social vocalizations. The effect of
structural changes in vocal tract parameters on vocalizations
in birds, in general, has not been well studied. Interestingly,
others have recently reported a positive correlation between
beak gape and sound frequency in the song of two species of
sparrows~Zonotrichia albicollisandMelospiza georgiana!
~Westneatet al., 1993!. This is an interesting approach since
it could reveal the mechanisms by which birds might alter
the resonant properties of the vocal tract and affect the spec-
tral quality of vocal output.

In the following experiments, we sought to learn the
extent to which resonances of the vocal tract influence vo-
calizations produced by a psittacine species, the budgerigar.
The budgerigar represents an interesting addition to previous
studies for several reasons. First, this species has an unusu-
ally complex vocal repertoire consisting of both tonal and
broadband sounds~Dooling, 1986; Farabaughet al., 1992!.
Second, the budgerigars’ syringeal anatomy and innervation
differ considerably from that of songbirds and other nonpsit-
tacines~see Gaunt, 1983; Heatonet al., 1995; Manogue and
Nottebohm, 1982; Nottebohm, 1976!. Third, budgerigars
learn their contact calls throughout life~Dooling, 1986; Fara-
baughet al., 1994!. The calls are tonal, frequency modulated
vocalizations that average about 150–200 ms in duration,
with energy concentrated in the frequency region of 2–4 kHz
~Dooling, 1986; Doolinget al., 1987!. Contact calls also
show no apparent sexual dimorphism and yet have patterns
of frequency modulation that can differ dramatically between
birds. Each individual bird generally produces one to several
call types, but the pattern of frequency modulation within
each call type is highly stereotyped from one rendition to
another~Brockway, 1969; Dooling, 1986; Wyndham, 1980!.
Birds typically produce contact calls when they are separated
from flock mates, in flight, or preparing for the evening roost
~Wyndham, 1980!.

To summarize, budgerigars may control the spectral
content of contact calls by at least two general mechanisms.
They could produce a broadband harmonic signal at the
source~syrinx! which the trachea~resonator! subsequently
filters to produce a narrowband output. Moreover, the syrinx
and the trachea could function in an acoustically coupled or
uncoupled fashion. Alternatively, budgerigars could produce
a narrow-band acoustic signal at the source which is matched
to the resonant properties of the trachea. This system could
also operate in an acoustically coupled or uncoupled fashion.
In each case, the trachea alone could act as a tube opened at
both ends, closed at both ends, or closed at one end~syrinx!
and open at the other~beak!. These mechanisms lead to dif-
ferent predictions as to the effect of heliox on the production
of contact calls.

In the following experiments, we placed birds in an en-
vironment consisting of 70% helium and 30% oxygen~he-
liox! and examined the acoustic characteristics of contact
calls in this gas mixture. We also examined the effect of
heliox on simple sound producing whistles and tubes loosely
modeled after the budgerigar syrinx in order to better under-
stand the possible mechanisms budgerigars use to produce
vocalizations.

I. METHODS

A. Subjects

A total of eight adult budgerigars~seven males, one fe-
male! served as subjects in this experiment. We housed the
birds in an avian vivarium at the University of Maryland and
kept them on a photoperiod correlated with the season. As a
test of whether the vocal tract resonances are actively con-
trolled, one subject underwent bilateral tracheosyringeal~ts!
nerve resections to denervate its syrinx. Briefly, we anesthe-
tized the bird with an intramuscular injection of ketamine
hydrochloride ~40 mg/kg! and xylazine hydrochloride~10
mg/kg! mixed in a 0.7% saline vehicle. We resected at least
1 cm of its ts nerve bilaterally through a small incision in the
plucked skin of the neck and closed the incision with Nexa-
band S/C liquid.

B. Apparatus

We recorded the birds in a small wire mesh cage~1137
38.5 in.3! which was placed within an airtight Plexiglas box
~27314317.5 in.3!. The Plexiglas box could then be filled
with heliox ~a gas mixture consisting of 70% helium and
30% oxygen, Matheson Gas, Inc., New Jersey! which was
released from a pressurized tank fitted with a regulator. The
heliox entered the Plexiglas box through a 1-in.-diam hole in
the floor of the box. Due to properties of lighter gases, the
heliox rose to the top of the box and in effect pushed the air,
the more dense gas, toward the bottom of the tank where it
escaped through a small opening.

The interior of the Plexiglas box contained a perch, and
the box was insulated on four sides with 1-in. acoustic foam
~Sonex! to reduce sound reflection. A window~3 in.2! was
cut in the foam on one side to allow the test bird to view
other birds. An omnidirectional Realistic electret tie pin mi-
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crophone~frequency response 50–15 000 Hz!, connected to
a reel-to-reel Teac A-3440 four-track tape recorder, was used
to record the test birds’ calls. This microphone was mounted
directly above the wire cage that housed the test bird. We
positioned a second microphone and a high-frequency click
generator at approximately the same height as the head of the
bird and about 10 cm apart, to measure the velocity of sound.
This second 1/2-in. microphone was connected by a 3-m
extension cable to a precision sound level meter~SLM!
~General Radio model 1982!, and the ac output of this SLM
was displayed on an oscilloscope~Hitachi, V-212!. The click
generator consisted of a custom built driver and a high-
frequency condenser speaker~Machmerthet al., 1975!. The
click generator produced 50-ms duration clicks delivered at
the rate of 200 Hz. To measure propagation time, a trigger
pulse from this driver also initiated the oscilloscope sweep
trace. We monitored the temperature and calculated the ve-
locity of sound in air according to the following formula:

Velocityair5331.4„11~ t/273!…1/2

with t5temperature in °C~Weastet al., 1987, p. F-108!. The
velocity of sound in the heliox mixture was derived from the
change in propagation time of the click~a halving of the
propagation time means a doubling of sound velocity!.

In addition to taking recordings from live birds, we also
constructed several ‘‘artificial’’ syringes consisting either of
toy plastic whistles of different lengths or small diameter
plastic tubes of roughly the diameter and length of the bud-
gerigar trachea. For one model, vibrating ‘‘membranes’’
constructed from small, stretched pieces of latex cut from a
rubber condom were used as the source. The acoustic output
from these simple sound-producing instruments were mea-
sured in air and heliox and, in the case of the tube plus latex
membrane, the vibration of the latex membranes were mea-
sured simultaneously. Spectra were calculated by placing the
microphone of the sound level meter at the end of the tube
and passing the ac output to a Stanford Research Systems
FFT spectrum analyzer~model SR760! or a Bruel & Kjaer
model 4181 probe microphone, amplifier~B&K type 2609!
and signal analyzer~HP 3562A!. The vibrations of the latex
membranes were measured with a Dantec type 41X60 laser
Doppler vibrometer~Klump and Larsen, 1992!. These mea-
sures were compared to calls produced by live birds to gain
insight into the possible mechanisms of sound production in
budgerigars.

C. Procedure and analysis

1. Recording

Each bird was placed in the small wire mesh cage after
being isolated from all other birds for at least 1–2 h. The
Plexiglas box was placed over the smaller cage, and it was
sealed with vaseline to reduce leaks. We calculated the speed
of sound in air from the ambient temperature. Once a record-
ing session began, a cage containing several other budgeri-
gars was placed within view of the bird in the Plexiglas box.
At least 10–20 contact calls were elicited from the test bird
in the normal air environment. When the bird produced the
selected number of calls, the other birds were placed out of

sight of the test bird. The regulator to the heliox tank was
then set to release heliox into the Plexiglas box slowly. The
click generator was then turned on and changes in the speed
of sound with increasing concentrations of helium were cal-
culated from the oscilloscope trace every 15 min. Once
sound velocity remained unchanged for at least 15 min, the
cage containing the other budgerigars was again placed in
view of the test bird, and the bird’s calls were recorded in
heliox. On average, this steady-state concentration of heliox
was reached in 50 min.

Theoretically, the velocity of sound at 0 °C should in-
crease from 331 m/s to 506 m/s when air is replaced by a
mixture of 70% helium and 30% oxygen~Weastet al., 1987,
p. F-104!. This increase in velocity should cause the resonant
frequencies of a simple tube to increase by 52.9% at 0 °C.

2. Analysis

Nine calls from each bird in air and heliox were sampled
at a rate of 40 960 Hz by a Kay 5500 real time analyzer and
stored as files on a microcomputer. The Kay real time ana-
lyzer was set to compute spectra from 0 to 16 kHz. In addi-
tion, we converted each call to a pattern of spectro-temporal
values using a fast Fourier transform~FFT! based commer-
cial software package calledSIGNAL ~Version 2.20; Beeman,
1992!. These calls~n518! for each subject were analyzed
for similarity using a spectrogram cross-correlation tech-
nique ~Clark et al., 1987! to determine the variance in call
production. Power spectra were calculated using a 8192-pt
FFT resulting in a spectral line every 5 Hz. To reduce the
number of data points for each call, the spectral lines were
averaged over bandwidths of 100 Hz to produce final power
spectra consisting of 91 intensity values from 0.1 to 10.0
kHz in steps of 100 Hz.

Budgerigars produce contact calls that are quite stereo-
typed but the intensity can vary from call to call, especially if
the bird changes position relative to the microphone. To
minimize the effect of intensity variation among calls pro-
duced in each condition, the spectrum for each call was nor-
malized to its peak frequency~the fundamental!. Using the
measured increase in the speed of sound in heliox as an
index, the hypothesized shift in fundamental frequency was
calculated. The dependent variable in this experiment was
taken as the total energy in the14 octave frequency band
around this frequency for each call produced in air and in
heliox. The amount of energy in this band for calls produced
in air versus calls produced in heliox was compared using a
two way repeated measures ANOVA. We expected that an
upward shift of tracheal resonances would lead to an increase
in energy in the band of frequencies above the fundamental.
A paired t test was used to test resonance effects in the one ts
nerve resected bird.

Several additional steps were taken to characterize the
effect of tracheal resonances further. First, Nowicki and Mar-
ler ~Nowicki, 1987; Nowicki and Marler, 1988! have shown
in songbirds that within the production of a single song,
some constant frequency portions of the song will show evi-
dence of harmonics appearing in heliox while other adjacent
portions will not. One interpretation of these results is that
some birds may be capable of rapidly~i.e., on a note by note
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basis! adjusting their tracheal filter. Unfortunately, budgeri-
gar contact calls do not lend themselves well to such an
analysis since the entire call is only about 200 ms in duration
and they tend to be frequency modulated. Usually there are
one to a few ‘‘constant frequency’’ segments in each call but
these are rarely adjacent. Nonetheless, we extracted these
portions from each call and analyzed them by a spectral
analysis and by zero crossing analysis~constancy of intona-
tion according to Greenewalt, 1968! to look for overtones.

Second, as a way of separating the effects of tube reso-
nances from other contributions to vocal output, we mea-
sured the acoustic output from 2 mm in diameter soft plastic
tubes with lengths of 3.5, 5.5, 6.5, and 7.5 cm in air and in
heliox. These lengths bracket the length of the typical bud-
gerigar trachea plus buccal cavity. Broadband noise or a
swept pure tone was presented through a small speaker
~2P20A, 8V! mounted in the large end of an infant oto-
scopic speculum. The small end of the speculum was in-
serted in the plastic tube 1.5 cm from one end. We also
measured the acoustic output of a 5-cm whistle in air and
heliox which was attached to a turkey baster. Squeezing the
hollow, pliable rubber bulb of the baster produced rather
uniform air flow through the whistle for 300–500 ms as evi-
denced by a relatively constant pitch.

The acoustic spectrum of the sound emanating from
these tubes and whistles was calculated with the spectrum
analyzer. The final spectrum consisted of an average of 500
spectra for each condition for each tube length, in air and in
heliox, and with these tubes open at both ends or closed at
the end nearest to the insertion of the speculum. The reso-
nance spectra were obtained by subtracting the spectrum
taken at the speculum~without a tube attached! from the
spectrum obtained from the speculum plus the tube. These
tests were conducted in a foam-lined Plexiglas box~20.5
311313 in.3! similar but smaller than that used to record the
birds. The change in the speed of sound provided a direct
measure of the exact concentration of helium.

For the more realistic psittacine syrinx, we also used
stretched latex over two holes on opposite surfaces of a 2
mm in diameter plastic tube. The length of the tube from the
membranes to the tip was 5.5 cm. Changing the tension on
the latex membrane changed the frequency of vibration of
the membranes. For a fixed tension that produced a funda-
mental frequency of vibration around 3 kHz, we concurrently
measured the vibration of one membrane with a Dantec laser
Doppler vibrometer and the acoustic output at the end of the
tube with a Bruel & Kjaer 4181 probe microphone under
various conditions. Briefly, we placed small reflecting
spheres~Scotchlite, 30–50mm diameter, weight,1 mg! on
the membrane to improve signal-to-noise ratio. The laser was
focused on the sphere and vibration measured in the manner
described by Klump and Larsen~1992! for tympanum vibra-
tion in live birds. We compared acoustic output and mem-
brane vibration for conditions including changes in tube
length, flaring of the distal end of the tube~mimicking the
effects of beak opening!, partial obstructions of the distal end
of the tube at different locations~mimicking the effect of
different tongue placements!, and other manipulations~e.g.,

loading with rubber cement, tearing, reducing tension! to
only the contralateral of the two membranes.

II. RESULTS

A. Recordings from live birds

Spectrogram cross correlations generated bySIGNAL

provided a quantitative check that each bird always produced
the same call type in air as in heliox. The nine renditions of
dominant call types from the seven normally innervated
birds showed an average correlation of 0.80 in air and 0.83 in
heliox, with intensities ranging 73–88 A-weighted sound
level in dB in air and 60–82 dB in heliox. The overall cor-
relations for the calls produced by the ts nerve resected bird
were 0.75 in air and 0.66 in heliox and intensities ranged
from 63 to 77 dB in air and were constant at 68 dB in heliox.

Peaks in the total power spectrum of budgerigar contact
calls appear at both odd and even harmonics. This suggests
that the trachea acts predominantly as a tube open, or closed,
at both ends creating resonances appropriate to1

2 the tube
length, f n5(nv)/(2l ). An adult budgerigar’s trachea mea-
sures approximately 5 cm from the glottis to the bottom of
the syrinx. Using this length in the formula above, the fun-
damental (H1) should theoretically occur at 3310 Hz, the
second harmonic (H2) at 6620 Hz, and the third (H3) at
9930 Hz. The average frequency value of the fundamental
and harmonics across birds was 34136439 Hz for the fun-
damental, 68426861 Hz for the second harmonic, and
10 25761293 Hz for the third harmonic. This is a difference
of 3.1%, 3.1%, and 3.3%, respectively. From the speed of
sound and the fundamental frequency of each bird’s call, we
estimated the effective length of a tube, open at both ends,
having a resonance centered at the bird’s fundamental fre-
quency to be about 5 cm, which is identical to the length of
the actual tracheal taken from a dead budgerigar.

The average sound velocities calculated from the clicks
produced in air and heliox for the eight subjects were 345.5
61.5 m/s and 485614.4 m/s, respectively. This change in
sound velocity results in an increase of 40% in the resonant
frequencies of a simple tube and corresponds to an average
steady-state concentration of helium in the Plexiglas box of
6762%. This is very close to the maximum attainable con-
centration of 70%. The velocity of sound in air and heliox
and the relative percent increase between air and heliox for
each bird are given in Table I.

Figure 1 shows the sonagrams of one token dominant
contact call type, from four birds, recorded in air and heliox.

TABLE I. Velocity of sound in air and heliox for each bird.

Bird
Air velocity

~m/s!
Heliox velocity

~m/s! % Shift

93-20 343 485 41
93-14 345 495 44
92-02 346 485 40
92-06 347 490 41
91-10 345 449 30
91-12 345 487 41
93-06 346 489 41
90-03* 348 500 44
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Three sonagrams were from normally innervated birds and
one from the ts nerve resected bird. In the sonagrams of calls
produced by normal birds in heliox, energy appeared at har-
monic frequencies around 5–6 kHz that was not present in
calls produced in air. The sonagrams of calls produced by the
ts nerve resected bird~90-03* ! showed more complex ef-
fects. For this bird, the fundamental frequency increased sig-
nificantly as reflected by the greater separation between the
harmonics in calls produced in heliox compared with those
produced in air~Fig. 1!.

Figure 2 shows the average total power spectra of the
nine calls for four birds whose contact calls are shown in Fig.
1. There is a shift of energy to frequencies above the funda-
mental in the three normally innervated birds but little
change in the fundamental. There is significantly more en-
ergy in the 1

4 octave band above the fundamental in calls
produced in heliox as compared to air@F~1,6!510.26;
p,0.05#. The average shift in spectra for all calls produced
in air compared to heliox by normally innervated birds is
shown in Fig. 3. By contrast, the bird that received bilateral
ts nerve resection produced calls in heliox showing a large
increase in the frequency of the fundamental and its harmon-
ics compared to calls produced in air~t523.73; p,0.05!.
The fundamental frequency (H1) increased 61% and the
harmonics~H2, H3, and H4! increased 59%, 61%, and
46%, respectively.

To obtain a more precise estimate of shifts in frequency
and amplitude of vocalizations produced in heliox, we se-
lected a relatively constant frequency portion from each con-
tact call produced in air and heliox and analyzed only these
pieces. For normally innervated birds, the frequency content
of these call portions was analyzed by a zero crossing analy-
sis followed by average frequency plots of the zero crossings
for each call. The period~frequency! with the highest count
for calls was correlated with the peak in the power spectrum
of these constant frequency portions and there was no sig-
nificant difference in peak frequency of the fundamental for

calls produced in air compared to those produced in heliox
@F~1,6!52.31; p.0.05#. Figure 4 shows the average fre-
quency plots for calls produced in air compared with calls
produced in heliox normalized to the predominate frequency.
The shape of these distributions confirms what was obtained
by computing the power spectra—these call portions are
relatively narrow band, show little evidence of side bands,
and show an upward shift in frequency in heliox. For com-
parison, a frequency distribution from a zero crossing analy-
sis of a 200-Hz band of noise is also shown. The intensity of

FIG. 1. Sonagrams of contact calls produced in normal air and in heliox~10-kHz analysis range, 300-Hz analysis bandwidth! for three budgerigars with
normally innervated syringes and one ts nerve resected budgerigar~90-03* !.

FIG. 2. Average power spectrum~40-kHz sampling rate, 10-kHz analysis
range, 8192-pt FFT, yielding a frequency resolution of 5 Hz! for the nine
contact calls presented in sonagraphic form in Fig. 1. In heliox, energy is
decreased in the 2–4 kHz range and increased in the 4–7 kHz range~dotted
line!. Intensity was normalized relative to the peak in the power spectrum.
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the fundamental relative to the intensity of the second har-
monic when birds were vocalizing in air compared to heliox
were also not significantly different@F~1,6!50.09; p.0.05#
by a power spectral analysis.

Of the six normally innervated birds, one bird~92-02!
was somewhat unusual in showing four relatively constant
frequency portions in its contact call. This provided the op-
portunity to examine several constant frequency portions in
the same call in air and in heliox. Figure 5 shows the power
spectra from four constant frequency portions within this
bird’s contact call produced in air and in heliox. Overall
these spectra show more energy at higher frequencies in calls
produced in heliox, but there were only slight shifts in the
frequency and intensity of the fundamental and harmonics,
and these shifts are not in a consistent direction.

B. Recordings from artificial sources

The control experiments with plastic tubes, whistles, and
‘‘artificial’’ syringes illustrated the effects of passive tube
resonances and several expected effects are shown in Fig.
6~a!–~d!. Opening and closing a 5.5-cm tube@Fig. 6~a!#
driven by a broadband white noise showed a shift in reso-
nance frequencies from both odd and even harmonics to only
odd harmonics. Changing the tube length also shifted reso-
nance frequencies as expected@Fig. 6~b!# and the resonance
shifts for the tubes open at both ends more closely matched
the peaks expected by the calculations~see Table II! than did
those of the tubes closed at one end. The upward shift in the
spectra of the noise emanating from a 5.5-cm tube open at
both ends in air and in heliox shown in Fig. 6~c! is also
predictable from the concentration of helium in the environ-
ment. In air, the fundamental resonance of this tube is at
3062 Hz, the second harmonic at 5969 Hz, and the third
harmonic at 8500 Hz. In heliox, the three peaks are shifted
upward an average of 35% so that the fundamental was lo-
cated at 4188 Hz, the second harmonic at 7938 Hz, and the
third harmonic at 11 563 Hz. Very similar effects occurred
when the sound source was changed from a small speaker
producing white noise to a 5-cm plastic whistle. The effect of
replacing air with heliox on the spectra obtained from the
plastic whistle is shown in Fig. 6~d!.

In aggregate, the effects shown in Fig. 6 with plastic
tubes and whistles can be explained by simple physical prin-
ciples involving a broadband or harmonic source, changes in
the speed of sound in air and heliox, and the resonances of a
simple tube. In these simple syringeal models, the source and
the resonating tube are clearly not coupled. The more realis-
tic syringeal model constructed from a 5-cm tube and two

FIG. 3. Paired t-tests were performed on each spectral line throughout these
average spectra and the symbols at the bottom show which of these spectral
lines were different between calls produced in air and in heliox. On average,
calls produced in heliox show less energy at 2.4–2.6 kHz~below the fun-
damental! and more energy at 4.3–5.9 kHz~above the fundamental! com-
pared to calls produced in air.

FIG. 4. Frequency plots for calls produced in air~solid line! and heliox
~dotted line! along with the frequency distribution resulting from a zero
crossing analysis of a 200-Hz band of noise~dashed line! are shown.

FIG. 5. Total power spectra for four flat segments within a single bird’s
~92-02! call. Other than an overall shift of energy to higher frequencies,
these spectra are noteworthy for their lack of consistent changes from air to
heliox. Intensity was normalized relative to the peak in the power spectrum.
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vibrating latex membranes driven by moving air from a tur-
key baster~the pressure source! showed different effects.
These changes from air to heliox were similar to those seen
in the calls of a normally innervated bird. Figure 7~a! shows
the effect of replacing air with heliox on the output from a
model syrinx with vibrating latex membranes. For compari-
son, Fig. 7~b! shows the effect of replacing air with heliox on
the constant frequency portion of the contact call produced
by a live budgerigar. In both cases, there is only a small
upward shift in the frequency of the fundamental with little
or no change in its amplitude—an effect that could be due to
the decreased load on the vibrating membranes from the
lighter gas, heliox. In both cases, there is also an overall shift
in energy to higher frequencies above the fundamental.

Figure 8 shows the relation between one of the vibrating
rubber membranes and the spectrum of the acoustic output at

the end of the 5-cm tube. Peaks in the vibration spectrum and
the acoustic spectrum are at exactly the same frequency. We
repeated these measures with different tube lengths~mimick-
ing putative tracheal changes when a bird stretches its neck!,
partial occlusion of the tube opening~as might occur from
occlusion by the tongue!, and flaring of the tube~loosely
modeling the effects of opening the beak!. None of these
manipulations had any effect on the relation between the
spectrum of the vibrating membrane and the acoustic spec-

FIG. 6. ~a! Total power spectra from a 5.5-cm tube open at both ends~solid line! and open at one end and closed at the other~dashed line!. ~b! Change in
frequency of the fundamental and harmonics as a function of tube length.~c! Total power spectra from a 5.5-cm tube open at both ends in air~solid line! and
heliox ~dotted line!. ~d! Total power spectra from a whistle played in air~solid line! and heliox~dotted line!.

FIG. 7. Example of the total power spectrum for the artificial syrinx com-
pared to the power spectrum of an unmodulated segment of a contact call for
bird 93-06. Intensity was normalized relative to the peak in the power spec-
trum.

TABLE II. Predicted and actual measures for resonance frequencies from a
5.5-cm tube.

Predicted Actual

Open Closed Open Closed

H1 3145 H1 1573 H1 3063 H1 2656
H2 6290 H3 4718 H2 5969 H3 4844
H3 9435 H5 7863 H3 8500 H5 7531
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trum measured at the output of the tube. Decreasing tension
on the opposite latex membrane, puncturing it, or loading it
with rubber cement resulted in a decrease in fundamental
frequency.

III. DISCUSSION

These experiments have attempted to elucidate the me-
chanical processes involved in the production of vocaliza-
tions by budgerigars. To return to the questions posed ear-
lier:

Can the trachea act as an acoustic filter which modifies the
spectrum of vocalizations?

The resonant frequencies of the trachea depend on the
length, diameter, and stiffness of the tissues. A wealth of
correlational evidence argues that the dominant frequencies
in the calls of birds are those syringeal membrane frequen-
cies that most nearly approach the tracheal resonant frequen-
cies ~see, for example, Sutherland and McChesney, 1965!.
The strong suggestion here is that the trachea~and probably
other air chambers! can act to enhance or dampen certain
harmonic overtones that provide timbre to a bird’s voice. But

there may be other possibilities as well. Zebra finches, for
example, can emphasize and suppress particular harmonics
in their calls and song syllables, and these patterns can be
learned~Williams et al., 1989!. Syringeally denervated zebra
finches presumably lack such timbre control suggesting that
some of the harmonic suppression found in normal zebra
finch song is accomplished by the syrinx and not the trachea
~Williams et al., 1989!.

The tonal, frequency modulated contact calls of budgeri-
gars have fundamental frequencies that fall between 2 and 4
kHz. Comparing the total power spectrum of the contact
calls produced in heliox with those produced in air shows an
increase at high frequencies, consistent with the notion that
energy in frequencies above the fundamental in air are nor-
mally attenuated by a tracheal filter centered around 3 kHz.
These results suggest that the trachea might be acting as a
broad, bandpass acoustic filter that shifts upward in fre-
quency in heliox, thereby slightly attenuating low-frequency
spectral components and simultaneously enhancing high-
frequency components of the vocalization spectrum.

Interestingly, a closer examination of brief, constant fre-
quency portions of contact calls, however, failed to show
either a consistent reduction in amplitude of the fundamental
or other changes in amplitudes of the other harmonics of
calls produced in heliox as compared with those produced in
air. This is in contrast to that reported by Nowicki~1987! for
the songbird. In theory, a filter centered over the fundamental
~and approximating the width of those shown for our plastic
tubes!, when shifted upward in heliox, should cause a de-
crease in amplitude of the fundamental and an increase in
amplitude of the second and perhaps the third harmonic over
calls produced in air. Instead, the frequency and amplitude of
the fundamental changed very little in calls produced in air
compared to those produced in heliox, and the amplitude of
the second harmonic showed no consistent change relative to
the amplitude of the fundamental.

In general, the findings in live birds are similar to results
from sounds produced in air and heliox by an artificial syrinx
consisting of vibrating membranes attached to a small diam-
eter tube approximating the length of the budgerigar trachea.
These results suggest that tracheal resonances do have a
slight effect but do not normally play a very large role in
determining the spectral content of contact calls.

Does the trachea function as a tube that is open at both ends
(syrinx and beak), closed at both ends or closed at one end
(syrinx)?

The preponderance of evidence both from the vocaliza-
tions of normally innervated birds, the syringeally dener-
vated bird, as well as from simple models of the avian syrinx
strongly suggests that the budgerigar syrinx can best be mod-
eled as a tube open at both ends. But others~Nottebohm,
1976; Westneatet al., 1993! have suggested that the open
end ~glottal end! can be constricted, thus changing the sur-
face area of the opening so that the trachea can act more like
a tube that is closed at both ends. Since we could find both
odd and even harmonics in budgerigar contact calls, and the
fundamental of budgerigar contact calls is more closely ap-
proximated by the formulaf n5(nv)/(2l ) given a vocal tract

FIG. 8. Power spectra for the vibration of the latex membrane and the
acoustic output of the artificial syrinx. Intensity was normalized relative to
the peak in the power spectrum.
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length of 5 cm, we conclude that the trachea is functioning
most of the time as a tube either open or closed at both ends
rather than a tube open at one end and closed at the other.

Can the resonances of the budgerigar vocal tract be actively
manipulated by the bird?

Even though tracheal resonances may play only a minor
role in shaping the spectral characteristics of budgerigar vo-
calizations, recent work has suggested that acoustic reso-
nances can be altered in the avian vocal production system in
at least three ways:~1! lengthening or shortening the tube;
~2! partially occluding the open end of the resonating tube or
changing its size; or~3! flaring the open end of the tube
~Nowicki and Marler, 1988; Westneatet al., 1993!. There is
ample correlational and anecdotal evidence for a relationship
between vocal tract length and vocal pitch. Birds with longer
and wider tracheas tend to have deeper voices~e.g., Whoop-
ing crane and Trumpeter swan, Portmann, 1950! while birds
with narrower and shorter tracheas tend to have higher
pitched voices~nestling calls in passerines and budgerigars,
Popp and Ficken, 1991; Brittan-Powellet al., in press!.

Westneatet al. ~1993! proposed that beak gape can alter
the resonance properties of a bird’s trachea in at least two
ways: by effectively shortening the distal portion of the tube
~thereby increasing the resonant frequency! or by altering the
impedance at the anterior end of the vocal tract by occluding
the open end of the tube. These investigators conclude that
beak motion is functionally related to sound production in
songbirds but the evidence is largely correlational.

In the case of budgerigars, there are vocal tract reso-
nances that are passive consequences of tube characteristics
~shown dramatically by the denervated bird! but it is unlikely
that these are actively manipulated by the bird. Casual ob-
servation of budgerigars and more formal observation in
other psittacines such as the African Grey Parrot~Patterson
and Pepperberg, 1994! show that tongue movement and beak
opening is correlated with sound production. Both species,
however, are also able to produce species-typical vocaliza-
tions with the beak nearly completely closed. Moreover, re-
cent work on denervation of multi-craniomotor systems in-
cluding the tongue, pharynx, and larynx do not alter contact
call patterns appreciably~Brauthet al., in press!.

The present results from measurements with simple
plastic tubes are illuminating. For a tube the length of the
budgerigar trachea, the fundamental falls around 3300 Hz
and the average peak in the power spectrum of budgerigar
contact calls was about 3400 Hz. Moreover, as in the bird
with the denervated syrinx, the frequency of the fundamental
and the harmonics obtained from a plastic tube shifted up-
ward in frequency in heliox with the levels of the fundamen-
tal changing appropriately, effects completely expected with
a source coupled to a resonating tube. This effect was dis-
tinctly not observed in normal budgerigars. Together with
the fact that manipulations of tube length, partial obstruc-
tions, and flaring—all suggested as mechanisms for actively
manipulating tracheal resonances—have virtually no effect
on either the vibration of the membranes in our artificial
syrinx or on the acoustic output at end of the tube, we con-
clude that active changes in tracheal resonances by the bud-

gerigar are probably not required for normal vocal produc-
tion. Instead, it is likely that normally innervated budgerigars
probably override the passive resonance characteristics of
their trachea.

Are the vibrating sources in the budgerigar syrinx coupled to
the trachea?

Similar arguments can be brought to bear on the ques-
tion of whether the syringeal membranes of budgerigars are
coupled to the trachea. The fact that the fundamental fre-
quency~nor the harmonics for that matter! of contact calls
produced in heliox by normally innervated budgerigars does
not significantly increase suggests, at best, a very loose cou-
pling between the syringeal membranes and the trachea. In
this regard, the source-filter theory of vocal production as
proposed for human speech production is probably an appro-
priate model for the call production in budgerigars.

The findings from the denervated bird provide important
support for this conclusion. Bilateral resection of the ts
nerves have numerous consequences~e.g., denervation of the
extrinsic tracheal and the intrinsic and extrinsic syringeal
muscles among other effects! that can affect the mechanical
properties of the vocal system in a dramatic way. Contact
calls in air and heliox produced by the syringeally dener-
vated bird differed significantly from those produced by nor-
mally innervated birds. In this bird, the harmonic frequencies
increased by the amount expected from a shift in tracheal
resonances due to changes in the speed of sound in heliox.
Moreover, the fundamental frequency in this bird’s contact
calls increased by a proportional amount suggesting the sy-
ringeal membranes were now coupled to the trachea. For this
bird, a more appropriate model for vocal production might
indeed be a woodwind or brass instrument~Benade, 1976!
where the fundamental frequency of such an instrument
played in helium increases in the same proportion as the
resonances of the corresponding tube~Nowicki and Marler,
1988!. These are important data since they show that tracheal
resonancescanhave a very pronounced effect on the spectral
distribution of energy in contact calls exactly as predicted by
the resonance properties of tracheal-length tubes in heliox
but only when the syringeal musculature is denervated. Such
effects could occur with a coupled source-resonator model
but not with a uncoupled source-filter model of vocal pro-
duction.

Do the two syringeal membranes act as independently vi-
brating sound sources?

As early as 1947, researchers have suggested that birds
might have independent control of their two sound sources
~Potter et al., 1947!. However, it was not until 1968 that
Greenewalt, through a zero crossing analysis of the songs of
many songbird species, provided the first evidence that birds
have ‘‘two voices.’’ He concluded that the two sides of the
songbird syrinx may operate independently and produce har-
monically unrelated tones simultaneously. Later denervation
experiments provided more evidence that the two sides of the
syrinx can act independently~Nottebohm, 1971; Lemon,
1973; Nottebohm and Nottebohm, 1976; Seller, 1979!. The
specific elements deleted from songs of birds with unilateral
syringeal denervation were presumably those generated by
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the disabled side of the organ. The situation is not com-
pletely clear cut, however, since Nowicki and Capranica
~1986! clearly showed that, at least in the chickadee, the two
syringeal sources behave as if they are coupled in some man-
ner. Using grey catbirds~Dumetella carolinensis! and brown
thrashers~Toxostoma rufum!, Suthers~1990! provided more
direct and refined evidence of a two-voice theory. He showed
that the two sides of the syrinx can act in three ways: both
sides may contribute simultaneously to a note or syllable,
both may generate the same sound, or each side may produce
a different sound. Taken together, these studies show that the
two sides of the syrinx are not limited to the production of
different sounds but can, in fact, produce combinations of
identical or very similar sounds. Thus, the original two-voice
theory ~at least in its simple form! probably underestimates
the true capabilities of the avian syrinx.

In the songbird syrinx, the internal tympaniform mem-
branes~ITMs!, located on the medial walls of the primary
bronchi just caudal to the syringeal lumen, vibrate to gener-
ate sound. Since the tension of the right and left ITMs can be
independently manipulated and are driven by potentially in-
dependent columns of air, the two syringeal halves can pro-
duce harmonically unrelated sounds. In the parrot syrinx, on
the other hand, the external tympaniform membranes
~ETMs! located within the syringeal lumen are driven by a
single column of air, and therefore cannot be ‘‘two voiced’’
in the same sense as in the songbird syrinx. Moreover, while
hypoglossal innervation of the syrinx is ipsilateral in song-
birds, it hemidecussates in parrots through an anastomosis
zone distal to the syrinx.

In theory, then, either the left or right hypoglossal
nucleus could support normal vocalizations in budgerigars; a
point supported by the fact that resections of the right or left
ts nerve below the anastomosis do not seem to dramatically
affect budgerigar contact calls~Heatonet al., 1995!. It is
interesting that although the syrinx of the Orange-Winged
Amazon parrot is structurally similar to that of the budgeri-
gar, unilateral syringeal denervation just caudal to the anas-
tomosis~disrupting control of the ipsilateral half of the syr-
inx! markedly affects the long call in this species. This
suggests, at least for this psittacine, the behavior of one sy-
ringeal membrane during vocal production is dependent on
the behavior of the other~Nottebohm, 1976!. We observed a
similar result with our ‘‘artificial’’ syrinx consisting of a
5-cm plastic tube and two latex rubber membranes when one
was ‘‘deactivated’’ by either reducing tension, puncturing
the membrane, or loading the membrane with rubber
cement—these manipulations all lowered the fundamental
frequency of the acoustic output of the tube. Neither spectral
analyses nor zero crossing analyses of constant frequency
portions of contact calls in air and in heliox showed any
evidence of two sources~‘‘voices’’ ! operating independently
when budgerigars produced contact calls.

IV. CONCLUSION

Taken together, these results from budgerigars produc-
ing contact calls in air and heliox and from various ‘‘artifi-
cial’’ syringes and tracheas suggest that budgerigars use their
syringeal membranes as a unitary sound source that produces

acoustic energy in a relatively narrow frequency band with
fairly shallow skirts especially on the low-frequency side of
the filter. The fundamental frequency is matched to the reso-
nant frequency of the trachea. The syrinx is not normally
coupled to the tracheal resonator, and tube resonances play
only a minor role in shaping the overall spectral profile of
contact calls.
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Hearing deficits measured in some Tursiops truncatus,
and discovery of a deaf/mute dolphin

Sam H. Ridgway and Donald A. Carder
Biosciences Division, Naval Command, Control and Ocean Surveillance Center, RDT&E Division,
Code D3503B, 49620 Beluga Road, Room 200, San Diego, California 92152-6266
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Eight bottlenose dolphinsTursiops truncatus~four male, four female! were trained to respond to
100-ms tones. Three male dolphins~ages 23, 26, and 34! exhibited hearing disability at four higher
frequencies—70, 80, 100, and 120 kHz even at 111–135 dBre:1 mPa. Two females~ages 32 and
35! responded to all frequencies as did a male~age 7! and a female~age 11!. One female~age 33!
responded to all tones at 80 kHz and below; however, she failed to respond at 100 or 120 kHz. One
young female dolphin~age 9! exhibited no perception of sound to behavioral or electrophysiological
tests. This young female was not only deaf, but mute. The dolphin was monitored periodically by
hydrophone and daily by trainers~by ear in air! for 7 years until she was age 16. The animal never
whistled or made echolocation pulses or made burst pulse sounds as other dolphins do.
@S0001-4966~97!02812-9#

PACS numbers: 43.80.Lb, 43.80.Ka, 43.80.Jz@FD#

INTRODUCTION

Audiograms have been done on several species of the
cetacean superfamily Delphinoidea~Au, 1993; Richardson,
1995!. Most of these species are represented by only one or
two young animals. All of these animals, with the exception
of one killer whale,Orcinus orca~Hall and Johnson, 1971!,
had good sensitivity from 60–120 kHz. The first detailed
audiogram of the bottlenose dolphin,Tursiops truncatus,
yielded a threshold of 42 dBre: 1 mPa ~10214 W m2! at 60
kHz with about a 20-dB increase at 120 kHz and a very steep
increase thereafter, to a maximum of 150 kHz~Johnson,
1967!. Johnson’s animal was 9 years old.

During an acoustic response time task~Ridgwayet al.,
1991!, we tested the hearing of eightTursiops~four males,
four females! at levels that were expected to be 60–80 dB
above threshold, based on earlier delphinoid audiograms
mentioned above. One of our experimental dolphins, a male
aged 26, had been tested 13 years earlier by Ljungbladet al.
~1982!. The animal had been shown to have good hearing at
this earlier date. Although this dolphin~IAY !, at age 13 in
the early 1980s, had thresholds 5–10 dB higher than the
male age 9 used by Johnson~1967!, Au ~1993! has pointed
out that this difference could possibly be accounted for, in
part at least, by the differences in test methodology.

Until we first presented this at the Denver meeting of the
Acoustical Society~Ridgway and Carder, 1993a!, no tests of
hearing had been done with older~.25 years! dolphins of
either sex. During the past 33 years with the Navy marine
mammal program, we have observed sound production and
some related behavior in about 200 bottlenose dolphins~cf.
Ridgway, 1983!. Recently, we had the opportunity for the
first time to observe a dolphin that was both deaf and mute.

I. MATERIALS AND METHODS

Age and sex of each of the experimental dolphins are
given in Fig. 1. The oldest male was age 34 at the time of the

test and had been with our laboratory since 1962. During the
1960s and 1970s, he had demonstrated apparent good hear-
ing and echolocation ability, although an audiogram had
never been done. Health and medication records were kept
on all the dolphins since their initial acquisition or birth.
Among the animals we tested, records on animal MAU, for
example, go back to 1962. The potential for ototoxicity has
always been a consideration for dolphin medication, how-
ever, two of the animals had received aminoglycosides
~Anon, 1994! for infections. Animal MAY was given genta-
mycin ~600 mg twice daily! for seven days in 1980, six years
prior to the hearing tests. Dolphin SLA was given one injec-
tion of penicillin/streptomycin in 1968 and a single injection
of amakacin and penicillin G in 1992.

The dolphins listed in Fig. 1 were trained to whistle or
burst pulse when a stimulus tone~St! was delivered through
an underwater hydrophone located 1 m in front of the ani-
mal. This training was similar to that reported previously
~Ridgway and Carder, 1988; Ridgwayet al., 1991!. We no-
ticed that when a dolphin whistled, there was a characteristic
movement along the left posterior margin of the nasal plug
of the closed blowhole. Burst pulse sounds generally resulted
in a somewhat different movement, more to the right side of
the dolphin’s blowhole. Our trainers quickly induced dol-
phins to repeat vocalizations by tapping with a finger or ma-
nipulating the area of the blowhole where movement or any
escaping air concurrent with sound had been detected. After
whistles or burst pulse sounds were reliably elicited in this
manner, the signal was transferred slowly to a simple stroke
to the dolphin’s melon. Then, with the dolphin underwater in
front of the trainer, the melon stroke was paired with a tone
until the animal reliably gave the vocalization each time the
tone was presented through the hydrophone.

The animals were trained to station on a plastic bite
plate 1.0 m underwater and remain stationary until an under-
water buzzer~bridge or S2 signal that informs the animal
that a fish reward will soon follow! was sounded. Initially,
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the dolphin was given an S2 and rewarded each time it vo-
calized after a tone. Gradually the reward schedule was re-
duced until the animal made up to 20 responses in a row. The
S2 was given immediately after the last correct vocal re-
sponse in the series. The S2 was followed by a reward of one
to several fish when the dolphin returned to the surface to
breathe. The longest period the animal was required to re-
main on the underwater station was two minutes; however,
both the time the animal was required to remain on the un-
derwater station, and the number of tones presented during
this time were varied in a random fashion. For catch~no
stimulus! trials, the dolphins were sent down to the station
but no tones were presented. After the dolphin had remained
stationary and silent for periods varying between 30 and 120
s, the S2 was given and the animal surfaced for reward.
Improper responses, i.e., leaving the station before the S2,
vocalizing prior to or in the absence of the stimulus, or giv-
ing the wrong vocalization, were not reinforced with fish.

A trial series or testing dive~TD! was started when the
trainer signaled the animal to go down to the plastic bite
plate 1.0 m under the surface~Fig. 2!, and 1.0 m from the
stimulus hydrophone~an F42B for frequencies of 5–70 kHz;
an LC-10 for frequencies of 80–120 kHz!. During the earlier
stages of training, 20% of the TDs were catch trials which
were inserted randomly in the series of TDs. When the false
alarm rate decreased to 5% or less of the correct response
level, catch trials were reduced to 10% of TDs.

Tone stimulus~St! duration was 100 ms with a 2-ms
gradual rise in intensity at onset and decline on termination.
The findings of Johnson~1968! suggested to us that this
duration was adequate. With three of the older males, some
tests were done with 300- and 450-ms tones. Frequencies
were 5, 10, 20, 40, 50, 60, 70, 80, 100, and 120 kHz. Stimuli
were 111 dB, increasing in 6-dB steps to 135 dB in cases

where the animal did not respond to the baseline level. With
the dolphin at 1.0-m depth and 1 m from the St hydrophone
~Fig. 2!, the trainer waited a variable period then pushed a
switch starting a randomly variable St block. The computer
selected Sts from a file in random initial delay and interval
~1.1–2.1 s in 0.1-s steps! and offered Sts via a St generator as
long as the trainer held the switch button down. Thus, the
trainer could give several Sts in a row in the randomly vari-
able sequence from the computer file, then let up on the
switch and interpose a period without Sts before pressing the
switch again for more Sts. Randomness in St delivery was
maintained both by the computer program and by the train-
er’s switch press out of sight of the dolphin. Animal re-
sponses~ARs5whistle or burst pulse! were received by an-
other hydrophone, digitized, and stored for confirmation of
correct response. Each AR file with 20–200 Sts was edited
on a CRT display of a 700-ms St window. No-AR trials,
noisy trials, and wrong ARs were identified, and a database
was constructed. The baseline stimulus of 111 dBre: 1 mPa
generally exceeded background noise in San Diego Bay by
about 50–80 dB in the 60–120 kHz range~also see Auet al.,
1985!.

In addition to attempts at applying the above procedures,
the apparently deaf dolphin SIB was trained to respond to a
45-kHz underwater locating beacon1 ~model DK355L!, a
‘‘pinger’’ that was lowered into the water. The source level
of the pinger was 160 dBre: 1 mPa and it produced one
10-ms pulse each second. After the animal had learned to
take fish from the trainer’s hand, the pinger was dipped into
the water and the animal was rewarded for approaching it.

FIG. 1. The animal identifier, sex, age, and indication of correct responses
to 100-ms, 111-dB tones for eight bottlenose dolphinsTursiops truncatus
employed in this study.

FIG. 2. Responses of two bottlenose dolphins to high-frequency tones.
Points ~circles with dot! for Salty at age 9 from Johnson~1967!, points
~filled circles! for IAY at age 13 from Ljungbladet al. ~1982!. All triangles
from present study.
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Gradually, the animal came to the pinger whenever it was
put into the water.

Further, hearing of SIB was tested by evoked potential
audiometry~Ridgwayet al., 1981!. Tones and clicks at vari-
ous intensities, repetition rates, and durations were presented
via the same hydrophones mentioned above and positioned
both 1 m infront of the animal and adjacent to the lower jaw,
or attached by suction cup to the lower jaw~Moore et al.,
1995!.

II. RESULTS

A. Responses of eight hearing dolphins of various
ages

Results were obtained from the eight dolphins at various
frequencies between 5 and 120 kHz~Fig. 1!. At the baseline
level of 111 dBre: 1 mPa, all dolphins responded at better
than 90% correct responses to frequencies of 5, 10, 20, 40,
and 50 kHz, with the exception of one old male, MAU, that
dropped to just over 50% at 50 kHz, 111 dB. The results at
frequencies of 60, 70, 80, 100, and 120 kHz varied consid-
erably between the different animals. One female and three
male dolphins under age 20 at the time of testing and two
females over the age of 30 demonstrated a capability for
responding to all the frequencies at a correct response rate
over 90%, and most over 95%. All of the males over age 23
showed varying degrees of inability to respond to tones of 60
kHz, and above.

The degree of hearing deficit with respect to frequency
varied somewhat in the three old males and the one old fe-
male that demonstrated a hearing deficit. One male, IAY,
responded consistently to tones of 60 kHz but responded to
no tones of 70 kHz, and higher even when St duration was
increased to 450 ms. The single old female that demonstrated
a hearing deficit, dolphin SLA, also had a sharp hearing cut-
off but at a higher frequency of 100 kHz. Two older males
had a more gradual or incomplete hearing deficit. At 70 kHz,
MKA responded to.75% at 135 dB and.50% at 129 dB
but was,5% at 111 dB. At 80, 100, and 120 kHz, his
correct response level dropped to less than 5%~near false
alarm rate! at all intensities under 135 dBre: 1 mPa, and at
this level his correct performance was just under 25%. Cor-
rect response level was not increased significantly when tone
duration was extended to 300 ms.

Figure 2 shows thresholds at the higher frequencies of a
male dolphin age 9~Salty! studied by Johnson~1967! com-
pared with IAY at age 13~Ljungbladet al., 1982!, and our
findings on IAY at age 26 when the dolphin failed to respond
to tones 40–50 dB above his threshold established by Ljung-
bladet al. ~1982! 13 years earlier.

B. Behavioral observations of the deaf dolphin (SIB)

The first unusual behavior was noticed soon after SIB
was brought to our facility in San Diego Bay. We noticed
that when SIB was apparently asleep, she adopted a posture
that was different from any dolphin we had ever observed.
We called this a ‘‘spar buoy’’ posture since the dolphin’s
rostrum was pointed straight overhead, and its tail hung
straight down as the animal bobbed in the water.

Most dolphins in our program are trained to respond to a
pinger or other acoustic device. This facilitates movement of
animals around our dolphin pod complexes, and the pinger is
used as a recall device when the animals are released in the
bay or in the open sea. During initial training, soon after the
dolphin was collected in the Mississippi Sound in 1984, SIB
along with six other dolphins in her group appeared to re-
spond normally when the pinger was dipped into the water.
After the task was moved into the open bay, when SIB was
away from other dolphins, and, especially as the distance
over which the dolphin was required to respond was in-
creased, trainers began to suspect that SIB was relying on
vision instead of hearing the sound of the 45-kHz pinger.
When SIB was separated from other dolphins in the group,
and the pinger was inserted in such a way that the dolphin
could not see the action, she did not respond.

C. Other tests of hearing and sound production for
SIB

Next, our trainers tried to elicit sound from SIB by the
methods mentioned above. Neither whistles or burst pulse
sounds could be elicited. The only sounds made by SIB were
low Bronx cheer like sounds as the nasal plug fluttered dur-
ing forced exhalations through a partially open blowhole.

We had noticed that when dolphins are separated from
their group, they sometimes increase the rate of vocalization,
especially the production of whistles. Twice, SIB was placed
in a portable netting enclosure 53433 m and slowly moved
away from the group in San Diego Bay. Sound was moni-
tored continuously by hydrophones~B&K 8103 with a B&K
charge amplifier, and a Racal tape recorder with a frequency
response at least as high as 150 kHz! for 3 h during each
period of separation. No whistles, burst pulses, or echoloca-
tion pulses were recorded.

Finally, we attempted the electrophysiological approach
which we have applied in the past to screen hearing in more
than a dozen dolphins~Seeleyet al., 1976; Ridgway, 1980;
Ridgway et al., 1981!. With both tone and click presenta-
tions from 1–120 kHz from hydrophones attached to the
lower jaw, near the lower jaw, or in the water in front of the
dolphin, no auditory evoked potentials were obtained, even
to stimuli as high as 141 dBre: 1 mPa.

III. DISCUSSION AND CONCLUSIONS

Humans underwater can hear very high frequency tones
by bone conduction~Deatherageet al., 1954; MacKay,
1984!, but there is no pitch discrimination above 15 or 20
kHz or above that person’s hearing range. It would be inter-
esting to know if the two older male dolphins, MAU and
MKA, that showed some responses to the highest intensity
tones~135 dB!, retained any pitch discrimination at the fre-
quencies from 60–120 kHz.

Although two out of four of our dolphins with hearing
deficits had been treated with aminoglycosides for infections
during their many years with our program, the short course
of treatment, and the presence of normal kidney function as
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indicated by clinical screens, suggest to us that such treat-
ment did not cause the high-frequency hearing loss we ob-
served.

Because a high percentage of the human population
~males more than females! show hearing loss with age~Ries,
1982!, it should not be surprising that other mammals share
this deficit. Although our older dolphins with high-frequency
hearing loss produce echolocation pulses, we have not stud-
ied them in echolocation tasks. We suspect that echolocation
requiring fine discrimination in the presence of noise would
be degraded. Au~1993! has shown that in Kaneohe Bay,
where background noise in the 20–100 kHz range is domi-
nated by snapping shrimp, dolphins shift their echolocation
click peak frequency above 100 kHz. Our old dolphins with
high-frequency hearing deficits would likely be at a disad-
vantage in such an environment.

For our old dolphins, survival is not dependent on the
use of echolocation in the sea.Tursiopsdo survive in the
wild to advanced ages. One extreme example of a female
estimated to be age 52 has been reported~Scottet al., 1996!.
We suspect that high-frequency hearing loss may well be a
consequence of dolphin aging in the wild as well.

Although dolphin hearing and echolocation characteris-
tics have received much more attention than other sensory
abilities ~cf. Au, 1993!, Tursiops has good vision, some
chemoreception, and good tactile senses~Nachtigall, 1986!.
The sense of touch is especially well developed~Ridgway
and Carder, 1993b!. After we determined that SIB was deaf,
it became apparent from observing the dolphin’s behavior
that she had become adept at employing the other dolphins in
the group to derive information that the others all received
by the acoustic sense. For example, when the recall pinger
was placed in the water, she probably became immediately
aware of it by observing the behavior of other dolphins. Only
when SIB was removed from the immediate presence of
other dolphins, and the pinger insertion hidden from view,
did we determine that the dolphin could not hear the pings.

When SIB was collected from the Mississippi Sound
~Cat Island near Gulfport, MS! in 1984, she was a robust and
apparently healthy animal within the weight range expected
for the population~Ridgway and Fenner, 1982!, We suspect
SIB was able to survive, and maintain good nutrition not
only by using senses other than audition, but by observing
other dolphins. The mutual survival benefits of dolphin
schools have been discussed by several authors~Norris and
Dohl, 1980; Connor and Norris, 1982; Bradbury, 1986; Wu¨r-
sig, 1986!.

We showed that dolphin calves produce echolocation
pulses by about 60 days of age~Carder and Ridgway, 1984!;
however, we have recorded shrill whistles from calves within
ten minutes after birth. Because SIB produced none of the
usual dolphin sounds, we suspect that she may have devel-
oped deafness near or even before birth.

We do not know whether the unique ‘‘spar buoy’’ rest-
ing and sleeping posture of SIB was related to deafness or
vestibular dysfunction. We noted this unusual behavior at the
outset; however, we did not immediately suspect deafness.
We now surmise that the unusual posture may have been
related to the deaf and mute condition. Among the possible

causes for her condition are infections. Severe infections can
damage the vestibular system as well as the cochlea. A gen-
eralized infection affecting the cranium and nasal sinuses
such as meningitis could result in such damage. When these
dolphins with hearing loss die, histologic examination may
shed light on the cause of this deafness.
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INTRODUCTION

Acoustic wave scattering from a rectangular aperture in
a thick hard screen has been studied with an approximate
technique1 using the radiation impedance concept. Although
the approximate solution in Ref. 1 fairly well agrees with the
measurement data in the low-frequency regime, it is also of
interest to obtain a more rigorous exact solution. The moti-
vation of the present study is to develop such a solution by
using the Fourier transform and the mode matching. The
method of the Fourier transform and the mode matching has
been used in Refs. 2–4 to study electromagnetic wave scat-
tering from an infinitely long rectangular aperture or a chan-
nel in a conducting plane. The solution presented in this
paper is a simple, convergent series so that it is not only
exact but also computationally very efficient. In the next sec-
tion, we represent the scattered wave in the spectral domain
and enforce the appropriate boundary conditions. In Sec. II,
we perform the numerical calculations for the scattered field
and the transmission coefficient. A brief summary is given in
Sec. III.

I. FIELD ANALYSIS

Consider a rectangular aperture in a thick hard screen in
Fig. 1. In region~I! (z.0), an incident field~velocity poten-
tial! F i impinges on a rectangular aperture. The wave num-
ber isk(52p/l, l : wavelength! ande2 ivt time-harmonic
convention is suppressed. In region~I! the total fields consist
of the incident, reflected, and scattered as

F i~x,y,z!5eikxx1 ikyy2 ikzz, ~1!

F r~x,y,z!5eikxx1 ikyy1 ikzz, ~2!

Fs~x,y,z!5
1

~2p!2
E

2`

` E
2`

`

F̃s~z,h!e2 i zx2 ihy1 ikzdz dh,

~3!

where kx5k cosf sinu, ky5k sinf sinu, kz5k cosu, k
5Ak22z22h2, and F̃s(z,h) is the Fourier transform of
Fs(x,y,0). In region~II ! (2d,z,0,uxu<a,uyu<b) the total
field is

Fd~x,y,z!5 (
m50

`

(
n50

`

@cmn cosjmn~z1d!

1dmn sin jmn~z1d!#

3cosam~x1a!cosbn~y1b!, ~4!

where

am5
mp

2a
, bn5

np

2b
, and jmn5Ak22am

2 2bn
2.

In region ~III ! (z,2d) the transmitted field is

F t~x,y,z!

5
1

~2p!2
E

2`

` E
2`

`

F̃t~z,h!e2 i zx2 ihy2 ik~z1d! dz dh.

~5!

To determine the unknown coefficientscmn and dmn , we
enforce the boundary condition on the field continuities.

First, we enforce the velocity continuity condition on the
upper boundary atz50:
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]@F i~x,y,z!1F r~x,y,z!1Fs~x,y,z!#

]z
uz50

5H ]Fd~x,y,z!

]z U
z50

for uxu,a, uyu,b,

0, otherwise .

~6!

Applying the Fourier transform to Eq.~6!, we obtain

F̃s~z,h!52 i ~ab!2
zh

k (
m50

`

(
n50

`

jmn@cmn sin~jmnd!

2dmn cos~jmnd!#Fm~za!Fn~hb!, ~7!

where

Fm~u!5
~21!meiu2e2 iu

~u!22~mp/2!2
. ~8!

Second, we enforce the pressure continuity condition on the
upper boundary atz50:

F i~x,y,0!1F r~x,y,0!1Fs~x,y,0!5Fd~x,y,0!

for uxu,a, uyu,b. ~9!

Substituting Eqs.~1! through~4! into ~9!, and multiplying by
cosap(x1a)cosbq(y1b)dx dy (p,q50,1,2,3,...), and per-
forming integration yields

gpq1
i ~ab!3

~2p!2 (
m50

`

(
n50

`

jmn@cmn sin~jmnd!

2dmn cos~jmnd!] I mnpq

5«p«q@cpq cos~jpqd!1dpq sin~jpqd!#, ~10!

where«052, «15«25••• 5 1, and

gpq522abkxkyFp~kxa!Fq~kyb!, ~11!

I mnpq5E
2`

` E
2`

` ~zh!2

k
Fm~za!Fp~2za!Fn~hb!

3Fq~2hb!dz dh. ~12!

An approximate, analytic evaluation ofI mnpq is formulated
in Refs. 5 and 6; we, however, present a more efficient nu-
merical scheme forI mnpq. Thus

I mnpq5E
2`

` E
2`

` ~zh!2

k
Fm~za!Fp~2za!Fn~hb!

3Fq~2hb!dz dh

5E
0

`

rdrE
0

p/2

da
P~z,h!

A12r2
, ~13!

wherez/k5r cosa, h/k5r sina, and

P~z,h!5
16k~zh!2

~ab!4
@12~21!m cos~2za!#

~z22am
2 !~z22ap

2!

3
@12~21!n cos~2hb!#

~h22bn
2!~h22bq

2!
.

This integral is approximated as7

I mnpq'(
i51

M

(
j51

M
P~z i j ,h i j !

A11r i j
DaE

r i j2Dr/2

r i j1nr/2 rdr

A12r
, ~14!

where (z i j ,h i j ) represents a center of the subdivided region
ur2r i j u<Dr/2, ua2a i j u<Da/2, and

E
r1

r2 rdr

A12r
5H 2 2

3 ~r12!A12rur1
r2 for r2<1,

2 i 2
3 ~r12!Ar21ur1

r2 for r1>1.
~15!

Good convergence is obtained by truncation atr520. The
boundary conditions atz52d imply, similarly,

i ~ab!3

~2p!2 (
m50

`

(
n50

`

jmndmnImnpq5«p«qcpq . ~16!

From ~10! and~16! we obtain a matrix equation forcmn and
dmn ,

FC1 C2

C3 C4
GFCDG5FG

0G , ~17!

FIG. 1. Three-dimensional acoustic scattering and transmission by rectangular aperture in a thick hard screen.
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whereC, D, andG are column vectors ofcmn , dmn , and
gpq ,

c1,mnpq5«p«q cos~jpqd!dmpdnq

2
i ~ab!3

4p2 jmnImnpq sin~jmnd!, ~18!

c2,mnpq5«p«q sin~jpqd!dmpdnq

1
i ~ab!3

4p2 jmnImnpq cos~jmnd!, ~19!

c3,mnpq52«p«qdmpdnq , ~20!

c4,mnpq5
i ~ab!3

4p2 jmnImnpq, ~21!

anddmp is the Kronecker delta. Whend→`, the solution is
C5(C12 iC2)

21G, D52 iC. When region~III ! is filled
with a hard screen~a rectangular pit!, C5C1

21G, D50.
The reflection coefficientr and the transmission coeffi-

cient t are shown to be

r5
1

4kz
ImH (

p50

`

(
q50

`

«p«qjpq* @ ucpqu2 sin* ~jpqd!

3cos~jpqd!1cpq* dpqusin~jpqd!u2

2cpqdpq* ucos~jpqd!u22udpqu2 sin~jpqd!cos* ~jpqd!#J ,
~22!

t5
1

4kz
ImH (

p50

`

(
q50

`

«p«qjpq* cpqdpq* J , ~23!

where ()* and Im~ ! denote the complex conjugate and the
imaginary part of (). The far-field pattern8 at the scattered
anglesus andfs is given as

s5
k2 cos2 us

p
uF̃s~k cosfs sin us ,k sin fs sin us!u2.

~24!

II. NUMERICAL COMPUTATION

In order to check the accuracy of our formulation, we
compute the transmission loss for a rectangular aperture in a
thick hard screen using~23!. Figure 2 shows the comparison
between our results and Ref. 1, indicating favorable agree-
ment. In order to achieve numerical convergence, the solu-
tion ~17! should contain all propagation modes plus one or
two evanescent modes. Figure 3 shows the behavior of the
transmission loss for an infinite thickness aperture (d→`)
versus the normalized frequency. Whenb/a.8, the trans-
mission loss remains almost insensitive to a change inb/a.
Unlike Fig. 2 for a finite thickness aperture, the behavior of
the transmission loss shows no oscillatory behavior versus
the normalized frequency. Figure 4 shows the behavior of
far-field patterns from a square pit with a bottom surface of
a hard screen. It also shows that backscattering at normal
incidence becomes maxima and minima alternatively with
d5l/2 periodicity.

FIG. 2. Transmission loss TL (5210 log10 t) versus normalized fre-
quencyka :u 5 f 5 0°.

FIG. 3. Transmission loss TL~5210 log10 t) versus normalized frequency
ka : d→`, u5f50°.

FIG. 4. Far-field patterns in the pit versusd/l : u5f50°.
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III. CONCLUSION

Acoustic scattering from a thick rectangular aperture is
studied using the Fourier transform and the mode matching
technique. Our approach of the mode matching is restricted
to problems of aperture shapes with separable geometries
such as a rectangle. The solution is represented in series form
which is numerically very efficient. The series solutions for
scattering from a rectangular pit or semi-infinite pipe are
obtained and their theoretical behaviors are investigated.
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High-frequency scattering from an acoustic cavity
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High-frequency reradiation, or scattering, from a plate covered acoustic cavity is analyzed by
assuming that the cavity geometry is sufficiently complex to produce a diffuse field. The plate is
taken to be effectively infinite and the cavity baffled. For an illustrative example the cavity is shown
to smear the return relative to the backscattered directivity pattern for the equivalent rigid plate
alone, that is reduce the peak and fill in the nulls. Also, the effect of the plating above its flexural
coincidence frequency is shown to redirect the peak return from normal incidence at lower
frequencies to the vicinity of the coincidence angle. ©1997 Acoustical Society of America.
@S0001-4966~97!00901-6#

PACS numbers: 43.20.Fn, 43.30.Gv@ANN#

INTRODUCTION

The problem posed is sketched in Fig. 1. A plane wave
is incident upon, and scatters from, an acoustic cavity that is
covered with a plate and embedded in an effectively rigid
infinite baffle. The cavity volume is geometrically complex,
perhaps with obstacles that present additional scattering sur-
faces. However we limit our attention to what may be called
the ‘‘diffuse scattered field’’ in the sense that the specular
returns from these surfaces/structures are ignored. This pic-
ture may represent an idealization of scattering from a sub-
merged fluid-filled tank structure. As an alternative to devel-
oping a detailed, e.g., finite element, model to capture this
complexity, we present a less precise high-frequency asymp-
totic approach based on the assumption that the acoustic field
within the volume is diffuse and therefore amenable to room
acoustics techniques.1 By high frequency we require that~1!
kLc@1 andkL@1, the characteristic dimensions of the cav-
ity (Lc) and plate (L) are large in terms of acoustic wave-
length~l52p/k! for a diffuse acoustic field and to minimize
the influence of edge diffraction and~2! kfL@1, the lateral
plate dimensions are large in terms of its flexural wavelength
(l f52p/kf) to minimize the influence of individual reso-
nances and boundary conditions.

Our mathematical model consists of a plane acoustic
wave incident on a baffled, lossless, thin plate which serves
as one surface of an otherwise lossless acoustic volume@Fig.
1~a!#. A similar geometry, namely a membrane-covered cy-
lindrical cavity, is analyzed in Ref. 2 for small values of the
ratio of fluid to membrane densities. Also, the problem of
radiation from a sound source within a rectangular cavity is
considered in Ref. 3 using the geometrical theory of diffrac-
tion.

Acoustic power is transmitted across the plating produc-
ing a diffuse field in the cavity. This field impinges on the
underside of the plate as a spatially uniform distribution of
plane waves. All of the power that enters the cavity is trans-
mitted back across the plate and radiates. This reradiation is
our scattered field.

II. ANALYSIS

A. Open cavity (transparent plating)

We first analyze the problem absent the plating. The
input power is taken to be

Pi5Sp̄i
2 cos~u i !/2rc, ~1!

where p̄i is the amplitude of the incident pressure wave,S
the exposed surface area, andui the incident angle measured
from the surface normal.

Allowing for no energy loss in the volume from dissipa-
tion and/or coupling through other wall surfaces, all of the
incident power enters the cavity and is subsequently reradi-
ated. This assumption that radiation damping dominates pro-
vides an upper limit estimate for the scattered field. The ef-
fect of diffusion within the cavity is to redirect or scatter the
return over the half-space. The projection of the diffuse field
on the exposed surface, taken to be in thex-y plane, is en-
visioned as an incoherent set of plane waves each of form

pd5 p̄d exp@ ik„x sin~u!cos~f!1y sin~u!sin~f!…# ~2!

uniformly distributed over the spherical coordinatesu andf.
For each such wave the power flowing across the surface is
given by

Pd5Sp̄d
2 cos~u!/2rc ~3!

and the total power is

Prad5E E Pd sin~u!du df5pSp̄d
2/2rc. ~4!

Setting the input and radiated powers equal, that isPi5Prad.,
we obtain

p̄d5 p̄i@cos~u i !/p#1/2. ~5!

Corresponding to each wave is the velocity component nor-
mal to the surfaceS given by

n rad5~ p̄d /rc!cos~u!exp@ i ~kxx1kyy!#, ~6!

with

kx5k sin~u!cos~f!
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and

ky5k sin~u!sin~f!.

The associated far-field pressure radiated/scattered to
(us ,fs) by this velocity field confined to the baffled surface
S is given by@Fig. 1~b!#

ups~us ,fs ;u,f!u5~kLxLy/2pR!urcn radj 0~bx! j 0~by!u,

~7!
with

bx5~kLx/2!@sin~u!cos~f!2sin~us!cos~fs!#,

by5~kLy/2!@sin~u!sin~f!2sin~us!sin~fs!#,

and whereR is the far-field range andj 0(z) is the spherical
Bessel function of argumentz and order zero.4 Equation~7!
peaks atu5us and f5fs , although all wave components
contribute to the pressure radiated to (us ,fs). The total
squared pressure becomes

ups~ tot!~us ,fs!u25E E ups~us ,fs ;u,f!u2 sin~u!du df ~8!

or

ups~ tot!~us ,fs!R/ p̄i u25@A2/p#cos~u i !I , ~9!

with

I5E E ucos~u! j 0~bx! j 0~by!u2 sin~u!du df ~10!

and where

A25~kLxLy/2p!2 ~11!

is recognized5 as the geometric acoustics, or Kirchhoff, ex-
pression for the specular return from the planar surface of
areaS5LxLy .

It must be noted that since this simplified approach in-
vokes the Kirchhoff or physical acoustics high frequency ap-
proximation it is subject to its inconsistencies. Specifically,
acoustic diffraction is ignored in connection with the inci-
dent field but is exhibited by the scattered field, to order
(kL)22 generally or (kL)21 for scattering in the orthogonal

FIG. 2. ~a! Backscattered target strength versus polar incidence angle:kL
51. ~b! Backscattered target strength versus polar incidence angle:kL510.
~c! Backscattered target strength versus polar incidence angle:kL5102.

FIG. 1. ~a! Insonification of, and scattering from, an acoustic volume with a
diffuse field.~b! Plate geometry for scattered field calculation.
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planes containing the plate edges.~Another manifestation of
this approximation is that acoustic reciprocity is not strictly
satisfied.6! This emphasizes thekL@1 limitation on the
analysis.

B. Cavity covered with thin elastic plating

We now allow for thin plating to separate the cavity
from the acoustic half-space. For a plane-wave incident on
submerged thin plating taken to be of infinite extent, the ratio
of the transmitted to incident wave amplitudes is given by

t~u i !5u p̄t / p̄i u5u12 ig@12~v/vc!
2 sin4~u i !#u21, ~12!

with

g5vrph cos~u i !/2rc,

whererp is the specific gravity of the plating,cp is its sound
speed andh its thickness, andvc 5 A12c2/hcp is the flexural
coincidence frequency. With this transmission loss the power
input to the cavity Eq.~1! now becomes

Pi ~plt!5t2~u i !Sp̄i
2 cos~u i !/2rc. ~13!

The plating also affects the reradiated waves. No losses in
the cavity have been assumed other than radiation through
the surfaceS. Therefore to counter the lower radiated power
implied by a finite transmission loss across the plating the
pressure within the cavity must build up. Assuming the field
remains perfectly diffuse, this requires that the enhanced
pressure of the waves within the cavity,p̄d(plt) , satisfies the
equation

Pi ~plt!5@S/2rc#E E p̄d~plt!
2 t2~u!cos~u!sin~u!du df

~14a!

or, substituting Eq.~13!,

~ p̄d~plt! / p̄i !
25z2~u i !5t2~u i !cos~u i !/x ~14b!

with

x5E E t2~u!cos~u!sin~u!du df.

The associated total scattered pressure is now

ups~ tot!~us ,fs!R/ p̄i u25z2~u i !A
2I t , ~15!

with

I t5E E ut~u!cos~u! j 0~bx! j 0~by!u2 sin~us!du df.

~16!

Finally, using either Eqs.~9! or ~15!, we define a normalized
~dB re: A! target strength as

T.S.~us ,fs!510 logups~ tot!~u i ,f i !R/Ap̄i u2, ~17!

with the backscattered return given byus5u i andfs5f i .

III. ILLUSTRATIVE EXAMPLE

As an illustration of the above analysis we consider a
square cavity,Lx5Ly5L, and a plating thickness such that

h/L5531023. The ratios of plating to acoustic medium den-
sity and sound speed are for those of steel in water,rp/r57.8
and cp/c53.5, respectively. The propagation vector of the
incident wave is taken to be in thex,z plane, that isfi50.

Computed backscattered T.S. levels are plotted versus
polar angleus5u i in Fig. 2 for three nondimensionalized
frequencieskL51, 10, and 102 with the lowest value clearly
stretching our high-frequency assumptions. As a reference,
the flexural coincidence frequency of our plate iskcL
5 A12(c/cp)/(h/L) . 99. Thus for example,kL510
~kfL531.5! may refer to a frequency of 1 kHz, a cavity
measuringL52.4 m on a side and a plate of thickness
h50.012 m. At sample frequencies and incidence angles the
total scattered power was computed using a one degree reso-
lution to calculate the required integrals. In all cases it was
found to be within 1 dB of the incident power and well
within this value in most cases. This is a numerical check
only since, by construction, they have been set equal.

In each figure three curves are presented showing the
return with and without the plate and, for perspective, the
equivalent return from the baffled plate alone if taken to be
rigid. The latter is given by 20 loguA j0(bx) j 0(by)u with
u5us and f5fs . In Fig. 2~a! and ~b! g50.039 and 0.39,
respectively, and the plate is effectively transparent.

It is concluded that the cavity moderates the directivity
of the equivalent rigid plate both by reducing the main lobe
peak and by filling in the nulls. This is also the case above
coincidence@Fig. 2~c!#. However now the effect of the
plating is strong as it redirects the peak in the scattered
field to the vicinity of the coincidence angle
@uc5sin21(kc/k)

1/2>84°# which is preferred because of low
transmission loss. At normal incidence the inertial imped-
ance of the plating is considerable~g53.9! and the T.S. is
reduced by approximately 20 dB from that for the open cav-
ity.
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Ground impedance measurements are used for sound propagation predictions and to determine soil
properties. Solar heating of the ground leads to significant temperature swings and gradients in the
near surface soil. The equations of thermoacoustics are applied to estimate the magnitude of the
temperature effects on the impedance and develop an approximate equation for the adjustment of
measured impedance. Ambient temperature effects are shown to be significant; temperature gradient
effects in soils are negligible. The theory is applicable to noise control applications where larger
gradients may occur in sound absorbing materials. ©1997 Acoustical Society of America.
@S0001-4966~97!03912-X#

PACS numbers: 43.28.Fp, 43.55.Ev@LCS#

INTRODUCTION

Measurement of the surface impedance of the ground is
important for the prediction of sound propagation over the
ground.1 Surface impedance measurements are also used to
determine soil properties of agricultural grounds.2,3

Soils outdoors undergo wide temperature variations. The
temperature profiles in the ground are governed by the heat
input to the surface and the thermal properties of the soil. In
many cases the temperature profiles are approximately linear
down to the damping depthd in the soil ~the 1/e length for
the daily cycle!. Surface temperatures can vary by as much
as 30 K in a day.4 Damping depths depend on the soil type
and moisture content but generally range5 from 7 to 15 cm.

Temperature gradients can have large effects on sound
propagation in the boundary layer of solid surfaces. In reso-
nance tubes, large temperature gradients can produce ampli-
fication of sound waves. The study of this effect is called
‘‘thermoacoustics.’’6 Arnott et al.7 explicitly demonstrated
the connection between the literature and notation of sound
propagation through porous media to thermoacoustics. In a
subsequent paper, Arnottet al.measured the changes in im-
pedance of a thermoacoustic stack as the temperature gradi-
ent was varied.8 Significant, measurable changes in the im-
pedance occurred for a 20-K change in temperature across a
4.0-cm-long porous stack.

In this paper, the theory of thermoacoustics is employed
to investigate the possible effects of temperature and tem-
perature gradients on the normalized surface impedance of
soils. Section I presents the thermoacoustics equations and
describes the adaptation of these equations to calculate the
surface impedance. Section II develops an ambient tempera-
ture normalization factor for the fitted flow resistivity, then
develops a calculation of the effect of temperature gradients
on the surface impedance of ordinary soils. Section III de-
velops an approximation for the effect of temperature gradi-

ents on ground impedance. Section IV contains a discussion
of the results and conclusions.

I. APPLICATION OF THE THERMOACOUSTIC
EQUATIONS TO GROUND IMPEDANCE

A thorough review of thermoacoustic research is con-
tained in a paper by Swift.6 Arnott et al.7 demonstrated that
thermoacoustics could be formulated in terms of previous
porous media research. The notation of Ref. 7 will be fol-
lowed in this paper.

Temperature gradients in porous materials have two
principal effects; the gas properties are functions of tempera-
ture and the complex compressibility is modified due to the
change in temperature of the porous media with respect to
the gas as the gas is displaced by the sound wave. The rel-
evant equations from Ref. 7 give a second-order differential
equation for the complex acoustic pressure amplitude in a
pore:

r~z!

F~l!

d

dz S F~l!

r~z!

dp̂~z!

dz D12a~l,lT!
dp̂~z!

dz

1k0
2~l,lT! p̂~z!50, ~1!

where

a~l,lT!5b
dT

dz

1

2 S F~lT!/F~l!21

12Npr
D , ~2!

and

k0
2~l,lT!5

v2

c2
1

F~l!
@g2~g21!F~lT!#; ~3!

and the complex average velocity amplitude in the pore in
terms of the pressure amplitude gradient is

v̂~z!5
F~l!

ivr~z!

dp̂~z!

dz
. ~4!

Here,a~l,lT! is a complex damping or gain parameter and
k0(l,lT) is the complex acoustic wave number. For an ideal
gasb51/T; this is appropriate for air filled pores. The pores

a!W. Patrick Arnott is at the Desert Research Institute, Atmospheric Sciences
Center, P.O. Box 60220, Reno, NV 89506, and is an Adjunct Assistant
Professor in the Department of Physics and Astronomy, University of Mis-
sissippi.
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are assumed to have a circular cross section of radiusR so
that the shear wave number~l! and thermal wave number
~lT! are given by

l5RArv/h, lT5RArvcp /k, ~5!

wherer(z) is the gas density,v the radial frequency of the
sound wave,h the viscosity,k the thermal conductivity, and
cp the heat capacity at constant pressure. Here,lT andl are
related by the square root of the Prandtl numberNpr , lT

5 ANprl. The thermoviscous function for circular pores is

F~l!512~2/Ail!@J1~Ail!/J0~Ail!#. ~6!

Figure 5 of Ref. 7 shows that the choice of pore shape
makes little gross difference in the value ofF~l!. These
small differences are significant when optimizing the perfor-
mance of thermoacoustic devices, but should be negligible in
estimates of temperature effects on ground impedance. The
relative independence of the wave number and impedance of
uniform porous materials on pore shape factor is discussed in
detail by Stinson and Champoux.9

The temperature dependence ofr, l, lT , and speed of
sound,c, in terms of reference values atT0 are

10

r5r0T0 /T, c5c0~T/T0!
0.5, ~7a!

l5l0~T0 /T!0.9245, lT5lT0
~T0 /T!0.9245. ~7b!

Values~7a! are directly from Ref. 10, pages 29–30, and
~7b! are from a power law fit to Eq.~10-1.16a! of Ref. 10.
The fact that the Prandtl number for air is approximately
independent of temperature was also utilized.

In thermoacoustic studies where the temperature gradi-
ents can be as large as 2000 K/m, Eqs.~1! and~4! are usually
solved by numerical integration. Atchleyet al.11 achieved
good agreement with data by solving Eq.~1! as a wave equa-
tion with constantF~l!/r, a~l,lT!, andk0(l,lT) evaluated
at the center of the stack. The change in the material property
F(l)/r(z) with depth is large for the small pores typical of
the ground, so the method of Ref. 11 is extended. Equation
~1! can be rewritten for ideal gases as

d2p̂8~z!

dz2
12a8~l,lT!

dp̂~z!

dz
1k0

2~l,lT! p̂~z!50, ~8!

where

a8~l,lT!5
1

F~l! H dF~l!

dl

dl

dT
1
1

T FF~lT!2NprF~l!

~12Npr!F~l! G J dTdz ,
~9!

includes the effect of the derivative ofF(l)/r(z).
In this paper, soil is modeled as a homogenous semi-

infinite half-space with an imposed linear temperature gradi-
ent to the damping depthd. Although the daily and yearly
soil temperature variation is quite complicated, the tempera-
ture profiles can often be approximated by a linear gradient
to fixed depthd. The solution to Eq.~8! is then approximated
by

p̂~z!5Âeikz, ~10!

whereÂ is a complex constant andk is a complex constant
evaluated at the surface. Substitution of this form into Eq.~8!
yields

2k21 ik2a8~l,lT!1k0
2~l,lT!50 ~11!

with solutions

k15 ia81Ak022a82, k25 ia82Ak022a82. ~12!

Here,a8 and k0 are the gain parameter and complex wave
number evaluated at the surface.

The treatment herein differs from Ref. 11 in three ways:
~i! The complex roots are evaluated from Eq.~11! di-

rectly yielding unequal wave numbers,k1 andk2.
~ii ! The wave numbers are evaluated at the surface, not

at d/2, since the surface impedance is most affected by sur-
face properties for sound absorbing soils.

~iii ! The effect of the changing material property
F(l)/r(z) is included in Eqs.~8! and ~9!.

If the temperature gradient is zero, the treatment above
recovers the usual porous media wave numbers. The velocity
contributions corresponding to the two wave numbers can be
calculated from Eq.~4!:

v̂6~z!5@F~l!/vr~z!#k6Âeik
6z. ~13!

The boundary condition at depthd is that the surface
impedance is that of a uniform semi-infinite porous media.
To account for additional pore length due to the pores not
being normal to the surface or not being straight, we intro-
duce the tortuosity factorq, which yields a pore length ofqd
at depthd. This reduces the temperature and pressure gradi-
ents by 1/q. Impedance matching then determines the ratios
of amplitudesÂ2/Â1 within the gradient layer:

ivr~d!

F~l!

@eik
1qd1Â2/Â1eik

2qd#

@ ik1eik
1qd1Â2/Â1ik2eik

2qd#
5

vr~d!

F~l!k~d!
[Z~d!,

~14!

where bothF~l! are evaluated at damping depthd. The so-
lution to Eq.~14! is

Â2

Â1
5ei ~k

12k2!qd
@12k1/k~d!#

@12k2/k~d!#
. ~15!

The surface impedance of the media is then the ratio of
p̂(0)/v̂(0) modified to account for the porosity and tortuos-
ity of the pores. Porosity,V, is the ratio of open pore area to
total area. The tortuosity introduces an additional factor ofq
to the surface impedance. With these average medium modi-
fications, the normalized surface impedance is given by

Z~0!5
vq

c~0!F~l!V

~11Â2/Â1!

@k11~Â2/Â1!k2#
. ~16!

Here,F~l! is evaluated at the surface.
Equation~16! is derived for cylindrical pores with tor-

tuosity q and porosityV. In ground impedance studies9,12,13

it is usual to approximateF~l! and to evaluate the imped-
ance in terms of the dc flow resistivity:

s58q2vr/Vl2. ~17!
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II. PREDICTION OF THE EFFECT OF TEMPERATURE
GRADIENTS ON NORMALIZED GROUND
IMPEDANCE

First, the effect of a uniform temperature change on the
normalized surface impedance should be understood. For a
uniform temperature the gradient terms in Eq.~1! drop out.
The only temperature variation in the formula for the nor-
malized surface impedance is in the gas properties contained
in l andlT . Note that the measured flow resistance must be
adjusted bys5s(T0)(T/T0)

0.849as developed from Eq.~17!
with Eqs. ~7a! and ~7b!, and c by Eq. ~7a! to predict the
temperature dependence of Eq.~16!. A temperature increase
leads to an increase in flow resistivity. A 30-K temperature
difference over a year leads to a 10% change in flow resis-
tivity. Surface impedance data of homogeneous soils taken
over a wide range of surface temperatures should be normal-
ized to a standard surface temperature.

Next, the dependence of impedance on the temperature
gradient in the soil is investigated. The depth dependence of
the temperature in the ground as the surface is heated by the
sun is well understood.5 Although the form of the variation is
quite complex, the temperature profile near the surface can
be approximated by a linear gradient down to the daily
damping depthd which is on the order of 7–15 cm. The total
daily temperature variation may be as large as 20 K over this
distance for cultivated soils. As an estimate of the maximum
effect, the impedance for three media corresponding to low,
medium, and high impedance soils for a temperature change
of 20 K in 10 cm was calculated using Eq.~16!. The prop-
erties of the soil models are listed in Table I.

Figure 1 displays the dependence of the normalized
ground impedance on the temperature gradient for low flow
resistivity ground. The imaginary part of the impedance in
Fig. 1 is multiplied by21 for display purposes. The surface
temperature is 300 K for all cases. A 200-K/m gradient cor-
responds to 300 K at the surface and 320 K at 10-cm depth.
The largest effect is on the imaginary part of the impedance
at very low frequencies. The maximum change in impedance
due to the temperature gradient is on the order of 6%. The
effects of realistic temperature gradients on the impedance of
ordinary soils is negligible. The effect for the medium and
high impedance soils is smaller than that displayed in Fig. 1.

Also shown in Fig. 1 is the effect of depth of the gradi-
ent layer on the impedance. Doubling the layer depth to 20
cm with the same gradient leads to a small increase in the
imaginary part at very low frequencies, but it should be
noted that a 40-K total change between the surface and the
bottom of the layer is unrealistic. The small change in im-
pedance when the depth is doubled indicates that a semi-
infinite approximation may be used for analytic analysis of

temperature gradient effects on impedance. In addition, the
similarity of the impedance change to the effect of exponen-
tially varying porosity14 leads one to suspect that an equiva-
lence between the temperature gradient and exponentially
varying porosity can be established and an analytic approxi-
mation developed to determine if temperature gradient ef-
fects on impedance measurements are significant. This cal-
culation is developed in Sec. III below.

III. APPROXIMATE FORMULATION FOR LOW
FREQUENCIES

In this section an approximate expression is developed
for the effect of a temperature gradient on the surface imped-
ance of an homogeneous soil layer for low frequencies and
for a semi-infinite temperature gradient. Approximations for
F~l! have been used to develop expressions for the ground
impedance of homogenous media for small thermal and vis-
cous wave numbers.12 For cylindrical pores

F~l!5F431
i8

l2G21

~18!

and

k0
25gS v

c D 2F431
g21

g
Npr1 i

8

l2G . ~19!

Further,F(lT) can be written in terms ofF~l! by noting 1
2 ANpr is small for air filled pores;

F~lT!5F~ANprl!

>F~l!2
dF~l!

dl
~12ANpr!l. ~20!

Substituting Eqs.~9!, ~19!, and ~20! in Eq. ~8!, using
l5l0(T0/T)

e, and evaluatingdF(l)/dl in terms ofF~l!
results in

FIG. 1. Normalized surface impedance of the ground with no temperature
gradient ———, a temperature gradient of 200 K/m for 10 cm –––, a
temperature gradient of2200 K/m for 10 cm••••••, a temperature gradient
of 200 K/m for 20 cm — - —.

TABLE I. Porous media properties.

Pore radius
~R!

Porosity
~V!

Tortuosity factor
(q)

dc flow resistivity
at 293 K

Low 931025 m 0.5 1.4 723103 N s m24

Medium 631025 m 0.3 1.4 2703103 N s m24

High 431025 m 0.3 1.4 6003103 N s m24
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d2p̂

dz2
1F12S e1

1

11ANpr
D 2

@12 i ~l2/6!#G 1

T

dT

dz

dp̂

dz

1gS v

c0
D 2 T0T F S 432

g21

g
NprD1 i

8

l0
2 S TT0D

2eG p̂50.

~21!

For low frequencies,l is small and the termsil2/6 and
4
32~g21/g!Npr can be dropped leaving:

d2p̂

dz2
1F122S e1

1

11ANpr
D G 1

T

dT

dz

dp̂

dz

1 igS v

c0
D 2 8

l0
2 S TT0D

2e21

p̂50. ~22!

UsingEq.~7!, 12 2@e 1 1/(11 ANpr)# 5 21.925 and 2e21
50.849. Note that the term containingNpr is due to the ther-
moacoustic modification of the complex compressibility.

The substitutionsT5T0(11az) and z5(11az)/a,
wherea is the normalized temperature gradient inm21, lead
to the differential equation and corresponding solution

d2p̂

dz2
2
1.925

z

dp̂

dz
1k2~0!a0.849z0.849p̂50, ~23!

p̂~z!5Cz1.46H1.025
~1! ~Kz1.425!, ~24!

whereK5k(0)a0.4245/1.425 andC is a complex constant.
Here,H1.025

~1! is chosen since we have assumed a semi-infinite
gradient and radiation boundary conditions apply, i.e.,H1.025

~2!

becomes infinite as the depth increases. With the substitution
y5Kz1.425, Eq. ~24! is similar to Eq.~15! of Raspetet al.14

and the normalized surface impedance can be derived from
p̂(z) by following the procedure outlined in Ref. 14 yielding

z~0!5z0F11
i1.5

2k~0!

a

qG>z01
i

gV

3

4

c0
v

a

q
. ~25!

The reduction in gradient along the pore due to tortuosity is
introduced in Eq.~25!. z0 is the surface impedance of an
isothermal, uniform medium at the surface temperature.
Equation~25! employs the low-frequency approximation that
z0/k(0)5c0/gVv. Comparison with the result for exponen-
tial pores @Eq. ~22!, Ref. 14# shows that the semi-infinite
linear normalized temperature gradient along the poresa/q
is equivalent to a normal exponential porosity gradienta
with a grain shape factorn851. Comparison of Eq.~25! with
the exact results for a 40-K change in 20 cm from Eq.~16!
showed good agreement.

The equivalence of the normalized temperature gradient
and the exponential pore gradient is useful in establishing the
minimum significant gradient at audio frequencies. Refer-
ence 14 demonstrates that the exponential porosity gradient
corrections are significant at 100 Hz only whena>10, a
factor of 20 larger than the gradient assumed in this paper.
The equations above apply to any porous material~including
those used for noise control! with viscous wave number,l,
less than one@see Eq.~5!#. Equation ~25! shows that the
critical variable for significance of the temperature gradients

in such materials is the fractional temperature change per
wavelengthc0/v(a) compared to the normalized impedance
z0.

IV. CONCLUSIONS

The effect of uniform temperature changes in the ground
can be calculated as modifying the dc flow resistivity and
density@see Eq.~7! and Sec. II#. Realistic temperature gra-
dients in homogeneous grounds lead to negligibly small
changes in only the imaginary part of surface impedance.
Temperature increases in the ground are analogous to de-
creasing exponential porosity grounds, while temperature de-
creases are analogous to increasing porosity grounds. An ap-
proximate formula for the effect of a linear temperature
gradient on the surface impedance of the ground has been
developed and is used to demonstrate that the effects are
small for soils heated by the sun. Temperature gradient ef-
fects are measurable for low impedance surfaces as indicated
by Eq. ~25! and by the results of Reference 8. However,
agricultural soils have too high a surface impedance for tem-
perature gradient effects to be measurable.
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An adiabatic normal mode solution for the benchmark wedge is described for both fluid and solid
attenuating ocean bottoms. The continuous mode contribution is treated as a sum of leaky modes.
Each trapped mode changes smoothly into a leaky mode as the water depth decreases. The Pekeris
branch line integral can be ignored if an approximate mode normalization is used when the normal
mode pole approaches the branch point. ©1997 Acoustical Society of America.
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INTRODUCTION

The benchmark problems1 in underwater acoustics were
defined by the research community in 1986 as test cases for
the comparison of numerical codes because there are no ex-
act solutions for nontrivial range-dependent problems. A
number of different, high-accuracy, numerical solutions of
the benchmark wedge problem have now been published.1–6

In the present work we show that an adiabatic normal mode
approach yields a useful approximate solution which gives
physical insight into the propagation process.

An important feature of upslope propagation in shallow
water is the disappearance of modes as the water depth de-
creases. This means that the energy associated with a discrete
mode passes into the continuum and is rapidly lost from the
water column. The simple adiabatic mode theory breaks
down at this point because it assumes the energy of a given
mode remains in that mode at all times.

In the present paper the disappearance of normal modes
from the water column~usually called cutoff! is handled
smoothly by treating the normal mode continuum in terms of
leaky modes as described by Arvelo and Uberall.7 The use of
leaky modes enables the extension of the adiabatic solution
to include attenuation and the possibility of a solid bottom.

I. NORMAL MODE SOLUTIONS

For a horizontally stratified and cylindrically symmetric
ocean environment the normal mode solution for the acoustic
pressure amplitudep(r ,z) as a function of ranger and depth
z for a harmonic point source atr50 andz5z0 can be writ-
ten

p~r ,z!5S 2p

r D 1/2eip/4(
n

Un~z!Un~z0!kn
21/2 exp~ iknr !

1BLI, ~1!

where the pressure has unit amplitude one meter from the
source. The functionUn(z) is the normal mode function and
the kn are the eigenvalues ofk, the wave number for hori-
zontal propagation.

The branch line integral~BLI ! must be carefully consid-
ered for upslope propagation. In the present work we will use
the Pekeris8 branch cut and an approximate mode normaliza-

tion to allow omission of the BLI. With the Pekeris branch
cut, the normal mode sum in Eq.~1! includes some leaky
modes. Leaky modes correspond to rays at grazing angles
greater than critical which are partly reflected and partly
transmitted into the ocean bottom. A full discussion of leaky
modes and choice of branch cut is given in Ref. 9.

To apply normal mode theory to a sloping bottom we
assume the usual adiabatic approximation. The normal
modes and eigenvalues become range dependent and are de-
termined by the local water depth. The acoustic pressure is
given by

p~r ,z!5~2p!1/2eip/4(
n

Un~0,z0!Un~r ,z!

3expS i E
0

r

kn~r 8!dr8D Y D. ~2!

Various forms of the denominatorD for the adiabatic ap-
proximation have been used but Porter10 has recently shown
that the most appropriate form is

D5Fkn~0!kn~r !E
0

r S 1

k~r 8! D dr8G1/2. ~3!

We now assume a two-layer model in which a homogeneous
layer of water of densityrw and sound speedcw lies over a
homogeneous solid bottom of densityrb , compressional
wave speedcb , and shear wave speedcs . This model has
been described by Ellis and Chapman11 and is readily ex-
tended to include attenuation of both compressional and
shear waves.12

The normal mode functions can be written11

Un~z!5Nn sin~gnz! ~4!

and the normalization constantNn is given in Ref. 11@Eq.
~B13!#. The parametergn is the usual vertical wave number.

A. Mode normalization

In the present work we consider propagation in decreas-
ing water depth and a given mode moves smoothly from
being a trapped mode to becoming a leaky mode as it passes
through cutoff, i.e., whenkn5v/cb . We expect that the
mode amplitude will change slowly as this occurs but unfor-
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tunately the normalization constantNn in Eq. ~4! changes
rather rapidly near cutoff~and would go to zero in the ab-
sence of attenuation!. At the same time as this occurs, the
Pekeris branch line integral has a maximum value because
the pole associated with the normal mode is very close to the
branch point. The combined contribution of the normal mode
and the branch line integral has the expected smooth behav-
ior as the mode passes through cutoff.

Kamel and Felsen13 developed an adiabatic form of nor-
mal mode theory including the branch line integral which
allows a smooth transition through mode cutoff. However,
the method is not easily extended to more general problems.
In the present paper we find it more convenient to introduce
an approximate mode normalization which has the effect of
giving smooth behavior and allowing us to neglect the con-
tribution of the Pekeris branch line integral.

The approximate normalization is readily obtained from
the idea of effective depth and the details can be found in
Ref. 12. Reflection at the ocean bottom is simulated by plac-
ing a perfect reflector displaced into the bottom a distance
Dh. The resulting isovelocity waveguide has depthh1Dh
and the mode normalization is given by

Nn5@2/~h1Dh!#1/2. ~5!

As will be shown in the next section this normalization is
smooth and slowly varying as a mode passes through cutoff.

II. APPLICATIONS TO THE BENCHMARK WEDGE

A. Fluid bottom

The shallow-water wedge known as ‘‘Benchmark III’’
was defined in Ref. 2. The wedge parameters are:
rw51g/cm3, cw51500 m/s,rb51.5 g/cm3, cb51700 m/s,
ab50.5 dB/l.

A point harmonic source of frequency 25 Hz is located
at 100-m depth in water 200 m deep. The bottom slopes at
2.86° and the depth decreases to zero at the 4-km range. The
bottom is a fluid in this case. The solid bottom expressions
can be used for a fluid bottom by settingcs small. The ex-
pressions in Ref. 11 are all well behaved and in the limit give
the correct expressions for the fluid case. For a fluid bottom
we setcs50.1 m/s.

As the water depth decreases the values of the normal
mode eigenvalues change systematically and their loci in the
complex wave-number plane are shown in Fig. 1. A logarith-
mic scale has been used on the imaginary axis in order to
show the values more clearly. The dotted line is the Pekeris
branch cut and it begins at kb5v/cb1 iab

50.0924010.00085i .
The tracks for the first six modes are shown in the figure

and their starting points are identified by mode number. The
curves begin for a water depth of 200 m at range zero. The
loci of the modes are shown as dashed lines after they pass
under the branch cut and onto the second Riemann sheet.
The leaky modes decay rapidly with range and their contri-
bution to the pressure field decays rapidly after the pole
moves above the branch point.

There are three modes trapped in the initial water depth
and three of the mode paths begin to the right of the Pekeris

cut. The symbols show the positions of the eigenvalues at
various ranges. Mode 3 becomes a leaky mode at a range of
about 0.8 km. Similarly modes 2 and 1 become leaky at
ranges of 2.1 and 3.4 km, respectively. In the absence of
attenuation the trapped mode eigenvalues would all be on the
real axis and as range increases they would all move left
along the real axis to the branch point. After passing the
branch point they would become leaky modes and would
move away from the real axis as they continued to move to
the left.

The propagation loss calculated using the above adia-
batic normal mode theory is shown in Fig. 2 for a receiver
depth of 30 m. The three sections of the figure correspond to
different ways of treating the mode normalization. The
crosses are the same in each part and represent the coupled
mode reference solution.2 The data were kindly supplied by
Finn Jensen.

In all three graphs the solid curves are found using the
mode sum of Eq.~2!. The first six modes are included and at
the source position, three are trapped and three are leaky.
The curves stop at a range of 3.4 km because the receiver
meets the bottom and our expressions no longer apply.

The dashed curves in Fig. 2 are identified by mode num-
ber and show the contribution of individual normal modes to
the total field. Each mode has been dropped from the mode
sum when its amplitude is less than 1% of the amplitude of
mode 1. The mode contributions successively become negli-
gible until after a range of 2.8 km only mode 1 remains.

Figure 2~a! shows the result obtained using the exact
mode normalization. The solid curve is an excellent fit to the
reference solution up to a range of about 3.1 km. The abrupt
deviation at this range is due to the rapid change of the
normalization factor of mode 1 as the mode passes through
cutoff. The dashed curves for the contributions of modes 2
and 3 show similar smaller sudden deviations at ranges of
about 2.1 km and 0.8 km, respectively. In the absence of
attenuation these deviations would be very large because the
exact mode normalization would then go to zero at cutoff.

Figure 2~b! shows the result obtained using the approxi-

FIG. 1. Pole trajectories in the complex wave-number plane for the first six
normal modes for the benchmark wedge.1 The positions at zero range are
identified by mode number and the symbols indicate positions at other
ranges. The dotted line is the Pekeris branch cut.
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mate normalization of Eq.~5!. It is an excellent fit to the
reference solution. The sudden deviations associated with
mode cutoff have been eliminated by the use of the approxi-
mate normalization.

In order to treat fluid and solid bottoms identically it is
convenient to consider also the solution shown in Fig. 2~c!.
The curves in Fig. 2~c! were calculated using the exact nor-
malization until the normal mode approaches cutoff and then
switching over to the approximate normalization. The
changeover is made when the distance of the normal mode
eigenvalue from the branch point is some small fraction

~e.g., 5%! of the distance between the branch point and
kw(5v/cw) the wave number in the water. For Fig. 2~c! the
changeover point was taken as whenukn2kbu,0.05ukw2kbu
and the mode contribution was scaled to ensure smooth
matching.

The solid curve in Fig. 2~c! is in good agreement with
the reference solution and shows that the field in the bench-
mark wedge can be adequately described in terms of adia-
batic normal modes.

B. Solid bottom

The benchmark wedge was extended to include a solid
bottom at the Parabolic Equation Workshop II.14 The extra
parameters are:cs5800 m/s, as50.5 dB/l. The paths of
the normal mode poles in the complex plane are similar to
those of Fig. 1. However, there are some differences of detail
near the branch point and these are shown in Fig. 3 which
shows a small part of the complex plane.

We note, in passing, that for a solid bottom withcs,cw
there is always energy loss to the bottom as shear waves and,
strictly speaking, all modes are now leaky. Nevertheless, it is
still convenient to regard modes with poles to the right of the
Pekeris cut as trapped modes because their compressional
wave amplitude decays exponentially in the bottom.

We note also that the Scholte wave is neglected in the
present work. The contribution of the Scholte wave is small
unless both source and receiver are near the interface.

The propagation loss as a function of range correspond-
ing to Fig. 2 but for a solid bottom is shown in Fig. 4. As for
Fig. 2 the three sections of the graph correspond to different
ways of treating the mode normalization. The crosses in Fig.
4 are the same in all three sections of the figure and show the
reference solution generated using a finite element model.14

The numerical data were kindly provided by Stanley Chin-
Bing.

The solid curve is the sum of the first six modes ob-
tained using the mode sum of Eq.~2!. As for the fluid bottom
case, the first three modes are trapped in the water depth at
the source but it is necessary to include some of the leaky
modes to get a good approximation to the near field. The
individual mode contributions are shown as the dashed
curves and are identified by the corresponding mode number.

FIG. 2. Propagation loss for the benchmark 3 wedge.1 The crosses show the
reference solution. The solid curves show the adiabatic normal mode result.
The dashed curves are identified by mode number and show the propagation
loss for individual modes.~a! Exact mode normalization,~b! approximate
normalization,~c! exact normalization changing to approximate normaliza-
tion as the pole nears the branch point.

FIG. 3. Detail of pole trajectories near the branch point for an isovelocity
wedge over a solid attenuating bottom.
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Figure 4~a! shows the result obtained using the exact
normalization. The solid curve is in reasonable agreement
with the reference solution out to a range of about 2.6 km.
The dashed curves for modes 1–3 all show rapid changes in
amplitude in the vicinity of their cutoff. For modes 1 and 2
there is an abrupt change in the mode amplitude as the nor-
mal mode pole passes close to the branch point and a corre-
sponding abrupt change in the mode sum. This disagreement
between the mode sum and the reference solution is due to
the neglect of the branch line integral. We note again that if

there were no attenuation the discontinuities in the mode
amplitudes would be much greater because the exact normal-
ization of would go to zero at cutoff.

Figure 4~b! shows the results obtained using the ap-
proximate mode normalization of Eq.~5!. The mode ampli-
tudes are now all smooth and the mode sum is shown by the
solid curve.

A comparison of the solid curves in Fig. 4~a! and ~b!
shows that the exact normalization gives a better result in the
range 0.3 to 1.3 km and is much better near the deep null at
0.7 km. Therefore it is an advantage to use a combination
solution and the result is given in Fig. 4~c!. The changeover
point is as for Fig. 2~c!.

III. DISCUSSION AND CONCLUSIONS

The above results show that the acoustic field in the
benchmark problems can be described to good accuracy by
adiabatic propagation of a small number of normal modes.
For upslope propagation a mode which is initially trapped
passes smoothly through cutoff and becomes a leaky mode.
Even though the adiabatic normal mode description of the
propagation is not as accurate as other techniques it reveals
the simple physics of the situation.
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Reference 1 treats transient uniaxial waves in a finite
stack of layered elastic media. Axial displacement and stress
are expanded in eigenfunctions$F j (X)% of the traction-free
stack. The time-dependent traction applied along one bound-
ary is approximated by a body force with a delta function
dependence on the global axisX:

sb~X,t !5d~X!s0f ~ t ! ~1!

where s0 is the magnitude of the traction andf (t) is its
normalized time dependence. This representation is deficient
in two ways:

~a! by definition, a body force acts on the volume of ma-
terial and therefore stress vanishes on the boundary

~b! the expansion ofd(X) in terms of$F j (X)% converges
slowly producing error in stress close to the excited
boundary.

An alternative relies on expressing the state vector of
displacementu(X,t) and stresss(X,t) as a sum of an inho-
mogeneous static solution and a homogeneous dynamic
solution.2 The static problem is forced by the magnitudes0
of the applied traction in~1!. For a free stack, static equilib-
rium is maintained by including a constant body force op-
posing the external traction.

Consider a stack ofN layers having (Ei ,r i ,hi) for
moduli of elasticity, density, and thickness. LethT be total
thickness of the stack:

hT5(
i51

N

hi . ~2!

For static equilibrium, the body force is related tos0 by

bf52s0 /hT . ~3!

Let xi be the local axial coordinate of thei th layer. Static
equilibrium requires

]ssi

]xi
[Ei

]2usi
]xi

2 5bf ~4!

with solutions

ssi~xi !5bfxi1ssi~0!, 0<xi<hi , ~5a!

usi~xi !5
bf
Ei

xi
2

2
1

s i~0!

Ei
xi1usi~0!. ~5b!

Enforcing boundary conditions

ss1~0!5s0 , ssN~hN!50 ~6!

on ~5a! determinesssi~0! as

ssi~0!5s0S 12
1

hT
(
k51

i21

hkD ~ i52,N!. ~7!

Noting thatusi(hi)5us( i11)(0) in ~5b! gives

us~ i11!~0!2usi~0!5
hi
Ei

Fbf hi2 1ssi~0!G , i51,N.

~8!

Equation~8! suppliesN equations in the~N11! unknowns
usi~0!; i51,N11, where for convenience,us(N11)~0! is used
to refer tous(N)(hN). The missing equation comes from the
constraint that the center of mass is motionless:

uscG50. ~9!

Taking moments aboutX50 yields

uscG[
1

MT
(
i51

N

r iE
0

hi
usi~j!dj50,

MT5(
i51

N

r ihi . ~10!

Substituting~5b! in ~10! produces

(
i51

N

r i H usi~0!hi1
hi
2

2Ei
Fbf hi3 1ssi~0!G J 50. ~11!

Any other constraint applied to~8! leads to ficticious rigid
body motion while the forcing function acts.

In terms of static and dynamic variables, the general
solution is

u~X,t !5us~X! f ~ t !1ud~X,t !, ~12a!
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ud~X,t !5(
j
aj~ t !F j~X!, ~12b!

F j~X!5$F j
~ i !~xi !%, ~12c!

where f (t) is the function in~1! and aj (t) are generalized
coordinates of the homogeneous dynamic problem satisfying

ä j~ t !1v j
2aj~ t !5F j~ t !,

F j~ t !52
1

Nj
@Naj f ~ t !1Nsj ḟ ~ t !#, ~13!

Naj[^F j u1ubf&5bf(
i51

N E
0

hi
F j

~ i !~j !dj, ~13a!

Nsj[^F j uruus&5(
i51

N

r iE
0

hi
F j

~ i !~j !usi~j!dj, ~13b!

Nj[^F j uruF j&5(
i51

N

r iE
0

hi
@F j

~ i !~j !#2 dj. ~13c!

Suppressing the common subscriptj , the solution of Eqs.
~13! takes the form

a~ t !5
1

v
ȧ~0!sin vt1a~0!cosvt1

1

v E
0

t

F~t!

33sin v~ t2t!dt, ~14!

$a~0!,ȧ~0!%52
Ns

N
$ f ~0!, ḟ ~0!%. ~14a!

To determine the integrals in~13a! and ~13b!, recall the ex-
pression forF( i )(xi) developed in Ref. 1:

F~ i !~xi !5B1i coskixi1
B2i

Eiki
sin kixi ,

ki5v/ci , ci5~Ei /r i !
1/2. ~15!

Substituting~5b! and ~15! in ~13a! and ~13b! yields

Na5bf(
i51

N
1

ki
FB1i sin kihi1

B2i

Eiki
~12coskihi !G

~15a!

Ns5(
i51

N
r iusi~0!

ki
FB1i sin kihi1

B2i

Eiki
~12coskihi !G1(

i51

N
r issi~0!

Eiki
HB1iFhi sin kihi1 1

ki
~coskihi21!G

1
B2i

Eiki
F2hi coskihi1

sin kihi
ki

G J 1
bf
2 (

i51

N
r i
Eiki

HB1iFhi2 sin kihi1 2

ki
S hi coskihi2 sin kihi

ki
D G

1
B2i

Eiki
F2hi

2 coskihi1
2

ki
S hi sin kihi1 ~coskihi21!

ki
D G J . ~15b!

For the special case whenf (t) is piecewise linear withnc
corner points

f ~ t !5 (
n51

nc21

„f n1sn~ t2tn!…@H~ t2tn!2H~ t2tn11!#,

~16a!

ḟ ~ t !5 (
n51

nc21

sn@H~ t2tn!2H~ t2tn11!#, ~16b!

f̈ ~ t !5 (
n51

nc21

sn@d~ t2tn!2d~ t2tn11!#

5( @~sn112sn!d~ t2tn!#, ~16c!

where sn5( f n112 f n)/(tn112tn) for 1<n<(nc21) and
f 15 f nc50, snc5t150. After substituting~16a!–~16c! in
~14! and noting thatf (02)5 ḟ (02)50, the coefficient of
each mode is determined to be

a~ t !52
bfNa

Nv2 (
n51

nt F „f n1sn~ t2tn!…cosvz

1snS 2z cosvz1
1

v
sin vz D G

t2tn

t2 t̂

2
Ns

Nv (
n51

nc

sn@sin v~ t2tn!H~ t2tn!

2sin v~ t2tn11!H~ t2tn11!#, ~17!

wheret̂5min(t,tn11) andnt satisfiestnt , t < tnt11.
Call the use of body force method 1, and call the static/

dynamic superposition method 2. We now compare stress
histories of the basic stack with six periodic sets discussed in
Ref. 1, as computed according to the two methods. The stress
history that appears is the normalized quantity
s̃(t)5s(t)/s0 . The first column in Fig. 1~a!–~e! was com-
puted according to method 1 using five elastic modes per set
~m55!, i.e., 30 modes for the stack. The histories in the
second column of Fig. 1~f!–~j!, also according to method 1,
used 40 elastic modes per set~m540!, i.e., 240 modes for
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the stack. Those in the third column in Fig. 1~k!–~o! were
computed according to method 2, using two elastic modes
per set~m52!. According to method 1,s̃(t) vanishes at the
boundary, rises sharply with ‘‘x’’ reaching a peak at a mag-
nitude exceeding unity exhibiting the Gibbs effect, and then
converges with thes̃(t) computed by method 2. This behav-
ior typifies a Fourier expansion of a delta function. The re-
gion near the excited boundary where the results of methods
1 and 2 differ narrows with the number of modes per set

‘‘m.’’ For example, whenm55, s̃(t) peaks ats50.29 and
converges fors.0.259. In column 2~m540! s̃(t) peaks at
s50.029 and converges fors.0.049. Clearly, method 2 re-
quires far fewer modes per set than method 1 for similar
convergence ofs̃(t) near the excited boundary.

1M. El-Raheb, ‘‘Transient elastic waves in finite layered media: One-
dimensional analysis,’’ J. Acoust. Soc. Am.94, 172–184~1993!.

2J. Berry and P. Naghdi, ‘‘On the vibration of elastic bodies having time
dependent boundary conditions,’’ Q. Appl. Math.14, 43–50~1956!.

FIG. 1. Histories ofs(t) along first layer:~a!–~e! method 1 withm55; ~f!–~j! method 1 withm540; ~k!–~o! method 2 withm52.
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The modeling of a continuous structure as a fuzzy
Joel Garrelick
Cambridge Acoustical Associates, Inc., 200 Boston Avenue, Medford, Massachusetts 02155

~Received 14 August 1995; revised 19 April 1996; accepted 19 August 1996!

For a continuous structure with a deterministic drive, it is suggested by example that~1! the loss
factor invariance of its fuzzy limit is realized only when boundaries/discontinuities away from the
master structure measure many characteristic wavelengths so that the influence of their reflecting
waves is negligible at the interface, and~2! the value of the fuzzy limit depends on structural details
as well as averaged or ‘‘smoothed’’ characteristics. ©1997 Acoustical Society of America.
@S0001-4966~97!04712-7#

PACS numbers: 43.40.At, 43.40.Qi@PJR#

INTRODUCTION

In a number of recent papers it has been suggested that
complex structural subsystems attached to a ‘‘master’’ struc-
ture may be analyzed as adjuncts and described in terms of a
‘‘structural fuzzy.’’1–4 The simplest form of structural fuzzy
is an array of point oscillators each affixed to the master
through its spring. The relevant parameters then become the
fuzzy mass density per cyclic frequency and modal density,
both per characteristic dimension, or wavelength, of the mas-
ter.

Viewed in this fashion it is found that considerable vi-
bration damping may be realized over a reasonably broad-
band with a fuzzy of modest relative mass. Moreover, the
asymptotic performance of a fuzzy with high modal density
is invariant to the value of its characteristic damping param-
eter, e.g., loss factor. Also, in contrast to similar findings
using the methods of statistical energy analysis~SEA!, these
results may be arrived at without invoking ensemble, spatial,
or frequency averaging.2,3 In other words, they appear to be
deterministic. This note concerns the realization of this pic-
ture by generic substructures although the issues are de-
scribed in the context of a simple rod and beam.

I. ANALYSIS

Consider the basic fuzzy structure representation of an
array ofJ oscillators of equal mass and natural frequencies
spaced fromv1 to v2, with individual oscillators communi-
cating only through a master structure. The array impedance
and its fuzzy limit may be expressed as2,3

Zfuzzy52 ivM S 12v2
m

M (
j51

J

@v22~v j* !2#21D ~1a!

⇒v2mp/22 ivM ~11x!, ~1b!

wherem is the individual oscillator mass,v is circular fre-
quency,vj is the natural frequency of thej th oscillator,
v j*5v j (12 ih)21/2 with h structural loss factor,m is the
oscillator array mass density per unit circular frequency,
M5Jm is the total mass of the array, andx an inertial factor
that is of little present interest.@Dissipation in Eq.~1a! is
expressed in terms of a structural damping model as it is in
Ref. 3, rather than the Voigt model of Ref. 2.#

In reality, each oscillator may represent a separate sub-
structure. However, for a generic substructure this is difficult
to visualize for all but small values ofJ. The interface with
the master must be effectively compact in terms of its char-
acteristic wavelengths for the array to behave as a unit. This
requirement can be quite stringent. For example, with a flex-
urally vibrating master structure of plating thicknessh and
speed cp , the in-phase length of plating isLm5(l f /2)
5p Acph/3.46v. Thus, say at 250 Hz, and using typical ma-
terial properties, this span measures only about 0.48 m in
0.025-m steel plating typical of ships, 0.93 m in 0.15-m con-
crete construction decking, or only 0.25 m in 6.3531023

m-thick aluminum fuselage plating.
Alternatively, the array representsJ vibration modes of

a single multimodal substructure. To explore this scenario
further we consider a simple but continuous substructure
with constant modal density, a rod free at one end and inter-
facing with the master at the other~Fig. 1!. Here the drive
impedance presented to the master is given by

Zrod5Yrod
2152 ivM S 112v2(

n51

`

@v22~vn* !2#21D 21

~2a!

⇒rcA, ~vL/c!h/25h/2Dv@1, ~2b!

whereA is the cross-sectional area,c 5 AE/r is the material
compressional speed,c*5c(12 ih)1/2, E is the material
compressional modulus,L is the bar length,Dv5pc/L ~in-
verse modal density!, r is the material mass density,
vn5npc/L, n50,1,2... ~rod natural frequencies!, and vn*
5 vn(1 2 ih)1/2. Equation~2b! may be also be expressed as

Zrod⇒v̄2~M /Dv!~p/2!, ~vL/c!h/25h/2Dv@1,
~2c!

where v̄25K/M with K52rc2A/L, the static stiffness of
the bar when subjected to equal compressional forces at each
end. For convenience, in Eqs.~1! and ~2! we have assumed
the same~constant! loss factor. Also, the rigid body compo-
nent of the impedance has been isolated in both cases. We
now compare Eqs.~1! and ~2!.

With the fuzzy oscillators being mechanically in paral-
lel, their impedances add. This is in contrast to the modes of
the rod which are mechanically in series and therefore their
modal admittances add. This yields the overall reciprocal
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form of Eqs.~1a! and~2a!. However, our primary interest is
in the high modal density or fuzzy limits given by Eqs.~1b!
and ~2b! or ~2c!, specifically the fact that the resistances of
both the bar and the array are independent of loss factor.

This has traditionally been explained in terms of high
modal density and modal overlap. However, deterministic
solutions exhibiting high modal density generally imply
wave motion, and for our purposes it is insightful to consider
the equivalent traveling wave series solution for the rod im-
pedance,

Zrod5rc*A (
q52`

`

expS i2qvL

c* D . ~3!

Equation~3! converges to the modal solution given by Eq.
~1a!, provided only thatv,hÞ0.

The high-frequency asymptotic limit,q50, represents
the direct field. It is the solution for the equivalent semi-
infinite bar. As such it contains no contributions from waves
that have propagated to the free end and been reflected back.
Therefore, it is invariant to the attenuation of such waves as
they propagate and consequently to the loss factor. Extrapo-
lating, the ~harmonic! resistance of a generic substructure
may be deterministically modeled as a fuzzy only if it is
effectively semi-infinite; that is, only if waves reflected from
discontinuities anywhere along the substructure are of little
consequence at the master interface. This may be expressed
generally in the forma~h l /lc!@1 with lc the~longest! char-
acteristic wavelength,l the distance to the boundary/
discontinuity, anda a numerical constant depending on wave
type. ~This view is consistent with the semi-infinite and in-
finite canonical models that are commonly used with SEA
for deriving coupling loss factors among subsystems.5!

The above equivalence notwithstanding, the difference
in the frequency dependence of the resistances given by Eq.
~1b! and Eq.~2b! or ~2c! cannot be reconciled. However,
they may be equated by postulating a fuzzy oscillator array
with the frequency-dependent mass density
m~v!5~2/p!rcA/v2. The question now becomes, how much

substructure detail is required for its simulation as a fuzzy?
The answer, unfortunately, appears to be that a rather precise
and complete description may be required.

Again illustrating the point by example, we now con-
sider a flexurally vibrating Euler beam as our substructure
rather than a rod. In one case@Fig. 2~a!# the beam is con-
strained against rotation, or clamped, at the master structure
interface and in the other@Fig. 2~b!# it is ‘‘pin’’ connected,
that is, free to rotate. The equivalent high-frequency/modal
density translational impedance expressions are6

Zbeam52pv2@M /~Dv! f #~12 i ! clamped, ~4a!

Zbeam5pv2@M /~Dv! f #~12 i ! pinned, ~4b!

where kf is the flexural wavelength at frequencyv,
(Dv) f52pv/kfL is the inverse flexural modal density, and
M andL again denote substructure mass and length. Here a
structural near field produces an inertial component that is
equal in magnitude to the resistance. More to the point, here
the value of the high-frequency limit of the resistance
changes with the detail of the interface boundary.

II. CONCLUSION

In summary, it is suggested by example that for a con-
tinuous structure with a deterministic drive~1! the loss factor
invariance of its fuzzy limit will be achieved~only! when
boundaries/discontinuities away from the master interface
measure many characteristic wavelengths~lc! so that, stipu-
lating only a finite loss factorh, the influence of their reflect-
ing waves is negligible at the interface; and~2! the value of
the fuzzy limit itself depends on structural details as well as
averaged or otherwise ‘‘smoothed’’ characteristics. The first
item may be expressed in the forma~h l /lc!@1 with 1 the
distance to the nearest boundary/discontinuity anda a nu-
merical constant depending on wave type. The second item
appears to require detailed rather than ‘‘broad brush’’ calcu-
lations and/or measurements to implement a fuzzy analysis.
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FIG. 1. Substructure~free rod! attached to master structure vibrating in-
phase over lengthLm .

FIG. 2. Substructure~beam! attached to vibrating master structure with~a!
clamped and~b! pinned connections.
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On the standard deviation of change-in-impedance due to fuzzy
subsystems

Y. K. Lin
Center for Applied Stochastics Research, Florida Atlantic University, Boca Raton, Florida 33431-0991

~Received 14 March 1996; accepted for publication 9 August 1996!

The effects of attached multiple subsystems of uncertain properties on the behavior of a main system
are investigated by modeling the natural frequencies of the subsystems as random points in the
frequency domain. Both the mean and the standard deviation of the change-in-impedance,
attributable to the subsystems, are computed without the usual assumption of ‘‘modal overlap.’’ It
is shown that the standard deviation, which has been overlooked by most authors on this subject, can
sometimes be greater than the mean. Thus the knowledge of the mean alone is inadequate to make
engineering decisions. ©1997 Acoustical Society of America.@S0001-4966~97!03212-8#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

Recently, there has been considerable interest in the ef-
fects of multiple secondary systems~or appendages! on the
motion of a master structure. It is assumed that the secondary
systems are numerous, each of which is much lighter than
the master structure, and that their physical properties are not
precisely known; thus they are referred to collectively as
fuzzy subsystems, or internal fuzzies.

Soize1,2 and his associates called attention to the prob-
lem, and provided first analyses of the effects. Further ad-
vances were made by Strasberg and Feit,3 Pierce,4 Pierce
et al.,5 and others, mostly focusing on the average energy
dissipation, attributable to randomly distributed subsystems.
It was shown5 that this average dissipation could be obtained
by replacing the sum of contributions from all the fuzzies by
an integral, which could then be evaluated with an asymp-
totic method. The results so obtained were found to be inde-
pendent of the damping in the fuzzy subsystems so long as it
was small. The nondissipative~reactive! components were
not equally emphasized, perhaps, for either one of the two
reasons: Both positive and negative components were
present, and as a whole they did not consume energy in the
long run.

Surprisingly, not enough attention was paid to the stan-
dard deviation from the mean. Indeed, if standard deviation
is of a similar magnitude as the mean or even larger, then the
mean alone is not very useful for prediction or design pur-
poses. Furthermore, the replacement of a sum by an integral
is equivalent to converting the number of subsystems to un-
countable infinity. Thus the most important effect of reso-
nance when the excitation frequency coincides with the natu-
ral frequency of any single subsystem is accorded with
probability zero. The above two problems will now be ex-
amined in a simplified analysis.

I. ANALYSIS

Let the main system be represented by a single-degree-
of-freedom linear oscillator with massM , natural frequency
v0, and the ratio of damping to the critical dampingz0, and

subjected to a sinusoidal excitation of frequencyv at the
mass. Let the fuzzies be represented byN small oscillators,
each of which is attached separately to massM . Then the
impedance of the overall system may be expressed as

Z~v!5M $v0
22v21R~v!1 i @2z0v0v1I ~v!#%, ~1!

where

R~v!5(
j51

N

n jg~v,V j ,z j !, ~2!

I ~v!5(
j51

N

n jx~v,V j ,z j !, ~3!

and wherenj is the mass of thej th fuzzy, expressed as a
fraction ofM , andVj and zj are the natural frequency and
the damping ratio of thej th fuzzy, respectively. The imped-
ance here refers to thedisplacement response~instead of
velocity response! to force excitations; therefore, the imagi-
nary part I~v! corresponds to damping and the real part R~v!
corresponds to stiffness, contributed by the fuzzies. One can
show that

g~v,V,z!52
v2@V2~V22v2!14z2V2v2#

~V22v2!214z2V2v2 , ~4!

x~v,V,z!5
2zVv5

~V22v2!214z2V2v2 . ~5!

The following simplified assumptions are made:~1! the nj
are independent and identically distributed random variables
with known mean and mean-square values,~2! the Vj are
independent random points on an interval [V l ,Vu] with a
nonuniform average density~average number of random
points per unit bandwidth! l~V!, and~3! zj5z for all j . Use
is made of the theory of random points~see, for example,
Stratonovich6 or Lin7!, a sketch of which, as applied to the
present problem, is given below.

A stochastic process, such asR~v! given in ~2!, may be
described in terms of its characteristic functional
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M $R%@u~v!#5EH expF i E
V l

Vu
R~v!u~v!dvG J , ~6!

whereE $ % denotes the ensemble average, andu~v! belongs
to the family of functions for which the integral shown on
the right-hand side exists in a certain sense. Substituting~2!
into ~6!,

M $R%@u~v!#5EH expF i E
V l

Vu

(
j51

N

n jg~v,V j !u~v!dvG J
5EH )

j51

N

expF in jE
V l

Vu
g~v,V j !u~v!dvG J

5EH )
j51

N F11 (
k51

`
1

k!
i kn j

kE
V l

Vu
•••E

V l

Vu
g~v1 ,V j !

•••g~vk ,V j !u~v1!•••

u ~vk!dv1•••dvkG J . ~7!

The dependence ofg~v,V j ,z j ! on zj is omitted here since it
has been assumed thatzj5z for all j . This assumption can be
removed if so desired.

On the other hand, a system of random pointsVj can be
described by its generating functional6

L@u~V!#5EH )
j51

N

@11u~V j !#J . ~8!

The two functionals~7! and ~8!, become the same, if we let

u~V!5 (
k51

`
1

k!
i kn j

kE
V l

Vu
•••E

V l

Vu
g~v1 ,V!•••

g~vk ,V!u~v1!•••u~vk!dv1•••dvk . ~9!

Now the natural logarithm of ~6!, called log-
characteristic functional of stochastic processR~v!, admits a
series expansion6

ln M $R%@u~v!#5(
r51

`
1

r !
i rE

V l

Vu
•••E

V l

Vu
k r@R~v1!,...,

R~v r !#u~v1!•••u~v r !dv1•••dv r ,

~10!

wherek r [Y1 ,...,Yr ] denotes ther th joint cumulant~or semi-
invariant! of the random variablesY1 ,...,Yr . Likewise, the
natural logarithm of~8! has an expansion

ln L@u~V!#5 (
m51

`
1

m! EV l

Vu
•••E

V l

Vu
km@L~V1!,...,

L~Vm!#u~V1!•••u~Vm!dV1•••dVm ,

~11!

where eachL~Vs! is a random variable, representing the
‘‘random density’’ of random points atVs .

Substituting~9! into ~11!, and comparing the result with
~10!, we obtain a set of expressions for computing the cumu-
lants ofR~v!. The complexity of such expressions depends,

of course, on the cumulants of the random densityL~V!. If
the random pointsVj are independent for differentj , as what
has been assumed earlier, then only the first cumulant of
L~V! is nonzero, and we obtain the simplest expressions:

k r@R~v1!,...,R~v r !#

5E@n r #E
V l

Vu
g~v1 ,V!•••g~v r ,V!k1@L~V!#dV, ~12!

whereE[n r ] can be anyE[n j
r ] since all nj are identically

distributed. In particular, the first cumulant ofR~v! is the
mean, and the joint cumulant ofR~v1! andR~v2! is the co-
variant. These are given specifically below:

E@R~v!#5E@n#E
V l

Vu
g~v,V!l~V!dV, ~13!

cov@R~v1!,R~v2!#

5E@n2#E
V l

Vu
g~v1 ,V!g~v2 ,V!l~V!dV, ~14!

where we have also made the substitutionk1@L~V!#
5E@L~V!#5l~V!. The covariance reduces to the variance
~the standard deviation squared! whenv15v25v.

The analysis for the imaginary part I~v! of the imped-
ance is similar.

Numerical results have been obtained for two cases:~1!
N5100, the average density of the random pointsVj in the
interval [V l ,Vu] is sin2[p(V2V l)/(Vu2V l)], and the
random variablesnj have a common meanE@n# and a com-
mon mean-square valueE@n2# of 331023 and 1.14631025,
respectively; ~2! N510, the average density of random
points Vj is 0.1 sin2@p(V2V l)/(Vu2V l)#, and the mean
and mean-square values ofnj are 331022 and 1.14631023,
respectively. In both cases, we letVl550 rad/s,Vu5250
rad/s, andz50.01. Note that the average total mass of fuzz-
ies is the same 0.3 M for both cases, but the number of
fuzzies is ten times larger in the first case than that in the
second case.

The computed mean and standard deviation of the real
~reactive! part R~v! are shown in Fig. 1. The average R~v!,
labeledm, is the same for both cases, but the standard devia-

FIG. 1. Reactance part of fuzzies.
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tions of R~v!, labeleds1 ands2 for cases~1! and~2!, respec-
tively, are very different. The same remarks can be made of
the results for the imaginary~dissipative! part I~v!, shown in
Fig. 2.

The above results show that the standard deviations for
R~v! and I~v! can indeed be greater than the mean, more so
when fewer fuzzies are present in a given frequency band
[V l ,Vu]. We also found that the magnitude of damping is
important, and that it has a greater effect on the standard
deviation than the mean. These can only be revealed if the
fuzzies are treated realistically as discrete elements, not a
spreaded continuumin the frequency domain~or equiva-
lently in the mass domain!.

We reiterate that the computed means for R~v! and I~v!
are the same regardless of the total number of fuzzies as-

sumed in the analysis~N5100 orN510, as long as the total
mass is the same!. Therefore, the question of modal overlap
is immaterial when computing the mean, a matter of main
concern of several authors on the subject. This is, in fact,
quite transparent from Eq.~1!; a smaller number of fuzzies
implies a larger average massE@n# of an individual fuzzy,
but the average density of the random points is reduced pro-
portionally. On the other hand, under the present indepen-
dent random point assumption, the increase of the variance
of R~v! or I~v! due to an increasingE@n2# is only partially
compensated by a decreasingl~V!.

In closing, we note that if the assumption of independent
random points is removed, then the variance of R~v! or I~v!
also depends onE@n# and on the covariance ofL~V! at two
V locations.8
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Stop bands for cubic arrays of spherical balloons
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The acoustic band structures have been computed for cubic arrays of spherical hydrogen balloons in
air. Stop bands are obtained for the face-centered-cubic~fcc! and body-centered-cubic~bcc! lattices,
however, there is no band gap for the simple cubic lattice. These gaps are largest for a volume
fraction of;38% and, at low balloon pressure~1.10 atm! and small latex wall thickness~1023 times
the inner radius!, the corresponding gap/midgap ratios are about 0.2 for the fcc and 0.1 for the bcc
structure. As the pressure or wall thickness increases, the stop bands diminish and ultimately vanish.
© 1997 Acoustical Society of America.@S0001-4966~97!05412-X#

PACS numbers: 43.40.Tm, 43.20.Fn, 43.20.Hq, 43.50.Gf@CBB#

Consider two elastic materials,a and b, in each of
which vibrations and sound can propagate freely. Now imag-
ine mixing upa andb in some clever way; is it possible to
impede the wave propagation? If the materials are disordered
then the answer is given by Anderson localization,1 which,
indeed, has been observed for bending waves in a steel plate
decorated with Lucite blocks.2 Here, on the contrary, we are
concerned with perfect order, a periodic arrangement ofa
andb.

In order to answer the question posed above one must
recourse to band structure~BS! calculations, namely the nor-
mal mode solutionsv~k! for a 3-D periodic system.3 These
were performed for several geometries of periodic elastic
composites and for various types of waves. In the case of
one-dimensional periodicity~a superlattice! longitudinal,
transverse, and mixed-polarization waves can propagate.4

More recently longitudinal,5 transverse,6–10 and mixed
~longitudinal-transverse!6,9,10modes were studied in systems
of two-dimensional periodicity~parallel, infinite cylinders!.
While these works are all theoretical, experiments in 2-D
systems are also in progress.11 For all these configurations,
band gaps were indeed found irrespective of the direction of
the wave vector, thus leading to stop bands for certain values
of the material parameters and filling fractions of the inclu-
sions.

In solid composites with 3-D periodicity the longitudinal
and transverse vibrations are always coupled,9,12 thus com-
plicating greatly the nature of the eigenmodes and the corre-
sponding computation. Considerable simplification arises in
the case of liquids and/or gases, which admit only longitudi-
nal ~‘‘acoustic’’! waves.5 In Ref. 5, Sigalas and Economou
concluded that the optimum situation for the appearance of
gaps is low-density, low-velocity spheres occupying a vol-
ume fraction of the order of 10% of the host material.13

However, no specific material media were considered.
Here we report BS and modal density calculations for a

patently low-tech system: a periodic, 3-D array of spherical
balloons containing gas~hydrogen! and immersed in air. Due
to its extreme simplicity, this system is attractive for experi-
mentation and convenient for applications such as the cre-

ation of a vibrationless environment in a desired band of
frequencies~acoustic filters!. In the frequency range of a
‘‘complete’’ band gap—independent of the polarization of
the wave, as well as its direction of propagation—vibration,
sound, and phonons are forbidden. Thus a small vibrator,
introduced into the periodic composite as a defect, would be
unable to vibrate freely at a frequency within the gap range.
Similarly, a real crystallite in the role of a defect would be
unable to generate low-frequency acoustic phonons. This
would lead to the interesting possibility of localized vibra-
tions or localized phonons, much like an atom inside adi-
electric composite, whose radiation within a photonic band
gap is frustrated, becomes surrounded by an evanescent elec-
tromagnetic field.14 It would be very difficult—if not
impossible—to investigate such localized states in a solid
composite;air as the host medium is ideally suited for such
experimentation. Moreover, the positions~or other character-
istics! of the gas balloons can be easily randomized in air,
thus providing a convenient system for the study of Ander-
son localization of sound waves.1,2

One random system of importance for acoustic wave
propagation is bubbly liquids. Interestingly, some studies of
this topic employ the model of an equivalentperiodicdistri-
bution of bubbles.15 However, these calculations are based
on the assumption that the wavelength is much greater than
the lattice period~that is, the average interparticle separa-
tion!, thus eliminating the standing wave~Bragg! resonances
between adjacent bubbles. On the other hand, the main thrust
of this Letter is precisely the band gaps resulting from the
phenomenon of Bragg diffraction and Mie resonance.

Very recently we have presented a detailed theory of
elastic band structure.9 The calculation at hand simplifies be-
cause the transverse speed of soundct is zero in gases~and
in liquids!, and we neglect the shear rigidity of the latex wall
(ct!cl). Nevertheless the classical wave equation is inappli-
cable to inhomogeneous media. The correct wave equation—
simply the equation of motion in the absence of external
forces—is
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wherer~r ! is the mass density andcl~r ! is the longitudinal
speed of sound. Only ifrcl

2 is independent of the positionr ,
then all three components ofu~r ,t! satisfy the classical wave
equation. In the general case, from Eq.~1! we observe that
“3~ru!50. Hence it is possible to define a scalar potential
F~r ,t!, such thatru5“F. Then Eq.~1! may be rewritten as
a scalar equation,16

~rcl
2!21
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“F!. ~2!

Taking advantage of the periodicity of the medium we ex-
pand the quantitiesr21~r ! and@r~r !cl

2~r !#21 in Fourier series:

r215(
G

s~G!eiG–r, ~rcl
2!215(

G
z~G!eiG–r, ~3!

whereG is the reciprocal lattice vector. The solution of Eq.
~2! is given by means of the Bloch theorem,

F~r ,t !5ei ~K–r2vt !(
G

FK~G!eiG–r, ~4!

whereK is the Bloch wave vector. Substitution of Eqs.~3!
and ~4! in Eq. ~2! yields an infinite-set of equations for the
eigenvaluesv~K ! and the eigenvectorsFK~G!:

(
G8

@v2z~G2G8!2~K1G!•~K1G8!s~G2G8!#

3FK~G8!50. ~5!

We apply this equation to a periodic system of spherical,
gas-filled balloons in a background gaseous medium. The
gas inside the balloons, the background gas, and the latex
walls are labeled bya, b, andw, respectively. The corre-
sponding densities arera , rb , and rw ; the ~longitudinal!
speeds of sound areca , cb , andcw ; and the material filling
fractions aref a , f b , and f w ; where f a1 f b1 f w51. Then
inverting the Fourier series~3!

s~G!5
1

Vc
E
Vc

dr r21~r !e2 iG–r

5H ra
21f a1rb

21~12 f a2 f w!1rw
21f w[r21, G50,

~ra
212rw

21!Fr,
~G!1~rw

212rb
21!Fr.

~G!, GÞ0,

(6)

wherer, andr. are the inner and outer radii of the balloons
and

FR~G!5
1

Vc
E
r<R

d3r e2 iG–r

5
3 f a

~GR!3
@sin~GR!2GR cos~GR!#. ~7!

Here,Vc is the volume of the unit cell, the integration is
limited to a sphere of radiusR, and f a5n(4p/3)r,

3 /Vc ,
wheren is the number of spheres in the unit cell. An equa-
tion analogous to Eq.~6! can be written forz~G! in terms of

the average of (rcl
2)21 [ C21 and the corresponding contrast

parameters. With these substitutions, Eq.~5! is an infinite set
of homogeneous, linear equations for the Fourier compo-
nentsFK~G!. The nontrivial solution is obtained from the
requirement that the determinant of the square bracket in Eq.
~5! vanishes. This yields the eigenvaluesv~K ! which, for a
periodic system, is the band structure. We have computed the
lowest 50 bands for simple-cubic~sc!, body-centered-cubic
~bcc!, and face-centered-cubic~fcc! arrays of hydrogen bal-
loons in air. We obtain real eigenvalues and good conver-
gence~of better than 2%! by limiting the number of plane
waves in Eq.~5! to 343. By increasing the number of plane
waves to 729, our results change by no more than 2%.

The left part of Fig. 1 is the band structure for a fcc
lattice of balloons that occupy 35% of the total volume. The
Brillouin zone of this lattice with the principal symmetry
points in reciprocal space is shown in the inset on the right.
Note that within any given segment~such as U-L andG-X!,
the vectorK increases monotonously while keeping the same
direction. There appears a complete acoustic gap between the
first and second bands, and there are no other gaps at least as
far as the 50th band. The middle part of Fig. 1 is the result of
a detailed scan ofuK u in the irreducible part of the first Bril-
louin zone—the interior of this zone and its surface, as well
as the principal directions shown in the left part of the figure.
Each curve here corresponds to some direction ofK . The
modal density in the right part of the figure has been calcu-
lated on the basis of the scan in the middle part. It is obtained
simply by computing the total number ofK points in a small
frequency intervaldv. These parts of the figure prove that
there is, indeed, a genuine, full gap between the first two

FIG. 1. Acoustic band structure for a fcc array of spherical balloons, con-
taining hydrogen gas, in air~left part of triptych!. Middle part: frequency
eigenvalues as a function of the magnitude of the Bloch wave vector,
scanned throughout the irreducible part of the Brillouin zone~shown in the
inset on the right!. The modal density~in arbitrary units!, as a function of
the reduced frequencyva/2p c̄l ~where a is the lattice constant andc̄l
5 r21/C21) is graphed in the right part of the figure. The shaded band is
forbidden for vibrations or sound. The parameter17 contrasts are
r~H2!/r~air!50.076 andcl(H2)/cl~air!53.706; the parameters for the latex
material ~rubber! are: r51.07 g/cc andcl51830 m/s. The pressure inside
the balloons in 1.10 atm and it is atmospheric outside. The thickness of the
latex wall is 1023 times the inner radius and the filling fraction isf a50.35.
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bands, and we consider such calculations as essential. Simi-
lar results are obtained for the bcc structure, however we did
not find a stop band for the sc array—for any value of the
filling fraction.

The dependence of the~lowest! gap width on the filling
fraction, for the fcc and bcc structures, is summarized in Fig.
2. The filling fraction must exceed a certain minimum value,
fmin , for a gap to be obtained. If the pressure in the balloons
is 1.1 atm, then for the fcc and bcc structuresfmin.0.12 and
0.21, respectively. The corresponding maximum values are
fmax50.64 and 0.54. For any given value off the fcc struc-
ture gives a larger gap width than the bcc structure. For both
lattices, the stop bands are widest whenf.0.38, that is when
the balloons occupy 38% of the space. However, the gap/
midgap ratio is considerably larger for the fcc array: about
0.2 vs 0.1 for the bcc array.

In these calculations we assumed that the hydrogen and
the air both satisfy the ideal gas equation of state; hence
r5pM/kBT. If the pressurep inside the balloons is only a
little above atmospheric~p51.10 atm!, then the density is
essentially proportional to the molecular weightM . This be-
ing, on the average, about 29 for air, the density inside is
roughly 14.5 times smaller than outside. The speed of sound
is cl5(gRT/M )1/2; the adiabatic constantg is about the
same for both gases, hencecl is approximately inversely
proportional to the square root of the molecular mass. Then
the speed of sound inside is aboutA29/2. 3.8 times greater
than outside. Thus we see thathigh-velocity, low-density
spheres in a low-velocity, high-density host can lead to sub-
stantial stop bands for~longitudinal! acoustic waves. This
finding supplements the conclusion5 that the bubble configu-
ration ~low-velocity, low-density spheres! is optimal for the
appearance of gaps.

In Fig. 3 we examine the dependence of the gap width,

for the fcc structure, on the pressurep inside the balloons
and on the latex wall thickness (w5r.2r,) normalized to
r, . Forw/r,&1023 the band gaps are quite independent of
the wall thickness; however their widths decrease rapidly as
the pressure is increased. The reason for this is, of course,
that the density contrast between the two gases diminishes
with growingp. When the latex thickness is less than 1% of
the balloon~inner! radius the gap width quickly approaches
zero. Thus we may conclude that a substantial stop band can
be achieved only if the latex is quite thin and the pressure
inside the balloons is notmuchabove atmospheric. Clearly,
for the gases considered here, the gap for the uppermost
curve~p51.10 atm! in the limit of vanishing latex thickness
is the largest one; it corresponds to the gap/midgap ratio of
;20%.

Within the gaps of Figs. 1–3, the perfect and infinitely
extended ‘‘acoustic crystals’’ investigated here stand still
and total silence reigns. The situation is of comparable inter-
est to the full photonic gaps obtained in periodic dielectric
composites.18 These, however, were realized only with cer-
tain complex structures of the fcc unit cell18 not with the
simple FCC lattice~one spherical ‘‘atom’’ per site!, and
much less for the bcc lattice. The periodic arrays of balloons
discussed in this letter are probably the simplest physical
systems that exhibit complete stop bands. For gas-filled bal-
loons in air the conditions that lead to large band gaps are a
gas with small molecular weight and pressure just slightly
above atmospheric, very thin latex walls, and the fcc ar-
rangement.

Note added in proof:After this paper had been submit-
ted two papers~Refs. 19 and 20! were published on the ex-
istence of giant acoustic stop bands in two-~and three-! di-
mensional inhomogeneous liquid systems. In addition, we
refer the readers to a long review on the subject~Ref. 21!.

FIG. 2. Normalized gap width versus filling fractionf for the fcc and bcc
structures~there is no gap for the sc structure!. For both structures the
largest gap is obtained forf.0.38, and, for a pressurep51.10 atm, the
approximate gap/midgap ratios are 0.2 and 0.1 for the fcc and bcc lattices,
respectively.

FIG. 3. Gap width versus latex wall thickness (w), normalized to its inner
radiusr, ~fcc structure!, with pressurep ~in atm! inside the balloons as a
parameter. The largest gaps are obtained for very thin walls and pressures
just above atmospheric.
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An error intensity spectral filtering method for active control
of broadband structural intensity

David C. Swanson, Cassandra A. Gentry,a) Sabih I. Hayek, and Scott D. Sommerfeldtb)

The Applied Research Laboratory, The Pennsylvania State University, P.O. Box 30, State College,
Pennsylvania 16804-0030

~Received 14 August 1995; revised 22 April 1996; accepted 20 August 1996!

The implementation of structural intensity measurement using an accelerometer array allows active
attenuation of broadband frequency vibration using a modified filtered-x algorithm. In this work, a
multi-input channel accelerometer error filter outputs a single channel error signal proportional to
the propagating power. The filter is specified in the frequency domain as a transfer function from a
model of bending waves in a finite beam. Integrity of the beam model and active control simulations
is verified by monitoring an acceleration in the far field. The best overall performance is achieved
when the error sensor array is in the far field of the primary and adaptive control force actuators.
Broadband application of the intensity error technique in physical model-based simulations showed
15- to 25-dB attenuation except at a few isolated frequencies. These preliminary simulation results
support new approaches to active stuctural control through error sensor array processing. ©1997
Acoustical Society of America.@S0001-4966~97!00101-X#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

In this work we examine the application error sensor
array filtering to simultaneously extract the shear and mo-
ment field components which lead to real stuctural power,
and drive and adaptive filtered-x algorithm to minimize the
resulting structural power radiation. The observed accelera-
tion field in a structure can have many components due to
standing waves where the actual propagating wave compo-
nents are relatively small in amplitude. Weak propagating
waves in the presence of strong standing waves is perhaps
one of the more salient problems associated with active re-
duction of structural radiation from heavy fluid-loaded
structures.1 Long wavelength~supersonic wave number!
structural vibrations couple well into the fluid and thus cause
those structural vibration components to be highly damped
relative to the unimportant subsonic vibration. By using an
array of accelerometers to extract the shear and moment field
components which contribute to real vibration power, one
can filter the acceleration components which do not contrib-
ute to real power and implement an adaptive filtered-x algo-
rithm for active cancellation of the propagating power in the
structure. The bending wave intensity technique has become
relatively mature using accelerometer arrays2,3 as well as us-
ing mordern cross-spectral techniques.4 For active control of
the total bending wave power, it has been shown that two
control actuators are needed to simultaneously control both
the shear and moment forces.5 The major issue in integrating
an intensity error signal into an active vibration control adap-
tive system is that the error signal used in the adaptive algo-
rithm must be a linear function of the control action on the
system. One recent approach, although limited to single
narrow-band frequencies, has been experimentally shown ef-

fective where the normal product of the error and filtered-x
signals in the adaptive filter coefficient updates are replaced
with the instantaneous intensity itself.6 The design approach
presented here7 is to develop an algorithm for broadband
structural intensity control using the filtered-x algorithm
where one has an independent reference signal coherent with
the noise to be canceled. Our design develops a multichannel
error accelerometer filter which combines five accelerometer
signals to produce a single output signal which is linearly
proportional to the bending wave components which consti-
tute real power.

I. FREQUENCY DOMAIN MODEL OF STRUCTURAL
INTENSITY

This analytical study is based on a structural steel beam
also used by Hayeket al.8 and Schwenk9 so that the error
intensity simultations can be compared to actual experiment
for select cases. Of particular interest is the effect of struc-
tural near fields on the intensity control performance. The
beam has a lengthL of 1.22 m, excluding an additional 0.3
m length terminated in a bed of dry, loose sand, and a cross-
sectional areaA of 74 mm2. The modulus of elasticityE is
assumed to be 186.9 GPa, densityr of 7700 kg/m3, and
moment of inertiaI of 2.71 nm4. The end of the beam near
x5L is free and we have a harmonic point forceF0 and
positionx0 normal to the beam surface. The termination im-
pedances over the range of frequencies of interest were mea-
sured experimentally by Tousi10 based on measuring the two
flexural standing wave ratios. In order to measure the flex-
ural intensity using standard accelerometers, one simply es-
timates the spatial derivitives using finite difference approxi-
mations. In this work we use a five accelerometer array with
uniform 4-cm spacing to estimate all the spatial derivitives at
the location of the middle, or third, accelerometer. Consider
the beam setup as seen in Fig. 1.

a!Currently at Virginia State and Polytecnical Institute, Blacksburg, VA.
b!Currently at Brigham Young University, Salt Lake City, UT.
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Applying well-known difference equations, one has the
total bending intensity at the position of the middle acceler-
ometera3 @dropping the (v) notation for compactness#, as
seen in Eq.~1!:

Pp~v!. j
EI

2D3v3 $@2a512a422a21a1#•a3*

1@a422a31a2#•@a4*2a2* #%. ~1!

Equation ~1! is actually nonlinear due to the cross-
spectra of accelerations. However, for steady-state or station-
ary vibration signals small changes in acceleration levels
lead to approximately linear changes in intensity level. Since
the intensity is expressed as a spectrum, it is already time
averaged as well as orthogonal in frequency. Therefore, for
stationary signals one can see that the approximate flexural
intensity in Eq.~1! has been linearized with respect to the
steady-state excitation force. The error spectral response is
now simply a weighting function to drive the filtered-x adap-
tive control algorithm where the phase of the error plant is
still included as part of the filtered-x operation on the refer-
ence signal.

II. SIMULATION RESULTS

A range of control actuator and error sensor locations
was examined to minimize the intensity errors due to the
finite difference approximation as well as to examine the
near-field and far-field performances of intensity control in
general. The spacing between the two control actuators is 10
cm and the spacing between the accelerometers in the inten-
sity array is 4 cm. Figure 2 summarizes the control results

using the psuedointensity error filtering algorithm for four
actuator and error sensor array locations. Since the near-
field/far-field boundary is frequency dependent, the beam
termination impedance, precise locations of the control ac-
tuators and error sensor array is different for each frequency
and setup and can be found in Ref. 7. Setups 1 and 2 have
the active control sources in the far field of the excitation,
but setup 1 has the error in the far field of the control actua-
tors and setup 2 has the error array in the near field of the
control actuators. Setups 3 and 4 have the control actuators
in the near field of the primary excitation force, but setup 3
has the arror array in the far field and setup 4 in the near field
of the control actuators.

Due to the limitations of the model length, one could not
place the control actuators in the far field of the primary
excitation for setup 1 at the lowest frequencies of 61 and 164
Hz. Both setups 2 and 3 appear to give good overall perfor-
mance with setup 3 providing the best low frequency results.
It is likely that finite difference approximations in the inten-
sity calculation are contributing factors to this performance
limit. The main benefit of the intensity error filtering algo-
rithm in the filtered-x adaptive controller11 is the ability to
actively control broadband intensity using a time-domain
adaptive control algorithm. The only limitation is that the
excitation force should be stationary and ergodic. This al-
lows the measured time-averaged intensity at the error array
to be used to construct a filter which passes vibration signal
components which are coherent with the propagating flexural
intensity. Figure 3 shows the broadband performance simu-
lation results for the intensity active control algorithm. The
peaks and dips in the responses are due to the primary and
secondary actuator locations on the beam and the resulting
modal response as observed at the accelerometer array in the
simulation.

III. CONCLUSIONS

A broadband flexural intensity adaptive control algo-
rithm is presented which shows reasonable performance on
single-frequency and broadband excitation for active inten-
sity control. The force-to-acceleration transfer functions
from point to point in the beam are modeled using the classic
Euler–Bernoulli 4th order differential equation for a finite

FIG. 1. The transfer function between the intensity output and the force
input can be described as a weighted combination of five filters due to the
finite difference derivitive approximations.

FIG. 2. Setup 3 with the control actuators in the near field of the primary
excitation and error sensors in the farfield of the control actuators appears to
have the best performance near resonances of the beam.

FIG. 3. Broadband control of flexural intensity from random vibrations is
possible using the psuedo-intensity error filtering technique and a simple
time-domain filtered-x controller.
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beam. The transfer functions led us to develop a psuedo-
intensity filter which essentially linearizes the intensity con-
trol problem by providing only the important error signal
components which lead to propagating power. It can be seen
as a broadband wave vector filter which suppresses the
standing wave and near-field components while passing the
propagating wave components. This filtering is however, sig-
nal dependent, meaning that one must on-line measure the
flexural intensity and adaptively design a filter to pass the
proper signal components. The single-frequency perfor-
mance of the psuedo-intensity and linearized intensity gradi-
ent algorithms is quite comparible as are the near-field/far-
field performances with the experiments of Sommerfeldt.6,9

It can therefore be seen that the numerical modeling pre-
sented here is of reasonable enough accuracy to claim that
the psuedo-intensity error filtering approach could be quite
useful for the development of real-time steady-state flexural
intensity control on finite beams.
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Direct measurement of ultrasonic velocity of thin elastic layers
Mingxi Wan, Bei Jiang, and Wenwu Cao
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This letter reports a simple new technique for the ultrasonic velocity measurement on thin elastic
layers of fractional wavelength thickness using broadband transducers. An external trigger to the
oscilloscope with continuously variable frequency and an intensity enhancing strobe signal allow
direct measurement of the wavefront time shift down to 13 ns. The technique makes it possible to
measure the sound velocity of thin layers with the thickness down to 1022l. Using a pair of
2.25-MHz transducers, we have accurately measured the sound velocity of a 26-mm-thick aluminum
foil. © 1997 Acoustical Society of America.@S0001-4966~97!04112-X#

PACS numbers: 43.58.Dj, 43.20.Jr, 43.35.Zc, 43.35.Cg@SLE#

INTRODUCTION

There are many situations of technological importance
in which one wishes to carry out the elastic property charac-
terization of thin layer materials; for example, bonding layers
in structural materials, layers in composite structures, and
thin film materials on thick substrate. Over the past 30 years,
a wide variety of ultrasonic techniques have been reported
for the measurements of wave velocities or the thickness of a
thin single elastic layer. Among all classical methods are
pulse echo,1 resonance testing,2 pulse interference methods,3

and laser ultrasonic method.4 These traditional techniques
measure the time delay in well-separated echoes. However,
as the layer thickness decreases, the time interval between
two successive echoes from the front and back surfaces of
the specimen decreases. Eventually, all of the classical meth-
ods fail when the echoes become inseparable.

In many applications, the thickness of the elastic layer,
h, is of the order of 10–100mm, and may even be imbedded
inside a structure or blocked by another object. If using the
well-separated pulse method to characterize such thin layers,
the frequency would have to be larger than 150 MHz. The
use of such a high frequency not only drastically increases
the cost, but also limits the application to low loss materials
because of the very short penetration depth of high-
frequency waves.

Several years ago, a frequency domain method5 for ul-
trasonic nondestructive evaluation of thin specimens was de-
veloped and improved by means of combining the standard
FFT methods with conventional ultrasonic method. This
method is based on the fact that a thin specimen in the time
domain takes the form of a thick specimen in the frequency
domain. A time domain method for the measurement of ul-
trathin specimen was also developed in 1993 in which low-
frequency ultrasonic wave was also used.6 However, for
these frequency and time domain methods, digital oscillo-
scopes with a very high sampling rate and specialized data
analyses are required. Sub-half-wavelength thickness thin
layers can be measured using these methods down to 1021 l.

In this letter we describe a new approach for the mea-
surement of a thin elastic layer with the thickness in the
order of 1022 l. The idea is to manipulate the triggering rate

and the strobe sweeping to fully utilize the maximum sensi-
tivity of the oscilloscope. We call the technique variable trig-
ger and strobe~VTS! method. Using this technique, the time
shift caused by placing and removing the sample from the
acoustic pathway between transmitting and receiving trans-
ducers can be accurately measured down to the maximum
capacity of the oscilloscope~0.01 ns for the one available to
us!. Since only the starting point of the transmitted wave is
used, a low-frequency transducer can be used to measure
these samples. This gives us the advantage of deep penetra-
tion and the ability to measure thin layers that are sand-
wiched in lossy materials.

I. THE VTS METHOD AND EXPERIMENTAL
PROCEDURE

A schematic of the experimental apparatus is shown in
Fig. 1. A pair of accurately matched broadband water immer-
sion longitudinal wave transducers with a center frequency
of 2.25 MHz were used for generating and receiving the
ultrasonic waves. The distance between the two transducers
is adjusted to be equal to twice the focal length, and the
specimen is placed in the focal region of the transducers. The
incident wave travels in the direction normal to the speci-
men. For a single-layer specimen, the displayed pulse signal
from the timet0, at which the received signal appears, to the
time t012h/c will not have the effect of multireflection in-
terference. Therefore, we can get the longitudinal velocityc
by measuring the time shiftDt of the starting point of the
transmitted waves caused by including the specimen in the
acoustic pathway,

c5
cwh

h2cwDt
, ~1!

whereh is the sample thickness andcw is the sound velocity
of water~reference medium!. The time shiftDt can be either
positive or negative depending on if thec is faster or slower
thancw .

Because the technique is to compare the travel time with
and without the sample in the acoustic pathway, it is insen-
sitive to other objects in the pathway since their contribu-
tions can be included in the travel time without the sample.
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The only difference between having water as the base me-
dium or including other objects in the base medium is the
intensity level. Since the technique allows the use of rela-
tively low frequencies, it is possible to penetrate even lossy
materials in the pathway. This characteristic makes the tech-
nique very useful for characterizing a thin layer in a sand-
wich structure, such as the bonding layer.

Although most oscilloscopes have subnanosecond reso-
lution in the horizontal scale, it is not possible to use the
highest resolution in most cases because of the limited dis-
play of time interval on the display window. Most of the
analog oscilloscopes, such as the one used in this experi-
ment, do not have time delay function; therefore, it is impos-
sible to follow the wavefront when changing the horizontal
resolution. One way to utilize higher resolution of the oscil-
loscope is to use higher external triggering frequency; how-
ever, it will mix up the received pulse signals, making it
impossible to distinguish different echoes. Considering the
analog oscilloscope has an intensity regulating input, the se-
lected echo is highlighted by using a strobe signal from a
Matec 122B decade dividers and delay generator. By reduc-
ing the background intensity, this selected signal can be
singled out for measurement using the high resolution scale
of the oscilloscope with high external triggering frequency.

General procedure for the VTS method: As shown in
Fig. 1, the Matec 110-CW signal source is integrated with a
highly stable oscillator tunable over a range of approxi-
mately from 11 to 52 MHz. The frequency output of the

oscillator is divided by 100, and then is further divided by
100 in the Matec 122B decade dividers and delay generator.
A more stable pulse signal with a frequency range of 1.1–5.2
kHz is obtained. This frequency is then used to trigger the
JSR DPR 35 pulser/receiver and the Tektronix 2465 oscillo-
scope. The received pulse signals are sent from the DPR 35
to the oscilloscope for display. The strobe from the Matec
122B is coupled to theZ axis ~intensity! of the oscilloscope
and the front portion of the first transmitted wave signal is
brightened by adjusting the strobe delay, width, and ampli-
tude. The intensity of the oscilloscope must be carefully ad-
justed together with the strobe amplitude to obtain a proper
display of the front portion of the transmitted wave signal so
that the unwanted portion of the wave signal and the back-
ground sweep line will disappear. The front portion of the
transmitted wave is then expanded horizontally to the proper
resolution of the oscilloscope according to the level of time
shift to be expected. The signal will be out of the screen from
the right-hand side as the resolution of the oscilloscope in-
creases. Now the external trigger is switched from the Matec
110 signal source to another scale which has 100 times
higher triggering frequency. The brightened front portion of
the first transmitted wave~or wave train! will reappear on the
screen. By adjusting the frequency of the signal source to
change the triggering frequency of the whole system, we can
place the starting point of the front portion of the first trans-
mitted wave anywhere on the screen. As a rule of thumb,
place the signal on the left-hand side of the screen if the
wave speed in the specimen is faster than that in water, and
to the right-hand side if the compressional wave velocity in
the sample is slower than that in water. After the thin layer
sample is taken out of the ultrasonic field, the starting point
of the front portion of the first transmitted wave shifts to a
new position. This shift can be directly measured by using
the scale bars on the screen of the scope. Then the compres-
sional velocity in the thin layer of known thickness can be
calculated using Eq.~1!. Vice versa, if the velocity is known,
the time shift can be used to measure the sample thickness.

II. RESULTS AND DISCUSSIONS

The main objective of this work is to develop a simple
technique suitable for the characterization of ultrathin elastic
layers of only a fraction of a wavelength in thickness. We

FIG. 1. Schematic diagram of the experimental setup.

TABLE I. Wave speed measurement data for single elastic layers.

Specimen
No. Material

Thickness~mm!
63 mm

Time shift
~ns!

Velocity
~mm/ms! h/l

Sweep speed
~ns/Div.!

1 Glass 1.247 613.4 5.579 0.503 100
2 PZT 0.236 91.70 3.539 0.150 20
3 Transparency

#1
0.104 24.55 2.298 0.102 20

4 Transparency
#2

Plastic

0.096 18.45 2.088 0.103 20

5 shopping
bag

0.058 16.55 2.592 0.050 10

6 Aluminum
foil

0.026 13.26 6.206 0.009 5
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have measured a number of specimens using the newly de-
veloped VTS method. The results for a single layer and for a
thin layer on a thick substrate are presented in Tables I and
II, respectively. All results were obtained under constant
temperature of 20 °C; thus the value ofcw is taken as 1.49
mm/ms. The substrate used for testing the coating specimen
are glass plates of 1.247 mm in thickness.

As shown in Tables I and II, the measurements were
performed on several materials with thickness ranging from
0.026 mm to 1.24 mm. The central frequency of the broad-
band transducer used in the experiments is 2.25 MHz, hence,
the thickness range corresponds to 0.009l–0.503l. From a
systematic error analysis~to be reported later!, we found that
the total error in the velocity measurement is less than 3%.
Since most of the materials measured do not have known
velocity values, we can only compare the longitudinal veloc-
ity of the aluminum foil which has been measured in bulk
form.7 Our measured value of 6.206 mm/ms is 3% smaller
than the bulk value of 6.400 mm/ms. Since this difference is
within our experimental accuracy, we cannot attribute it to
the difference between bulk and foil materials. Generally
speaking, the VTS method works better for high sound ve-
locity materials which will lead to larger time shift, as shown
in Table I. In other words, it is more sensitive for metal,
ceramic, and glass than for plastic and polymer products.

As the thickness of the thin layer or the velocity differ-
ence between the sample and water decreases, we must in-
crease the horizontal magnification on the scope. For the
ultrathin aluminum foil~specimen #6 in Table I! with h/l
50.009, the vertical scale also must be enlarged in order for
the starting point to be located more accurately on the screen.

The signal source and decade dividers used are very
stable; no drifting of the signal was observed. However, wa-
ter disturbance caused by removing the specimen out of the
ultrasonic field does cause the signal to oscillate. Therefore,

it is necessary to remove the sample slowly and to wait a few
minutes before taking the comparison data.

For the ultrathin layers withh/l,1022, the noise in the
receiver output could affect the accuracy. Especially when
the vertical amplitude has to be enlarged enough on the
screen together with time axis expansion, the ambiguity of
the starting point resulting from noise is the main error
source of wave velocity measurement for ultrathin layers of
h/l,1022 using this VTS technique. It is expected that the
VTS technique could be further improved by using digitizing
oscilloscope combined with numerical signal average tech-
niques. This technique could be used in reflection mode if
the coupling between the transducer and the sample is accu-
rately controlled.
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TABLE II. Wave speed measurement data for elastic thin layers on substrates.

Specimen
No.

Coating
material

Thickness~mm!
63 mm

Time shift
~ns!

Velocity
~mm/ms! h/l

Sweep speed
~ns/Div.!

3 Transparency #1 0.104 25.00 2.321 0.101 20
4 Transparency #2 0.096 19.70 2.146 0.101 20
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